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Introduction

Mental health continues to be one of the most significant global health problems we face, affecting
approximately 450 million people worldwide (World Health Organization, 2017). Mental disorders have
a significant detrimental effect on quality of life, accounting for 13% of disability-adjusted life years and
32.4% of years lived with disability globally (Vigo, Thornicroft, & Atun, 2016). Additionally, mental
illness can have substantial economic consequences. Mental disorders cost US$2.5 trillion globally, and
economic output loss due to mental disorders is anticipated to be US$16.3 trillion worldwide between
2011 and 2030 (Trautmann, Rehm, & Wittchen, 2016). Effective treatments exist for mental illness,
however many of those affected do not have access.

According to Professor Shekhar Saxena of Harvard T.H. Chan School of Public Health, no countries
are developed when it comes to mental health (Davies, 2018). Approximately 35-50% of those affected
by mental disorders do not receive treatment in high-income countries (Saxena, Thornicroft, Knapp,
& Whiteford, 2007). Worse still, in middle and low-income countries, 76-85% of affected individuals
do not receive treatment (Saxena, Thornicroft, Knapp, & Whiteford, 2007). Key barriers to accessing
effective treatment include a shortage in supply of trained mental health workers relative to demand for
services, and low funding for treatment and prevention (Rathod et al., 2017). One way to increase the
supply of mental healthcare is through technology.

Language technology may be particularly well-suited to improve supply of mental health services.
Conversations are a fundamental part of the diagnostic and therapeutic process for mental health. This is
because language provides crucial insights into a patient’s symptoms, thoughts, feelings, and functioning
(Pennebaker, Mehl, & Niederhoffer, 2003). Given the advent of the internet and personal electronic
devices, linguistic data is readily available, and can be found in and outside of treatment contexts in text
and oral form. Applying language technology to mental healthcare can open the door to creating scalable,
inexpensive screening measures or risk assessments that may be administered by a wider variety of
healthcare professionals in a broad range of contexts. Additionally, conversational agents can assist with
the provision of therapy exercises or emotional support beyond treatment settings (Fitzpatrick, Darcy, &
Vierhile, 2017). Public social media posts have been used to infer a community’s mental health following
crisis events (Kumar, Dredze, Coppersmith, & De Choudhury, 2015), and triage tools have been used to
present messages to online support workers by order of crisis severity (Milne, Pink, Hachey, & Calvo,
2016). Evidently, language technology shows incredible promise for increasing the supply of quality
mental health support services, and further research and development efforts are needed. While at the
same time, remaining cognizant of ethical issues that may arise in the process (Benton et al., 2017;
Chancellor et al., 2019).

The Computational Linguistics and Clinical Psychology (CLPsych) workshop series aims to support and
accelerate the development of language technology for mental healthcare. CLPsych brings together
computational linguists and mental health clinicians to discuss and develop tools and data that can
support clinicians, service organizations, and/or individuals with lived experience of mental disorders.
Given its multidisciplinary community, CLPsych values clear communication of relevant computational
methods and results, and all presentations are followed by clinical commentary.

CLPsych has been held annually at the meeting of the Association of Computational Linguistics (ACL)
or the North American Association of Computational Linguistics (NAACL) since 2014. During this time,
CLPsych has helped to define the start of the art in language technology for mental health, introduced a
clinically-oriented workshop structure to the ACL community, and established a shared task tradition in
which participants work on common datasets and tasks to develop systems or techniques that aid in the
detection of mental disorders. Prior shared tasks have involved working with data from ReachOut.com
and the UK Data Service.
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The Sixth Workshop on Computational Linguistics and Clinical Psychology (CLPsych 2019) was held
at the North American Association for Computational Linguistics and Human Language Technology’s
(NAACL-HLT) annual meeting in Minneapolis, MN on June 6th. The focus of 2019’s workshop was
reconciling outcomes, with the goal of fostering discussions on the outcomes that are most important
to pursue as a community. Continuing CLPsych’s traditional interdisciplinary approach, practicing
clinicians and clinical researchers were included as part of our program committee, and were invited
to submit papers and serve as discussants of presented work.

The workshop also included a keynote talk by Becky Inkster, a UK neuroscientist active in digital
innovation for mental health, as well as a technologist/clinician panel discussion including Nick Allen
(University of Oregon), Glen Coppersmith (Qntfy), Nazli Goharian (Georgetown University), and
Michelle Kuchuk (National Suicide Prevention Lifeline).

2019’s workshop had two submission formats: full papers and position papers. Overall, 17 submissions
were received. Accepted submissions included 11 full papers and 2 position papers, which were
presented as 6 talks and 7 posters.

A shared task was held that focused on predicting individuals’ suicide risk from de-identified, public
Reddit data. Teams could participate in three tasks. Task A involved predicting level of risk for users
posting to the r/SuicideWatch subreddit based on their SuicideWatch posts. Task B involved the same
risk assessment, but with additional access to all the users’ posts elsewhere on Reddit. Task C involved a
screening/monitoring scenario in which user risk was assessed based only on their Reddit posts excluding
SuicideWatch or other mental health forums. A total of 83 entries were provided by 15 teams who
participated in at least one task each. Accepted shared task paper submissions were presented as an
additional 9 posters and 2 full talks at the workshop. 2019’s shared task was organized by Ayah Zirikly,
Philip Resnik, Özlem Uzuner, and Kristy Hollingshead.

The organizers wish to thank all who contributed to the success of CLPsych 2019. This includes authors
and shared task participants for their insightful contributions, Program Committee members for their
thoughtful reviews, our keynote speaker, panelists, and clinical discussants for their valuable insights, and
shared task organizers for putting together a series of challenging exercises with important applications.
The organizers also wish to thank the generous workshop sponsors, Amazon and the University of
Maryland Center for Health-Related Informatics and Bioimaging (CHIB), as well as the North American
chapter of the Association for Computational Linguistics, for making this workshop possible.

Kate Niederhoffer, Kristy Hollingshead, Philip Resnik, Rebecca Resnik, & Kate Loveys
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Abstract

A fundamental challenge when training coun-
selors is presenting novices with the opportu-
nity to practice counseling distressed individ-
uals without exacerbating a situation. Rather
than replacing human empathy with an auto-
mated counselor, we propose simulating an in-
dividual in crisis so that human counselors in
training can practice crisis counseling in a low-
risk environment. Towards this end, we collect
a dataset of suicide prevention counselor role-
play transcripts and make initial steps towards
constructing a CRISISbot for humans to coun-
sel while in training. In this data-constrained
setting, we evaluate the potential for message
retrieval to construct a coherent chat agent
in light of recent advances with text embed-
ding methods. Our results show that embed-
dings can considerably improve retrieval ap-
proaches to make them competitive with gen-
erative models. By coherently retrieving mes-
sages, we can help counselors practice chat-
ting in a low-risk environment.

1 Introduction

Suicide prevention hotlines can provide immedi-
ate care in critical times of need (Gould et al.,
2012, 2013; Ramchand et al., 2016). These hot-
lines are expanding services to text to meet grow-
ing demands and adapt to shifts in communication
trends (Smith and Page, 2015). Crisis helplines
rely on counselors who are trained in a variety of
skills, such as empathy, active listening, assessing
risk of suicide, de-escalation, and connecting in-
dividuals to longer term solutions (Gould et al.,
2013; Paukert et al., 2004).

Properly training counselors is critical yet diffi-
cult as, resource costs aside, counselors need to
practice and develop expertise in realistic envi-
ronments that are low-risk, i.e., they do not put
distressed individuals in danger. Because novice

counselors are unable to assume full responsibil-
ity for a crisis situation until they have some ex-
perience, training often includes human-to-human
role-playing (American Association of Suicidol-
ogy, 2012; Suicide Prevention Resource Center,
2007). Role-playing has been shown to improve
crisis intervention training (Cross et al., 2011).
However, such training takes a lot of human time,
which centers struggle to provide.

Instead of attempting to scale services by re-
placing human counselors and trying to automate
the generation of empathetic responses, we seek to
build a training tool that can augment hotline train-
ing and empower more counselors. As a first com-
ponent, we develop a chat interface where novices
can practice formulating responses by interacting
with a simulated distressed individual.

To build such a system, we collect synthetic
role-play transcripts that provide example scenar-
ios and example messages.Because real transcripts
may contain scenarios that cannot be fully de-
identified, we hope that synthetic transcripts will
enable the development of a training system with-
out violating the confidentiality of anyone contact-
ing a real hotline. Here, we consider the one-sided
case of simulating the individual in distress with
the intention of eventually providing a training en-
vironment for novice counselors to practice coun-
seling without putting anyone in danger.

In the application we consider, and in many sim-
ilarly data-constrained applications, language gen-
eration methods may be challenged by the limited
data that can initially be collected. To surmount
this issue, we explore the extent to which retrieval
methods can be improved to provide an engaging
chat experience. More specifically, we consider
whether improved embedding methods, which en-
able better representation of text, improve retrieval
models through better comparisons of text similar-
ity. Briefly stated, we ask two research questions:
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RQ1 Do improved embedding methods retrieve
coherent responses to a single turn of context
more often than commonly-used TF-IDF or
generative models?

RQ2 Can we extend retrieval baseline models to
consider more than one turn of context when
selecting a response?

Our results show that recent developments in
embedding methods have considerably improved
dialogue retrieval, which is promising for the use
of these methods in data-limited applications. We
also find that extending retrieval to consider ad-
ditional messages of context does improve base-
lines. This indicates the potential for retrieval
methods to benefit data-limited dialogue systems
and the need to re-evaluate baselines for genera-
tive models. Within the setting that we study, our
results provide promise for building a chat module
that can enable crisis counselors to practice before
interacting with individuals in need.

2 Related Work

Considerable potential for automating a counselor
was shown with the initial rule-based Eliza sys-
tem (Weizenbaum, 1966) and recent developments
have sought to target systems for delivering cogni-
tive behavioral therapy (Fitzpatrick et al., 2017).
Other studies have looked at the effect of sui-
cide prevention counselor training (Gould et al.,
2013), identifying patterns of successful crisis hot-
line counselors (Althoff et al., 2016), automating
counselor evaluation (Pérez-Rosas et al., 2017),
and building a dashboard for crisis counselors (Di-
nakar et al., 2015). There is additional work to
identify supportive and distressed behaviors and
language in online forums (Balani and De Choud-
hury, 2015; De Choudhury and De, 2014; Wang
and Jurgens, 2018) and support forum moderators
(Hussain et al., 2015). Most similar to our study,
was one study that showed the potential for an
avatar system to help train medical doctors to de-
liver news to patients (Andrade et al., 2010). How-
ever, this study did not target counselors or train
conversation strategies. To our knowledge, there
has been no work on automating the individual
seeking help to improve counselor training.

2.1 Text Retrieval for Dialogue Systems

Previous systems have explored the use of retriev-
ing messages from related contexts for continuing

I did not know who 
to talk to

This is a safe place to talk. 
Tell me more about what is 
going on to make you 
feel sad and stressed

Well, my parents have been 
fighting a lot for the past few 
months and I got a C 
on a test today

Visitor

Counselor

mi

ci

ri

Figure 1: A conversation snippet showing a visitor’s
response ri to a counselor’s messagemi with preceding
context, i.e., a visitor’s message ci.

dialogue. Some studies have looked at defining
or learning scoring functions over IDF weights to
construct retrieval scores (Krause et al., 2017; Rit-
ter et al., 2011). Most similar to our work is a
system that considered similarities of full histories
of dialogues in addition to a previous turn of con-
text (Banchs and Li, 2012) and another study that
hand-tuned weights in a scoring function on IDF
weights to include additional messages of context
(Sordoni et al., 2015). However, these works used
similarities calculated over TF-IDF (Baeza-Yates
et al., 2011) and bag-of-words of representations,
instead of more recent embedding methods (Bo-
janowski et al., 2016; Conneau et al., 2017; Pen-
nington et al., 2014; Peters et al., 2018; Subrama-
nian et al., 2018), which we explore.

3 Dataset

We collected a dataset of synthetic chat transcripts
between suicide prevention counselors and hotline
visitors. An example of such a conversation is
shown in Figure 1 and additional examples are dis-
cussed in the Results section. Artificial or role-
play transcripts were generated by trained coun-
selors in order to protect the identity of any indi-
viduals who may contact crisis hotlines. We chose
this approach because retrieval should not be used
on datasets consisting of real conversations. Such
datasets have been explored in prior work to un-
derstand effective hotline conversations (Althoff
et al., 2016).
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Role-playing between experienced and novice
counselors is a common tool for crisis counselor
training, and is a task counselors are often ex-
posed to before being approved to work on a hot-
line (American Association of Suicidology, 2012;
Kalafat et al., 2007). In addition to expecting
role-playing to be a natural task for hotline coun-
selors, prior work on short, unstructured social di-
alogues between peers found that self-dialogues,
i.e., where an individual would produce both sides
of a two-person dialogue, generated high quality
and creative example conversations (Krause et al.,
2017). We followed this work and asked experi-
enced counselors to self-role-play scenarios of a
counselor working with a hotline visitor. We col-
lected transcripts in three phases: full role-plays,
visitor-only role-plays, and counselor-paraphrase
role-plays.

3.1 Collection

After consenting to participate in the study, coun-
selors were invited to the first of three phases. In
the first phase, counselors were asked to role-play
both sides of a potential crisis text conversation.
To be representative of common demographic of
individuals who contact a helpline over text, coun-
selors were prompted to role-play a youth expe-
riencing trouble in school and with their parents.
This persona was chosen to represent a common
scenario that a counselor may encounter in a text-
based conversation. The counselors were able to
decide if the fictional youth was experiencing sui-
cidal thoughts, specific issues they were having,
and if they felt better by the end of the conversa-
tion. Transcripts were required to be 20 turns for
each counselor and visitor (40 turns total). How-
ever, participants were able to extend the conver-
sation to at most 60 turns total, if they chose. Mes-
sages were unconstrained in length, but it was sug-
gested that they resemble SMS messages.

Counselors who participated in a second phase
of the study were given the counselor’s side of a
transcript generated in the first phase of the study
and asked to role-play only the youth experiencing
trouble in a way that fit with the counselor’s mes-
sages. Participants in the third phase of the study
were given a full transcript generated in the first
phase and asked to generate counselor paraphrases
that reworded and possibly improved the original
counselor messages. The second and third phases
were designed to increase the variety of responses

Phase Count
Unique conversations 1 254
Visitor-only role-plays 2 182
Counselor-only role-plays 3 118
Visitor messages 1-2 9062
Counselor messages 2 5320
Counselor paraphrases 3 2999

Table 1: Statistics on role-play transcripts. Phase in-
dicates the study phase during which each set of data
was collected. Each counselor paraphrase reworded a
single counselor message.

that might be made.
Additional data were collected for evaluating

models, as will be discussed below. All study
methods were approved by the university’s Inter-
nal Review Board.

3.2 Dataset Statistics
In total, 32 crisis counselors participated in the
study and wrote example messages. In general, the
transcripts represent a broad range of scenarios.
Statistics on the resulting dataset are in Table 1. In
the following results, we do not include messages
generated in the second phase of the study.

4 Methods

After preprocessing, we consider two tasks: how
to return a visitor response to a single input coun-
selor message and how to return a visitor response
when considering a counselor input message and
preceding conversation context. For responding
to a single counselor input message, we consider
two approaches: one based on cosine similarity
of vector representations and the other based on
likelihood. For responding to a counselor message
when considering additional conversation context,
we extend retrieval to consider additional mes-
sages of context, i.e., an additional message pre-
ceding the counselor’s last message. For gener-
ating responses, we consider a popular Seq2Seq
model (Sutskever et al., 2014; Vinyals and Le,
2015) and a hierarchical neural model (Park et al.,
2018).

4.1 Data Preprocessing
Names were standardized to be popular Ameri-
can male or female baby names from the last 5
decades. Entire messages were tokenized with ap-
propriate tokenizers for each embedding method
and converted to lowercase, as appropriate.
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4.2 Response Retrieval Considering a Single
Message

For the first retrieval approach we consider, let
a message input to the system be mi. Let MN

and RN be all the N messages and responses, re-
spectively, in the training set and mj and rj in-
dicate individual messages and responses in the
training set. The first method considers all the
messages in the training set and returns the re-
sponse rj′ to the messagemj′ that shares the high-
est cosine similarity with the input message, i.e.,
j′ = argmaxj sim(mi,mj) where j indexes over
the messages in the training set.

Similarity is commonly calculated as cosine
similarity between TF-IDF vector representations
of the input (i.e., counselor) message mi and mes-
sages in the training set. We compare the TF-
IDF representation with additional vector repre-
sentations of the counselor input. Exhaustive com-
parison of embedding methods is not feasible, so
we chose popular, successful, and diverse embed-
dings: GloVe (Pennington et al., 2014), FastText
(Bojanowski et al., 2016), Attract-Repel (Vulić
et al., 2017), and ELMo (Peters et al., 2018; Gard-
ner et al., 2018). We also consider two sentence
embeddings: InferSent (Conneau et al., 2017) and
GenSen (Subramanian et al., 2018). Messages are
embedded by summing the embeddings of their el-
ements, e.g., across words or sentences for appro-
priate embeddings.

For the second retrieval approach, we select the
response from the training data that is most prob-
able, i.e, j′ = argmaxj P (rj |mi) where mi is
again the input message and j indexes over train-
ing examples. With this approach, which we will
refer to as S2S-retrieve, the probability of a re-
sponse is calculated by a Seq2Seq model trained
on counselor-visitor message-response pairs. All
Seq2Seq models were trained in the OpenNMT
framework (Klein et al., 2017).

4.2.1 Response Retrieval Considering More
than One Message of Context

When multiple messages of context are present,
we propose including the additional context in the
retrieval methods in three ways. For this work,
we consider only one message in the conversation
that precedes the counselor’s input message to be
additional context, as indicated in Figure 1.

First, we consider the response from the train-
ing data rj′ that has the highest similarity calcu-

lated over the sum of the previous messages em-
beddings, i.e., considering contexts ci and cj that
precede a test message mi and a training mes-
sage mj respectively, we choose rj′ such that j′ =
argmaxj sim(mi + ci,mj + cj).

As a second approach, we measure context sim-
ilarity as the weighted sum of context and mes-
sage similarities: j′ = argmaxj sim(mi,mj) +
λsim(ci, cj). The weight parameter λ is found via
cross-validation to optimize the similarity of em-
bedded responses returned with true responses on
a development set.

Third, for the likelihood based model, we again
consider the response from the training set that
returns the highest likelihood, as calculated by a
Seq2Seq model. To include an additional context
message, we concatenate preceding messages be-
fore encoding and decoding.

4.3 Response Generation

For generating a response to a single coun-
selor message, we consider a Seq2Seq model
(Sutskever et al., 2014).

When considering an additional message of
context, we first use the Seq2Seq model with the
preceding messages concatenated into a single in-
put. Second, we use a Variational Hierarchical
Conversation RNN (VHCR) that explicitly models
prior conversation state with a hierarchical struc-
ture of latent variables (Park et al., 2018). This
model has been shown to improve on other models
that adjust for context when there is more than one
preceding utterance (Park et al., 2018). Seq2Seq
and VHCR model embeddings are initialized with
GloVe vectors (Pennington et al., 2014).

5 Experiments

For the two response selection tasks, we randomly
separated transcripts into training, development,
and test sets, with the training set accounting for
80% of the conversations and the rest evenly dis-
tributed between development and test sets. Coun-
selor paraphrases were assigned to the set that
their original message was assigned to. Messages
were not randomly shuffled, but separated by con-
versation, to avoid training on data related to the
test data. For both research questions, a response
was either generated from a model trained on the
training set or retrieved from the bank of train-
ing examples for every counselor message or para-
phrased counselor message in the test set.
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Method Embedding
unit

Selection
metric

Percent that
made sense

Avg. tokens
in response

Avg. tokens
in MS

Random – – 25.30 15.1 12.6
re

tr
ie

va
l

TF-IDF word cos-sim 60.34 13.1 12.4
Attract-Repel word cos-sim 58.50 18.3 16.2
ELMo word cos-sim 65.88 14.5 14.0
FastText word cos-sim 62.71 16.2 15.5
GloVe word cos-sim 58.63 15.9 15.1
GenSen sentence cos-sim 64.16 14.5 14.2
InferSent sentence cos-sim 61.79 14.9 14.0
S2S-retrieve – likelihood 67.46 8.8 8.2

ge
n. S2S-generate – – 64.16 11.7 10.8

Ground truth – – 89.33 14.6 14.6

Table 2: Performance of methods used to return a response to a single input message. MS indicates the set of
responses that crowdworkers judged as making sense in context, rather than all the responses that the method
returned. Both the best performing method and ground truth results are in bold.

5.1 Evaluation

To evaluate the overall quality of responses that
methods returned, we follow prior work that in-
dicated there is currently no automatic equivalent
and used human judges (Liu et al., 2016). These
judges were crowdworkers on Amazon Mechani-
cal Turk1 who had been granted Masters status and
were located in the United States. Crowdwork-
ers were presented with instructions, labeled ex-
amples, and batches of 10 cases where they were
asked to judge responses to messages.

To evaluate methods for the first research ques-
tion, crowdworkers were given a single message
and a response and asked to judge the response.
For the second research question, crowdworkers
were given two messages of context and a high-
lighted response and asked to judge the response.

In contrast to studies that rank on scales (Lowe
et al., 2017), we directly asked the workers to de-
cide if a response made sense or not. In addition
to indicating that a response did or did not make
sense, we allowed a third class for workers to in-
dicate if they were unsure without additional con-
text. We found these classes to be sufficiently de-
scriptive to consistently label messages between
researchers. In preliminary trials with crowdwork-
ers, there was insufficient agreement on labels.
This instability of labels could stem from a vari-
ety of causes, including uncertainty about whether
a change of topic should be considered a coherent
response. To surmount this ambiguity, we asked

1https://www.mturk.com/

two crowdworkers to label each response and a
third crowdworker to break any ties. All cases
where crowdworkers indicated that they were un-
sure were considered to be labeled as not coherent.
With this voting approach, on a trial set of mes-
sage and response pairs, crowdworker labels cor-
responded with researcher determined labels with
a Cohen’s Kappa of 0.69 (Cohen, 1968), indicat-
ing considerable agreement.

5.2 Performance Metrics

To assess the quality of a method at returning re-
sponses, we take messages from a held-out test set
and return a response to it by either selecting a
message from the training set or generating a re-
sponse with a model trained on the message and
response pairs in the training set. The split into
training, development, and test sets is held con-
stant across methods. We ask crowdworkers to
judge whether each response makes sense as a pos-
sible response to the given message and aggregate
multiple crowdworker decisions into a single label
for each returned response. We then use the per-
cent of responses returned by a method that were
labeled as making sense as an indicator of method
performance. The higher percent of messages that
made sense as responses, the better the method is
at responding coherently. We also consider the
number of tokens in each response returned by a
method and average the number across all the re-
sponses returned as a surrogate for how interesting
the responses are. Presumably, longer messages
are more interesting than short responses.
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Decision Subcategory Count

Makes sense

Answers the counselor’s question(s) 17
Logical response, fits the conversation 15
Not perfect, but conceivable someone could respond this way 7
Agrees/disagrees with counselor’s statement 2

Mismatched

Doesn’t answer or respond to the question 11
Messages are unrelated 9
Doesn’t fit, seem right, or make sense 4
Responses answers a different question 3
Response is a bad, incoherent message 3
Message is from a different part of the conversation 2

Unclear

Response is vague or confusing 4
Worker just didn’t know 3
Can’t tell without more context 2
Explanation of why worker is unsure 1

Other Researchers were unsure what rationale meant 13
Description of message content 4

Table 3: Themes in crowdworker rationales for why a response made sense or not. The count is the number of
rationales out of a subset of 100 pairs that shared the theme.

5.3 Random and Ground Truth Baselines

For the first research question, we included a
method that randomly selected responses from the
training set to messages in the test set. This
method is intended as a baseline for how easy the
task was for a method to guess responses.

For both the first and second research questions,
we included a method that returned ground truth
visitor responses from the test set as an indicator
of how hard the task was for humans to determine
response quality without additional context.

5.4 Assessing Why Responses Are Coherent

To understand how crowdworkers decided if a
response was coherent, we asked crowdworkers
to evaluate responses on a set of 100 message-
response pairs and additionally provide a ratio-
nale for their decision. For each of 50 test mes-
sages, we made two pairs: one with a response
randomly selected from the training messages and
the other with the ground truth response from the
test set. These two methods where chosen to gen-
erate pairs that were not likely and likely to be co-
herent. We directly asked whether the response
was coherent and “Why did you choose that op-
tion?” with an open text box for crowdworkers to
enter a rationale. We read and grouped the ratio-
nales into themes of why responses did or did not
make sense.

6 Results

We present results on two tasks corresponding to
our two research questions: retrieving a response
to a counselor’s message and extending retrieval

to consider an additional message of context. We
also consider rationales for why responses do or
do not make sense.

6.1 Comparing Retrieval Methods for a
Single Message of Context

Retrieval methods showed a clear benefit over ran-
domly selecting responses, i.e., retrieval methods
returned a higher percent of coherent messages, as
judged by crowdworkers (Table 2). ELMo embed-
dings and three other embeddings (FastText, In-
ferSent, and GenSen) improved on the commonly
used TF-IDF retrieval baseline. This suggests that
retrieval methods with recent embeddings provide
stronger baselines for generative methods and may
continue to improve alongside better embedding
methods. However, only the ELMo embeddings
surpassed the Seq2Seq generative model in per-
cent of coherent messages returned, indicating the
potential of generative models even in this data-
limited setting.

Retrieving responses with a Seq2Seq likelihood
score returned the highest percent of coherent re-
sponses, but the shortest messages on average.
Short messages may indicate that, while coherent,
the messages may be less engaging or interesting
for an interactive environment.

When assessing crowdworker rationales for de-
ciding if a response was coherent, we found 16
themes or reasons why crowdworkers would de-
cide whether a response made sense (Table 3).
Crowdworkers cited more ways that responses did
not make sense than ways a response would be co-
herent. Examples of messages in the test set and
the corresponding responses that each method re-
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Method Example 1 Example 2 Example 3

M
es

sa
ge

Wow, not even 18 but al-
ready paying the bills. How
old are you?

Sounds like a great plan,
take care Jessica... we’re
here 24/7 in case you need to
talk to us again

Hi, I’m Michael! What is
your name? Location?

R
es

po
ns

es

Random I took a small amount. (N) Sometimes I have to. They
don’t really like hanging out
with him. (N)

Yes, please. (N)

Tf-idf I’m 17. (Y) Thanks, it’s good to talk about
this stuff. I have to go eat din-
ner now (Y)

Hi Michael, this is Christo-
pher. I’m in Daly City and I
need help. (Y)

Attract-Repel I feel lonely (N) Maybe. Maybe next time. (N) I’m Jennifer (Y)
ELMo 14 (Y) ok thx (Y) i’d rather not say my name. is

this space confidential (Y)
FastText 14 (Y) ok thx (Y) i’d rather not say my name. is

this space confidential (Y)
GloVe Im 15, i have a twin but hes a

boy. Im a girl. They let him
get away with evvvverything
at home and school (Y)

Maybe. Maybe next time. (N) i’d rather not say my name. is
this space confidential (Y)

GenSen 14 (Y) Okay. I got it. Thank you.
You were really helpful. I was
feeling really awful but I’m
feeling better now. (Y)

i’d rather not say my name. is
this space confidential (Y)

InferSent 14 (Y) Yes please. I’ll be right back.
(N)

i’d rather not say my name. is
this space confidential (Y)

S2S-retrieve I’m 15 and I’m pretty sure.
Life is lame and I can’t go on
like this anymore. (Y)

Maybe (Y) i’d rather not say my name. is
this space confidential (Y)

S2S-generate I’m 15 and I’m pretty sure .
Life is lame and I can’t go on
like this anymore . (Y)

Okay, I will message you to-
morrow. Thank you (Y)

i’d rather not say my name. is
this space confidential (Y)

Ground truth Yea it’s awkward. Im 17, be
18 in 4mo (Y)

You too (Y) My name is Christopher and
I’m in Golden Gate Park. (Y)

Table 4: Examples of three counselor messages and the corresponding visitor response output from each method.
These examples are from the first research question, where only one preceding counselor message is considered.
Whether crowdworkers thought a response made sense or not is indicated parentheses as ”Y” and ”N”, respectively.

turned for them are shown in Table 4.

6.2 Extending Retrieval to Include
Additional Messages of Context

Providing crowdworkers with an additional mes-
sage of context appeared to impact their impres-
sion of whether responses made sense in context.
When presented with an additional message of
context, i.e, one visitor message and one coun-
selor message, crowdworkers found a larger per-
cent of the ground truth responses from the test
set to make sense (Table 5). In contrast, when
provided with an additional message of context to
evaluate a response, crowdworkers judged a lower
percent of responses returned by the ELMo-based
retrieval method to be coherent (61.40%, Table 5)
than when they were only presented with a single
message of context (65.88%, Table 2). Incorporat-
ing a previous message of context into a similarity
score increased the percent of coherent messages
returned, but by less than 1%. We only consid-

ered the ELMo embeddings, as they were found to
perform best in the first research question. Three
out of four retrieval methods returned a higher per-
cent of coherent messages than both generative
models, indicating that including more context for
generative models is challenging. Again using the
Seq2Seq likelihood to retrieve responses returned
the highest percent of messages that made sense.
However, these responses also had the fewest to-
kens, implying generic, short messages that might
score low on a qualitative scale of how engaging
an interactive system is.

7 Discussion

In contrast to many popular dialogue datasets (Ser-
ban et al., 2015), the transcripts we collected have
a relatively high number of turns (minimum 40
total turns per conversation), implying rich con-
versations. These conversations are also interest-
ing for their unique position of having distinct
roles for participants, a counselor and a distressed
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Method Incorporation of addi-
tional context

Percent that
made sense

Avg. tokens
in response

Avg. tokens
in MS

re
tr

ie
va

l
ELMo – 61.40 14.6 13.6
ELMo-sum Measure similarity of sum

of embedded messages
51.78 15.6 15.2

ELMo-weight Weight similarities of pre-
vious messages

61.66 14.9 13.9

S2S-retrieve Concatenate context 65.48 5.5 4.6

ge
n. S2S-generate Concatenate context 58.89 8.3 7.3

VHCR-generate Models conversation 55.07 10.8 8.4
Ground truth – 91.30 14.6 14.7

Table 5: Performance of methods used to retrieve or generate responses when an additional message of context is
considered, i.e., two total messages. MS denotes only responses that were considered to make sense in context.
Both the best performing method and ground truth results are in bold.

youth, and related themes. We find retrieval to
be a competitive approach with generative mod-
els and return responses that make sense for more
than 60% of input messages. We also find themes
for how responses can seem to be coherent.

Giving crowdworkers an additional message of
context to judge whether a response was coher-
ent or not affected their decisions. It appeared
that ground truth responses were easier to distin-
guish as coherent and fewer retrieved messages
were judged as coherent if an additional message
of context was presented. This indicates the im-
portance of context, especially during evaluation.

The results we present are on a specific, data-
limited setting, but the implications of our results
may be broader both for other important applica-
tions, which commonly have data limitations, and
for retrieval baselines that are used to assess gen-
erative models. As embeddings have improved,
so too have retrieval baselines, which need to be
updated for appropriate evaluation of generative
models in any language generation setting.

Our results are not without limitations. The
data-limited setting presented a challenge to train-
ing generative models, and perhaps extensive
hyper-parameter tuning could influence results.
However, limited data and non-exhaustive param-
eter tuning are common limitations. Further, as
datasets increase in size, so does the potential for
relevant, related contexts to be present and thus
the potential for successful retrieval increases as
well. Thus, even on larger datasets, competitive
retrieval models, such as those we have presented,
should be considered for baseline comparisons.

Another limitation of our approach is the extent

to which we have considered context so far. Be-
cause the conversations we collected are long rel-
ative to some other datasets it is likely more con-
text will be necessary to produce a coherent sim-
ulation. We have begun to methodically look at
the effects of incrementally including more con-
text and extending retrieval models beyond a sin-
gle message. These initial steps indicate the im-
pact context has and provide important baselines
for comparing future, more general models.

8 Conclusion

Our work shows promise that data-limited applica-
tions may build initial systems with retrieval meth-
ods powered by recently developed embeddings.
By collecting role-play transcripts and showing re-
sults in a data-limited context, we have demon-
strated the potential to develop a successful sim-
ulation of a hotline visitor that novice counselors
can practice with during training. We found that
retrieval methods became more competitive with
improved embedding methods and surpassed gen-
erative methods when more context was consid-
ered. We also found that context had impact on
how difficult it was for crowdworkers to evaluate
responses.

As a next step, we plan to explore better leverag-
ing rich structure in the conversations, with a focus
on the protocol that the counselors are trained to
follow. There has been increased interest in blend-
ing retrieval and generation approaches by mod-
ifying prototypes retrieved from training data (Li
et al., 2018; Weston et al., 2018). It is possible
that such an approach would enable modifying and
thus tailoring responses to similar contexts.
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A Appendices

Modified model parameters are shared below for
reproducibility.

A.1 Seq2Seq Model Parameters
More information on model parameters can be
found in the OpenNMT-py online documentation2.

-dynamic dict on
2http://opennmt.net/OpenNMT-py/index.

html
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-share vocab on

-src seq length = 200

-tgt seq length = 200

-rnn size = 500

-src word vec size = 300

-tgt word vec size = 300

-share embeddings on

-encoder type = brnn

-decoder type = rnn

-rnn type = LSTM

-layers = 2

-global attention = general

-optim = adam

-learning rate = 0.001

-batch size = 4

pre-trained embedding glove.840B.300d.txt

A.2 VHCR Model Parameters
More info can be found about model parameters in
the online repository3.

-model = VHCR

-batch size = 4

-embedding size = 300

-encoder hidden size = 500

-decoder hidden size = 500

-context size = 500

-z sent size = 50

-z conv size = 50

pre-trained embedding glove.840B.300d.txt

-max sentence length = 60

-max conversation length = 5

-min vocab frequency = 3

3https://github.com/ctr4si/
A-Hierarchical-Latent-Structure\
-for-Variational-Conversation-Modeling
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Abstract

While conversation in therapy sessions can
vary widely in both topic and style, an under-
standing of the underlying techniques used by
therapists can provide valuable insights into
how therapists best help clients of different
types. Dialogue act classification aims to iden-
tify the conversational “action” each speaker
takes at each utterance, such as sympathizing,
problem-solving or assumption checking. We
propose to apply dialogue act classification to
therapy transcripts, using a therapy-specific la-
beling scheme, in order to gain a high-level un-
derstanding of the flow of conversation in ther-
apy sessions. We present a novel annotation
scheme that spans multiple psychotherapeutic
approaches, apply it to a large and diverse cor-
pus of psychotherapy transcripts, and present
and discuss classification results obtained us-
ing both SVM and neural network-based mod-
els. The results indicate that identifying the
structure and flow of therapeutic actions is an
obtainable goal, opening up the opportunity in
the future to provide therapeutic recommenda-
tions tailored to specific client situations.

1 Introduction

Dialogue act classification is a task in which utter-
ances in a conversation (or dialogue) are labeled
with the action that utterance performs in the con-
text of the dialogue - essentially, the intention of
the speaker at that point in the conversation. In the
general case, this might be something like a ques-
tion, an agreement, or a backchannel, though the
specific acts of interest depend on the application.
This type of classification generally lends itself to a
more thorough understanding of the flow of a con-
versation. For our application, psychotherapy, it
can be particularly helpful in clarifying the specific
patterns of behavior exhibited by the therapist in
response to different client statements.

Mental health treatment is unique in that, un-
like other specialties, intervention can take place
directly through the interaction between a patient
and the care provider or therapist (Gaut et al., 2017;
Hull, 2014). This places critical emphasis on re-
search to understand the dynamics and mechanisms
of change within the interaction itself, just as med-
ical investigators would perform for a newly ad-
vanced drug or surgical procedure. Historically,
however, it has been too labor intensive to manually
summarize sessions and therapist notes for record
keeping, or to implement a process for reliably
quantifying the flow and quality of the conversation,
especially for large numbers of sessions or among
large, heterogeneous samples. An automated av-
enue for labeling clinically relevant dialogue acts
would allow us to learn patterns of discourse asso-
ciated with differing clinical outcomes, potentially
even uncovering patterns and effects that had previ-
ously remained hidden. The results could be used
to inform the development of automated clinical as-
sistants, conversational agents, and recommender
or supervisory systems for therapists delivering
care through technology.

In this paper we provide preliminary results to-
wards this end on a dataset of therapy transcripts la-
beled with a novel set of high-level therapy-specific
acts at the sentence level. While we are not at lib-
erty to make the annotated corpus available pub-
licly, we do include a description of the annotation
scheme, and will release examples of our anno-
tations. Our analyses result in two key findings:
firstly, the context of the sentence provides the clear-
est and most stable signal of the act; and secondly,
on our limited dataset, simple methods can achieve
performance as good as or better than that of more
complex approaches (i.e., our simple SVM classi-
fier significantly outperformed more complex neu-
ral methods). We present a detailed error analysis
of our models’ performance on the development set
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to better understand where the approach works well
and where it encounters the most challenges, and
discuss future avenues of research to potentially
address these challenges.

Our contributions include (1) a simple therapy-
specific dialogue act classification scheme for ther-
apist utterances relevant across a broad range of
therapeutic approaches; (2) a sample of annotated
utterances for a large corpus of diverse therapy tran-
scripts; and (3) initial classification results on this
dataset, with analysis.

2 Related Work

Several papers in recent years have developed ma-
chine learning approaches for the coding of dia-
logue in a psychotherapy context. Early work (Can
et al., 2015) leveraged n-grams, dictionary-based
features constructed based on psycho-linguistic
norms such as LIWC (Pennebaker et al., 2015),
and features used in more general dialog act classi-
fication modeling, such as that of (Jurafsky et al.,
1997), to automate coding of therapist skill usage.
More recent work has leveraged the methods of
deep learning to incorporate the sequential aspects
of client-therapist interactions, using variations on
recurrent neural network models to improve the
ability of the model to accurately classify ther-
apist behaviors. See, for example, (Xiao et al.,
2016; Gibson et al., 2016, 2017). This body of
work has focused primarily on identifying thera-
pist skills in Motivational Interviewing, a highly
structured psychotherapy approach used for resolv-
ing ambivalence related to the treatment of condi-
tions such as substance or alcohol use, or to engag-
ing with treatment in general (Miller and Rollnick,
2012). Independently, Flemotomos et al. 2018
and Rojas Barahona et al. 2018 applied machine
learning approaches to code behaviors common in
the context of Cognitive Behavior Therapy (CBT).
Rojas Barahona et al. developed neural network
models for classification of various types of client
‘thinking errors’ identified as part of cognitive be-
havioral treatment, while Flemotomos et al. built
SVM models to classify the overall quality of a
CBT treatment session, looking at the distribution
of different types of therapist behaviors used within
the session, both process and content-oriented (e.g.
homework assignments). CBT, while widely used,
is again a fairly structured and goal-oriented ap-
proach to psychotherapy, making it more amenable
to machine learning of underlying linguistic pat-

terns. Other recent work (Gibson and Narayanan,
2018) has applied multi-task learning to transcripts
representing both Motivational Interviewing and
CBT-based approaches, an important advance due
to the difficulty of obtaining large corpora of an-
notated transcripts for any single psychotherapy
approach. Multi-label learning for concurrently
classifying individual therapist utterances as well
as the overall ‘quality’ of a session was also ex-
plored in the same paper.

Our work differs from these previous works in
that our corpus of psychotherapy transcripts in-
cludes therapists using a variety of therapeutic ap-
proaches, including second- and third-wave CBT,
psychodynamic, motivational interviewing, sup-
portive/Rogerian, and an integrative or eclectic ap-
proach blending aspects of several approaches, thus
providing less consistency in the language and be-
haviors exhibited by the therapists and making the
automated coding task more difficult. To handle the
greater heterogeneity of therapist speech, we have
developed a broader annotation scheme that cap-
tures a wide variety of therapist behaviors common
to the general therapeutic process, combining these
with a small range of labels specific to particular
approaches.

3 Data

3.1 Corpus
Our dataset consists of an annotated selection of
transcripts from a corpus maintained by the pub-
lisher Alexander Street Press1, available through
library subscription; the full collection consists of
approximately four thousand transcripts, 340 of
which we labeled. In the base corpus, transcript
lengths ranged from approximately 200 to 900 sen-
tences. The client tended to speak more than the
therapist, with client sentences ranging from 162 to
614 per transcript, while therapists spoke between
54 and 473 sentences (the entire dataset contained
around 126,000 client sentences, and only 53,000
therapist sentences).

Transcripts were labeled with dialogue acts at
the sentence level; some sentences were judged to
contain no dialogue act in the annotation set and
thus were left unlabeled. This left us with 8,420
labeled sentences from clients, and 9,056 labeled
sentences from therapists. We focus on therapist act
classification in this work, as it has proven easier

1https://alexanderstreet.com/products/counseling-and-
psychotherapy-transcripts-series
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Code Description
Simple Reflection Repeats client statement with minimal alteration.

Makes Needs Explicit Identifies an implied or background need for the client.
Makes Emotions Explicit Identifies an implied or background emotion for the client.

Makes Values Explicit Identifies an implied or background value or set of values for the
client.

Makes Relational Patterns Explicit Identifies an implied or background relational pattern for the client.
Makes Consequences Explicit Identifies an implied or background consequence of a client’s action.

Makes Conflict Explicit Identifies an implied or background emotional or situational conflict
for the client.

Problem-Solving Therapist offers possible solutions to a client problem.
Evokes Concrete Elaboration More information about a specific event or statement is sought.

Evokes Perspective Elaboration Client is asked to consider an experience from a different perspective
or vantage point.

Narrowing Therapist guides client to focus on a specific area of concern.
Planning Therapist works with client to construct a specific plan of action.

Assumption Checking Helps client determine if a thought or assumption is accurate or
helpful.

Metaprocessing Asks client to express how they are feeling in the immediate present
about something that just happened in the therapy.

Makes Strengths/Resources Explicit Identifies an implied or background strength or resource that the client
exhibits.

Normalization Client’s experience is classified as “normal” or expectable by the
therapist.

Sympathizing Brief statements expressing regret for the challenges the client is
having.

Reassuring Therapist attempts to convince client that painful experiences are in
fact okay or will get better.

Counterprojection Makes assumptions the client might be making about the therapist or
therapy explicit.

Teaching/Psychoeducation Therapeutically relevant information about psychological principles
is provided.

Self-Disclosure of Therapist Affect Therapist expresses how they feel about what the client has said.

Table 1: Clinical codes for therapist. Sections indicate clinical codes in the categories Reflection, Question, Nor-
malization/Misc, and Meta, in order.

both to define useful act categories and to practi-
cally classify acts for the therapist. Even though we
are capturing several therapeutic approaches, ther-
apists tend to deploy a limited range of dialogue
acts and expressions, likely owing to the common
elements among different psychotherapies and to
shared aspects of clinical training and the clinical
setting. Clients, on the other hand, are not operat-
ing from a handful of theoretical frameworks. They
exhibit behavior that is less easy to organize and
categorize, especially when drawing primarily on
language.

3.2 Annotation scheme

To define the general section of the annotation
scheme we drew from the dialogue acts identi-
fied in (Jurafsky et al., 1997) and selected those
most pertinent to psychotherapy dialogue. The
acts chosen were Agreement, Disagreement, Apol-
ogy, Thanking, Hedge, Opinion, Yes-No Question,
Opening, Closing, and Signal Non-understanding.
These codes were used for both therapist and client.
Clinical codes were identified for both therapist
and client as relevant to psychotherapy and were
derived from Emotion Focused Therapy (Pascual-
Leone, 2018; Pascual-Leone and Greenberg, 2005),
Cognitive Behavioral Therapy (Beck and Beck,
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2011), Motivational Interviewing (Miller and Roll-
nick, 2012), and Accelerated Experiential Dynamic
Psychotherapy (Fosha et al., 2009). There were 17
codes for client statements derived from the frame-
works above and 21 therapist codes (see Table 1);
when combined with the general codes, this re-
sulted in 27 codes for the client and 31 for the
therapist. As the client codes are not the focus of
this work, we omit them from this paper. Thera-
pist Statement codes are organized around whether
the therapist is offering a statement to the client,
making an observation, or emphasizing something
in what the client said. Therapist Question codes
cover the various kinds of questions or requests
for more information that a therapist might invoke.
Therapist codes were chosen that are determined by
theory or previous research to be helpful, as well
as those determined to be unhelpful. It is likely
useful to identify both kinds of therapist behaviors
for other clinical and analytic tasks.

3.3 Annotation process
A random sample of the total Alexander Street Cor-
pus was annotated by 30 Masters level counseling
and clinical psychology trainees using a spread-
sheet annotation tool we adapted from Microsoft
Excel functions. Annotators were trained by a clin-
ical psychology researcher and could confer with
others and the researcher when unsure about a par-
ticular annotation. The implementation allowed
annotators to see each statement within the context
of the overall therapy session and to annotate each
statement with an individual general code and/or
a clinical code when applicable. Each statement
could receive both a general or clinical code, but
only one of each. Codes were designed to minimize
conceptual overlap at the sentence level.

3.4 Category selection
As the act classes were extremely unbalanced (see
section 3.5) and due to annotator reliability con-
cerns (see section 3.6), we merged our act codes
into higher level categories (see Table 2) that would
be more stable and easier to classify, while still clin-
ically meaningful. We ended up with five classes:
agreement (consisting of only the general code
Agreement); reflection (consisting of the first sec-
tion of Table 1); question (the second section of Ta-
ble 1, and the general codes Yes-No Question and
Signal Non-Understanding); Normalization/Misc
(the third section, as well as Disagreement, Apol-
ogy, Hedge, Opinion, and Opening from the gen-

Category Sentences
Agreement 1277
Reflection 4016
Question 3164

Normalization/Misc 1715
Meta 790

Table 2: Class sizes for categories.

eral codes); and Meta (the final section, and the
general code Closing).

3.5 Data imbalance

Due to the already limited quantity of annotated
data, we did not subsample classes to produce a bal-
anced dataset. This resulted in a notable imbalance
in our data, even at the category level, though much
more so at the act level. Class sizes for categories
are provided in table 2. Due to space constraints,
we have left the class sizes at the act level for the
appendix, but the largest act class for therapist was
agreement, with 1277 samples, while there were
nine classes with under a hundred samples.

3.6 Inter-annotator agreement

Agreement on low-level codes was fairly low for
the client, though relatively high for the therapist:
on the subset of sentences which were coded by two
annotators, Cohen’s kappa was 0.3164 for client
sentences, and 0.7900 for therapist. Agreement on
categories was higher: 0.6303 for client, and 0.8577
for therapist. Category agreement was computed by
aggregating the total number of low-level acts that
received a label within the category. The greater
category-level agreement than act-level agreement
indicates that most disagreements at the act level
nevertheless fell within the same category - that is,
for the same sentence, different annotators were
more likely to mark two different act codes in the
same category than they were to mark two different
act codes corresponding to different categories alto-
gether. Whether due to the complex and compound
structure of certain sentences where multiple codes
were possible or to the similar psychological func-
tion of different codes, the high-level categories
appear to be more stable.

3.7 Data handling and preprocessing

Sentences were tokenized using the NLTK Tweet-
Tokenizer2, with automatic lowercasing. In cases

2https://www.nltk.org/api/nltk.tokenize.html
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where sentences had both a general and a clini-
cal label, the clinical label was given precedence
(i.e. the clinical label was used as the single “true”
label). We used a 70/15/15% data split, yielding
6335, 1357, and 1359 sentences for our train, de-
velopment and test sets, respectively.

4 Methods

4.1 Models

Our primary models include an SVM based on dis-
crete features (n-grams, dialogue information, con-
text features, and length) as well as two different
neural network models - a feedforward neural net
on the discrete features alone, and a convolutional
neural network (CNN) over the text as well as the
discrete features. For baselines, we used an SVM
over n-grams only and a CNN over text only. In
our initial experiments we also investigated recur-
rent models (RNNs), but found that convolutional
models strongly outperformed these, and so we did
not include an RNN in our final set of models.

4.2 Discrete features

We experimented with a number of different fea-
tures, using n-grams from the sentence as our base-
line. As features about the sentence itself, we in-
cluded the length of the sentence (in tokens), as
well as position information including the index
of the sentence within the conversation (sentence
position); as dialog features, we included the index
of the speaker turn (turn position), and the index
of the sentence within the current speaker turn (ut-
terance position). As context-related information,
we used labels from the immediate history of the
sample sentence, with varying window sizes, as
well as n-grams from those previous sentences. We
also experimented with sentiment features for the
sentence itself (minimum, maximum, and average
word scores using SentiWordNet (Baccianella et al.,
2010)); counts of words from two different psy-
chologically meaningful dictionaries, LIWC (Pen-
nebaker et al., 2015) and DAAP (Bucci and Maskit,
2005); part-of-speech tags; word embeddings; and
metadata for the transcript. Of these, position and
length information, context labels, and context n-
grams provided a boost to performance over the
baseline, and so we omitted the others from our fi-
nal model. Thus, our final sets of features included
sentence features (sentence position, length, and
n-grams), context features (labels and n-grams),
and dialogue features (speaker change, turn index,

Figure 1: Architecture diagram for the full CNN
model.

and sentence index within current turn). Interest-
ingly, we found that using category-level labels as
context labels provided better performance for cate-
gory classification than using the more fine-grained
act labels, perhaps due to therapists focusing on
a particular approach, e.g. reflection, for multiple
utterances in sequence before moving to a different
type of intervention.

5 Experiments

5.1 Convolutional baseline

As our baseline model we use a convolutional neu-
ral network that takes as input only the text of the
sentence and outputs a prediction in the form of a
distribution over the category classes. We followed
previous work (Liu et al., 2017) in the design of
our architecture. The text is originally represented
as a series of vocabulary indices; thus, the input to
our model is initially a matrix whose dimensions
are batch size (number of sentences) and sequence
length (predefined number of words), where each
element is a vocabulary index (see section A. of
Figure 1). Sentences longer than the fixed max-
imum sequence length are clipped to that length,
and shorter sentences are zero-padded. This ar-
ray is passed through a 64-dimensional embedding
layer with 0.5 dropout, followed by two parallel
convolutional layers, one with window size 2 and
one with window size 3. The representations pro-
duced by these two layers are concatenated and fed
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into a series of two fully-connected dense layers
with 0.5 dropout after each; our final layer performs
softmax to produce the classification prediction. In-
termediate layers use ReLU activation.

5.2 Other neural models

We experimented with two neural network architec-
tures beyond the baseline. The first was a simple
feedforward network running on the discrete fea-
tures only (i.e. without word embeddings - see
section B. of Figure 1), identical to the final com-
ponent of the full architecture, consisting of two
fully-connected layers with 128 nodes each, with
dropout of 0.5 after each layer, and finally softmax
over the classes.

The second was a convolutional net over the text
combined with a feedforward component on the
discrete features (see Figure 1). We used the same
setup as the baseline, but concatenated the discrete
features to the intermediate representations pro-
duced by the convolutional layers; the concatenated
output was then processed by the fully-connected
layers, mimicking the feedforward setup. Of our
neural models, this latter model performed best.

5.3 Parameters and tuning

We performed gridsearch to find the optimal SVM
parameters on different combinations of features.
We found that a linear-kernel SVM performed best,
with balanced class weights, l2 penalty, regulariza-
tion parameter C = 0.01, and tolerance 0.3.

For the neural models, we used a batch size of
256, embedding dimension of 64, and maximum
sequence length of 128 tokens; we trained for 16
epochs using Nadam optimization with .0002 learn-
ing rate, and crossentropy loss. We experimentally
determined these parameters to be the best on the
development set.

For the embedding layers in both convolutional
nets we used random normal initialization and
did not fix the weights, training the embedding
weights along with the model parameters. Of the
embedding initialization settings we tried (uniform
random, random normal, and pretrained) this per-
formed the best.

6 Results and Discussion

6.1 Category classification

Our evaluation task involved classifying individual
sentences with one of the five act categories. Be-
cause of the high imbalance in class size, we used

Classifier Acc. Pr. Rc. F1
Baseline SVM 70.20 61.77 60.75 60.27
Baseline CNN 49.99 28.26 36.39 29.60
Feedforward∗† 74.07 71.58 65.96 67.66

CNN + features∗† 74.52 70.61 66.68 68.00
SVM∗† 74.98 70.91 69.71 69.94

Table 3: Classifier performance on test categories: ac-
curacy, precision, recall and f-measure. Neural network
results are reported as an average over five runs to ac-
count for variation in random initialization. (*) indi-
cates significance over the SVM baseline, and (†) over
the CNN baseline. More detailed results are presented
in the appendix.

macro-F1 score as our primary statistic.
For all models, we experimented with feature

selection, using Scikit-learn’s SelectKBest feature
selector, but found that reducing the number of
features in this manner had a negative impact on
development set performance. Thus, all final mod-
els equipped with discrete features used the full
number of features. Although it seems likely that
there would have been some uninformative fea-
tures present in the large number (approximately
144,000) we ended up with, the lack of success of
feature selection may be due to the small size of
the training and validation sets, so that the features
most informative on one may not have been the
most informative on the other.

All final models performed significantly better
than the baselines. Accuracy did not vary greatly
between non-baseline classifiers (see Table 3). This
is somewhat as expected - the majority classes were
the easiest to classify, and classifiers performed
well on them, while minority-class performance
varied more but had less weight in the accuracy
score. The other metrics (particularly recall and
f-measure) showed more evident differences in
performance, as they were weighted equally be-
tween classes. In overall performance, measured
by macro-F1, the SVM was clearly the best. Inter-
estingly, this was mostly due to a markedly higher
recall than the neural methods, while its precision
was between that of the feedforward net and the
CNN. We used the Approximate Randomization
Test (Riezler and Maxwell, 2005) to measure sig-
nificance; oddly, the SVM achieved significance
over every other method except the feedforward
net. Considering that the SVM and feedforward
net were the only two methods to receive exactly
the same set of input features, this is perhaps due
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Text SVM True
1 Tell me your

thoughts at that
moment.

Meta Question

2 So you’ve sort of
ceased to mean all
that much to him ei-
ther?

Question Reflection

3 Your mind really is
just refusing to do it
... cause it doesn’t
want to and it’s go-
ing to (inaudible).

Reflection Reflection

4 Well, it’s time for
us to end but I
guess I’m thinking
ahead to the an-
niversary of your
sister’s death and
I’m hoping that you
get what you want.

Meta Reflection

Table 4: Example classified sentences.

to some similarity in their outputs - possibly the
feedforward net essentially performed as a slightly
worse SVM, whereas the convolutional net had
markedly different predictions, though with slightly
better performance than the feedforward net.

6.2 Error analysis

In this section we analyze the performance of our
best-performing model, the SVM with full feature
sets. Agreement seemed easiest to classify, as one
might expect; there were relatively few errors in
that category. Unsurprisingly, the SVM tended to
have difficulty with sentences that were requests
for information not explicitly phrased as a question
(e.g. example 1 in Table 4), as well as sentences
phrased as questions that were not, in fact, ques-
tions - for instance, reflection-type rephrasings of
the client’s previous statement (example 2). An-
other major source of error was misclassification of
normalization/misc statements as reflections. Both
are similar in grammatical form and speak to the
client’s emotional experience. However, the in-
tended psychological effect is different (reflections
move to clarify and specify, normalizations act to
reframe feelings in order to bring them down), and
this difference was easy to miss or confuse. There
was also a slight tendency to classify very short

Field Value F1
Therapy
style

Client-centered
therapy

71.29 1050

Brief dynamic-
relational therapy

48.96 201

Experiential psy-
chotherapy

58.78 65

Cognitive behav-
ioral therapy

84.17 41

Symptoms Anger 65.86 430
Anxiety 69.46 361
Depression 71.13 322
Low self-esteem 72.96 145
Fearfulness 76.46 92

Therapist
gender

Male 66.99 852

Female 73.44 505

Table 5: Performance breakdown by metadata informa-
tion on the development set. The final column contains
the number of sentences present for the particular value
of the specified field.

sentences as agreement, even if they were not -
as agreement sentences are on average under four
words per sentence, as opposed to most classes’
10-20, sentence length was a very strong signal for
this class. On the other hand, the SVM was occa-
sionally able to recover the labels of even sentences
containing transcription artifacts such as (inaudi-
ble) or (ph) (see example 3).

One other quite interesting phenomenon we ob-
served was that, upon close inspection, a number
of the sentences that the SVM ‘misclassified’ in
fact seemed to have been annotated incorrectly in
the first place - for instance, example 4, which had
been annotated as a reflection, but in fact should fall
into the meta category, as the SVM predicted. This
suggests the possibility of using a similar model
as an annotation-checker of sorts, calling attention
to sentences which coders might want to take a
second or closer look at.

We also analyzed results across different therapy
styles and other information about the transcript
using the metadata available for the corpus (Table
5). One of the goals of the project was to develop
a coding system capable of capturing important el-
ements of several different therapies. The therapy
style results suggest some progress in that direc-
tion. Interestingly, there was larger variation across
therapy style than the other types of metadata. For
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true/pred. agr. ref. q. misc meta
agreement 153 7 1 3 2
reflection 20 444 62 22 25
question 4 50 302 9 14

norm/misc 3 53 3 55 9
meta 3 38 6 9 60

Table 6: Confusion matrix for SVM on development
set categories.

example, accuracy for sentences taken from Brief
Dynamic-Relational Therapy achieved an f-score
of only 48.96 with the SVM, while Client-Centered
Therapy had an f-score of 71.29. The SVM also
did quite well with Cognitive Behavioral Therapy,
but this class had only 41 samples. An examination
of the annotated sentences for each therapy style
themselves revealed two possible explanations for
differences in accuracy. The first is that the sen-
tences for Brief Dynamic-Relational and Experi-
ential therapies tended to be nearly twice as long
as those for Cognitive Behavioral therapies. They
also tended to contain more comma splices and
center embedding of clauses suggestive of more
complex sentence structure. Secondly, the therapy
styles with lower f-scores tended to have a smaller
proportion of Agreement sentences (14% for Expe-
riential and just 5% for Brief Dynamic-Relational
compared to 46% for Cognitive Behavioral). The
greater consistency in category distribution in these
transcripts may have contributed to it being easier
to guess the categories of their component sen-
tences. Nevertheless, as there was generally very
little data for each style, we presume that increas-
ing the annotated data set for each style would help
to diminish these differences and bring the therapy
style f-scores closer together.

6.3 Ablation studies
From the final configuration of the SVM, we also
performed ablation studies to determine which fea-
tures had the most impact (Table 7). Context labels
seemed to be by far the most important, with sen-
tence n-grams second.

6.4 Negative results
In addition to the methods discussed here, we at-
tempted a number of other techniques that were not
successful (details presented in the appendix). To
address the data scarcity issue, we pretrained on
the Switchboard corpus; we tried a few different
ways of distantly labeling the unlabeled data; we

Feature(s) removed p r f
None 70 69.16 69.40
Sentence n-grams 64.64 66.80 65.50
Length 70.11 69.09 69.27
Sentence position 69.82 68.55 68.87
Context unigrams 69.67 68.43 68.43
Context labels 61.95 60.92 60.86
Speaker-change 69.85 68.95 69.2
Turn and intra-turn
position

69.45 68.69 68.82

Table 7: Feature ablation for the SVM: precision, recall,
and f-measure after removing features.

trained word embeddings on the unlabeled tran-
scripts; we attempted to augment our dataset by
“noising” sentences; and we attempted self-training
with the unlabeled data. To address the discrep-
ancy between reliability on act-level and category-
level codes, we trained a cascading setup for the
SVM, where a high-level classifier would first pre-
dict the category, and then the corresponding low-
level classifier for that category would predict the
act within that category. Finally, we attempted a
basic weighted-average ensemble of our three non-
baseline classifiers (SVM, feedforward net, and
CNN with discrete features), as well as a more con-
servative ensemble that returned the SVM’s predic-
tion except when the SVM had low confidence, in
which case it backed off to a weighted average.

7 Conclusions and Future Work

We have created a new annotated corpus for therapy
dialog act classification with labels at two levels
of granularity, and analyzed classification results
at each level. Our results indicate that context was
very important, followed by sentence information,
and that an SVM classifier is sufficient to make use
of this information - our SVM model had signifi-
cantly better performance than both the baselines
and the neural methods we tried, aside from a feed-
forward net on exactly the same features.

One of the major challenges for this task was
the limited size of the dataset. To address this, pos-
sible future directions include additional work on
semisupervised learning, as well as an investiga-
tion into active learning for more efficient labeling.
More broadly, future work might also focus more
closely on the client’s statements rather than only
the therapist’s, in order to glean a more comprehen-
sive picture of the conversation.
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Bo Xiao, Doğan Can, James Gibson, Zac E
Imel, David C Atkins, Panayiotis Georgiou, and
Shrikanth S Narayanan. 2016. Behavioral coding of
therapist language in addiction counseling using re-
current neural networks. Interspeech 2016, pages
908–912.

20



Code Samples Wps
Agreement 1277 3.01

Disagreement 87 6.77
Apology 18 12.36
Thanking 7 7.4

Hedge 526 12.57
Opinion 676 14.19

Yes-no question 875 9.17
Signal non-understanding 215 8.52

Opening 63 8.30
Closing 90 6.74

Table 8: Distribution over general therapist act classes.
“Wps” indicates the average number of words per sen-
tence for that code.

A Code details

In this section we include more detailed statistics
on the distribution of act-level classes in our data.
Tables 8 and 9 include the number of sentences as
well as the average number of words per sentence
for each therapist act. The imbalance at the act level
is far greater than that at the category level; the
largest category is agreement, with 1277 sentences,
while the smallest is thanking, with 7.

B Annotation process

A screenshot of the annotation spreadsheet is pre-
sented in Figure 2. Annotators were presented with
a list of sentences and asked to choose an act or “u”
(unlabeled) for each one.

Additionally, a confusion matrix for annotators’
category labels is presented in Table 10. While
the first annotator to give a label for each sentence
was treated universally as “Annotator 1” and the
second as “Annotator 2”, not every sentence with
two annotations was labeled by the same two anno-
tators, and so this distinction is somewhat arbitrary.
Nevertheless, this matrix still provides some notion
of where disagreements occurred.

C Details of results

Further details of results are presented here. Table
11 contains performance broken down by category
for the SVM classifier.

D Negative results

D.0.1 Distant labeling and data augmentation
As the most evident challenge with this dataset is
the relatively small size - especially in the case of

Code Samples Wps
Simple reflection 638 9.10

Makes needs explicit 696 15.86
Makes emotions explicit 999 15.63

Makes values explicit 248 14.98
Makes relational patterns explicit 680 18.92

Makes consequences explicit 373 18.54
Makes conflict explicit 382 22.31

Makes strengths/resources explicit 122 18.01
Counterprojection 115 17.12

Teaching/psychoeducation 212 18.82
Problem-solving 166 16.93

Evokes concrete elaboration 1029 10.37
Evokes perspective flexibility 182 14.52

Narrowing 121 14.25
Planning 39 16.46

Assumption checking 426 14.77
Check in/metaprocessing 111 13.46

Self-disclosure 373 18.20
Normalization 77 17.15
Sympathizing 81 13.83

Reassuring 65 15.22

Table 9: Distribution over clinical therapist act classes.
“Wps” indicates the average number of words per sen-
tence for that code.

agr. refl. q. misc. meta
agr. 46 0 0 5 0
refl. 0 136 24 7 6
q. 0 49 121 2 1

misc. 2 5 5 26 1
meta 1 3 0 0 11

Table 10: Annotator confusion matrix. Rows corre-
spond to labels from the annotator 1, columns to labels
from annotator 2.

category precision recall F1
agreement 80.20 95.18 87.05
reflection 75.42 78.57 76.96
question 79.46 77.37 78.40

norm/misc 54.17 42.28 47.49
meta 65.31 55.17 59.81

Table 11: SVM performance by category.
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Figure 2: The interface that annotators used.

classification at the act level, in which the category
classes are further subdivided - a natural course
of inquiry was whether we could find additional
data for transfer learning, produce noisy labels by
some method on our much larger set of available
unlabeled data, or leverage the unlabeled data in
some other way.

Our first attempt in this direction was simply to
add to our dataset the subset of labeled data from
the Switchboard corpus corresponding to the labels
that we had selected for our own annotation scheme.
Surprisingly, this improved performance neither on
the clinical labels nor even on the corresponding
general labels. The fact that the Switchboard data
was relatively uninformative for our own classifica-
tion task suggests that the content of general-topic
conversation (as in Switchboard) markedly differs
from that found in therapy, as in our own corpus.

We next turned our attention to the remaining
transcripts in the Alexander Street corpus that had
not been labeled. We trained word embeddings on
this data (using Word2Vec, with varying dimen-
sionalities, and a window size of 7 and minimum
count of 4); however, random initialization proved
superior to both these and the publicly available
pretrained embeddings trained on the Google News
corpus.

As our SVM model had found success with rel-
atively simple features, we also attempted to aug-
ment our dataset with distant labels generated by
a few simple heuristic rules - if a sentence ends
with ‘?’, label it as a question; if it has relatively

many agreement words, label it as agreement; re-
turn counterprojection if it has many ”I” words (I,
me, my, etc.); return normalization/misc if it has
a high sentiment score; return reflection if it has
many ”you” words; and guess nothing otherwise.

Finally, observing the typical suite of tactics em-
ployed to boost the size and robustness of image
datasets, we attempted to develop a similar tech-
nique for data augmentation in text. In essence,
we drop or replace words randomly (with uniform
probability, or with probability proportional to their
smoothed unigram frequency). With a high base
rate, this should produce highly noisy sentences
that nevertheless contain some amount of signal
approximating the original training data, hopefully
improving classifier robustness. Unfortunately, this
did not in fact improve performance.

D.0.2 Semisupervised learning
Partially inspired by the work of (Venkataraman
et al., 2002), we explored self-training the SVM
on sentences from the unlabeled transcripts. We
experimented with a number of different learning
schedules - adding all data labeled above a fixed
confidence threshold to the training set in the next
iteration; progressively increasing the confidence
threshold by a fixed step at each iteration; halving
the distance from the threshold to 100% confidence
at each iteration; and scaling the base threshold by
the ratio of current average confidence to original
confidence over all unlabeled sentences at each iter-
ation. Very small improvements were found under
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some settings in preliminary work, but we did not
explore this direction thoroughly as it yielded a
dramatic increase in training time but only very mi-
nor gains in performance. Nevertheless, this might
be worth revisiting in a more principled fashion in
future work.

D.0.3 Ensembling
We attempted a couple simple methods of ensem-
bling, in the hopes that our classifiers were differ-
ent enough that this would yield useful information.
The most basic of these was a simple weighted av-
erage of the prediction scores in each of the classes,
with the highest averaged score being the final pre-
diction. We also tried an ensemble-based method
where we used the SVM’s prediction unless its con-
fidence was beneath a certain threshold, in which
case we backed off to a weighted ensemble. Nei-
ther of these produced a performance improvement
over the SVM; only the best weight assignment for
classifiers that we found in the former case even
approached the SVM’s performance. This may
be due to the high agreement between classifiers
(agreement percentages between 86-92% for all
three pairs of classifiers), meaning that none of
them contributes new information relative to the
others.

E Metadata analysis

We include breakdowns of performance by other
metadata fields on the following page.

Psychological subject F1 Samples
Emotional states 67.65 1458
Relationships 66.80 1244
Personality traits 70.10 516
Frustration 66.40 463
Spousal relationships 67.57 302
Behavior 74.20 285
Guilt 75.78 277
Family 64.35 267
Diagnosis 76.05 252
Sexual behavior 72.72 235
Communication 64.40 230
Client-counselor relations 64.36 193
Parent-child relationships 64.14 187
Personality factors 71.68 143
Ability 66.87 129
Self-confidence 67.19 97
Family relations 59.63 76

Table 12: Performance breakdown by psychological
subject.

Experience F1 Samples
Under 10 years 71.35 1102

11-20 years 75.35 118

Table 13: Performance breakdown by therapist experi-
ence.

Client age F1 Samples
21-30 years 70.69 1200
31-40 years 77.13 40
41-50 years 42.94 109
51-60 years 54.17 8

Table 14: Performance breakdown by client age.

Client gender F1 Samples
Male 69.22 744
Female 69.21 613

Table 15: Performance breakdown by client gender.
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Abstract

The shared task for the 2019 Workshop on
Computational Linguistics and Clinical Psy-
chology (CLPsych’19) introduced an assess-
ment of suicide risk based on social media
postings, using data from Reddit to identify
users at no, low, moderate, or severe risk.
Two variations of the task focused on users
whose posts to the r/SuicideWatch subreddit
indicated they might be at risk; a third task
looked at screening users based only on their
more everyday (non-SuicideWatch) posts. We
received submissions from 15 different teams,
and the results provide progress and insight
into the value of language signal in helping to
predict risk level.

1 Introduction

Predicting risk of suicide is hard. McHugh
et al. (2019), reviewing 70 studies, conclude that
suicidality cannot be predicted effectively using
the standard practice of clinicians asking people
in person about suicidal thoughts: 80% of pa-
tients who were not already undergoing psychi-
atric treatment and who died of suicide denied
having suicidal thoughts when asked by a general
practitioner. They conclude that their study, along
with with other recent meta-analyses, “highlight
a high degree of uncertainty about the statistical
strength of commonly used approaches to suicide
risk assessment.”

On a similar theme, after carefully reviewing
more than three hundred studies, Franklin et al.
(2016) conclude that predictive ability for suicidal
thoughts and behaviors (STBs) has not improved
across 50 years of research. Nock et al. (2019) ob-
serve that, in contrast to other fatal problems like
flu or tuberculosis, deaths by suicide are as preva-
lent now as they were a hundred years ago, a lack
of progress resulting in large part because “we lack
a firm understanding of the fundamental properties

of STBs, and when, why, and among whom they
unfold” — not least because suicidal thoughts and
behaviors rarely occur in a research laboratory.

Coppersmith et al. (2018) offer a powerful ex-
ample of the information that is available beyond
the research laboratory. They observe that for
many people the “clinical whitespace” — long in-
tervals between healthcare encounters — is occu-
pied by frequent use of social media, an oppor-
tunity for obtaining data “in situ” (Nock et al.,
2019), and they demonstrate that this information
can be tapped effectively in order to build create
automated binary classifiers for screening.

This progress raises two new problems, though.
First, when binary screening systems are de-
ployed, the number of people flagged as at risk
will far exceed clinical capacity for intervention.
So, rather than a binary classification, a finer
grained assessment for degree of risk is needed, in
order to support decisions about intervention pri-
ority. Second, obtaining relevant data for devel-
oping, improving, and validating classifiers is ex-
tremely difficult. Coppersmith and colleagues, for
example, went to considerable effort to obtain do-
nations of private social media data for research on
suicide, and these sensitive materials are not easy
to share with the broader research community.1

With these considerations in mind, we have for-
mulated a new shared task for research commu-
nity participation, based on a dataset introduced
by Shing et al. (2018). In order to address the
limits of binary classification, we formulate tasks
based on a multi-level assessment of suicide risk

1In particular, Coppersmith et al. (2018) have introduced
the OurDataHelps.org platform, which permits donors to au-
thorize research access to their data from numerous social
media sources, as well as information from wearables and
other technologies. The platform has been adapted by their
collaborators for research on other mental health topics, as
well; for example, UMD.OurDataHelps.org collects data do-
nations for a project focused on schizophrenia.
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designed for social media, similar in spirit to pre-
vious CLPsych shared tasks on four-way assess-
ment of crisis risk in a peer support forum (Milne
et al., 2016; Milne, 2017). In order to address eth-
ical access to and sharability of data, we focus on
materials collected from Reddit, where posts are
public and anonymous, and further de-identified
by us; see Section 2. A limitation of the tasks
is that we lack information about actual outcomes
(suicide attempts or competions); we instead use
human annotations of risk level as a starting point.
In that regard this year’s exercise can be viewed at
minimum as establishing face validity for the idea
of extracting meaningful signal related to suicidal-
ity from Reddit posts, and more optimistically as
a step along the path to clinically meaningful pre-
dictions.

2 Data

2.1 Source dataset
We derived our shared task data from the dataset
introduced by Shing et al. (2018). Shing et al.
began with a collection intended to contain es-
sentially every publicly available Reddit posting
from its beginning in 2005 into summer 2015,
and identified a subset of users potentially at risk
by extracting all users who had posted to the
r/SuicideWatch subreddit.2 The process was anal-
ogous to the data collection method pioneered by
Coppersmith et al. (2014) for a variety of men-
tal health conditions, where an explicit signal for
candidate (potentially relevant) Twitter users was
defined by specifying a self-report pattern, e.g. I
have been diagnosed with [condition], and then
matching posts were reviewed manually to iden-
tify candidates where the signal does not appear
genuine, such as sarcastic or joking references.
For the suicidality dataset, posting on Suicide-
Watch constituted the signal, and Shing et al.
(2018) collected 11,129 candidate users on Sui-
cideWatch, accounting for a total of 1,556,194
posts across Reddit, along with a comparable
number of control users who did not post on Sui-
cideWatch.3

2The r/SuicideWatch subreddit, https://www.
reddit.com/r/SuicideWatch/, is a forum providing
“peer support for anyone struggling with suicidal thoughts,
or worried about someone who may be at risk”. Henceforth
we refer to it simply as SuicideWatch.

3It is worth noting that, subsequent to Shing et al.’s col-
lection and annotation, Gaffney and Matias (2018) reported
on an analysis showing that the widely used Baumgartner
Reddit collection, which Shing et al. had used as their start-

2.2 User-level annotation
As discussed in more detail by Shing et al. (2018),
annotation involved the assessment of risk for a
randomly selected subset of 621 users on a four-
level scale, based on their SuicideWatch posts. A
detailed set of annotation instructions drawing on
prior literature (Joiner et al., 1999; Corbitt-Hall
et al., 2016), created in consultation with suicide
prevention experts, identified four families of risk
factors, described as follows:

• Thoughts includes not only explicit ideation
but also, e.g., feeling they are a burden to oth-
ers or having a “f*** it” (screw it, game over,
farewell) thought pattern;

• Feelings includes, e.g., a lack of hope for
things to get better, or a sense of agitation or
impulsivity (mixed depressive state, Popovic
et al. (2015));

• Logistics includes, e.g., talking about meth-
ods of attempting suicide (even if not plan-
ning), or having access to lethal means like
firearms;

• Context includes, e.g. previous attempts,
a significant life change, or isolation from
friends and family.

Using this assessment scheme, Shing et al. ob-
tained annotations both from experts and from
crowdsource workers for a randomly selected sub-
set of users based on their SuicideWatch postings,
assigning one of the following risk levels (a to d):

(a) No Risk (or “None”): I don’t see evidence
that this person is at risk for suicide;

(b) Low Risk: There may be some factors here
that could suggest risk, but I don’t really
think this person is at much of a risk of sui-
cide;

(c) Moderate Risk: I see indications that there
could be a genuine risk of this person making
a suicide attempt;

ing point, has a number of gaps and limitations. However,
Gaffney and Matias identify the greater risks as pertaining
to user history analyses, network analysis, or comparison of
participation across communities. They posit lower risk from
coverage gaps for machine learning work on predictive mod-
eling, commenting, “since the purpose of this kind of ma-
chine learning research is to make inferences about out-of-
sample observations rather than to test hypotheses about a
population, such research may be less sensitive to variation
due to missing data.”
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(d) Severe Risk: I believe this person is at high
risk of attempting suicide in the near future.

It is important to note that this process produced
risk assessments at the level of individual users,
not of individual posts. Inter-rater reliability was
achieved for experts (Krippendorff’s α = 0.81)
(to our knowledge the first published demonstra-
tion of reliability for clinical assessment of sui-
cidality based on social media), along with fair
agreement among crowdsourcers (Krippendorff’s
α = 0.55). Analysis of the results also showed
that when crowdsource workers make mistakes
relative to experts’ judgments, they tend to err on
the side of caution — a good thing in a setting
where false positives are a better kind of error than
false negatives.

In the absence of data about outcomes (see dis-
cussion in Section 6), we expect the expert anno-
tations to represent “truth” more accurately than
crowdsourced judgments. However, for the shared
task we elected to create both training and test data
using the crowdsourced annotations, rather than
using expert judgments as test data. We made this
choice for two reasons. First, at least this first
time creating a shared task on Reddit suicidality
assessment, we wished to avoid the extra difficul-
ties encountered in machine learning when there
are mismatches between the training set and the
test set. Second, we anticipate the possibility of re-
peating this shared task, and would like to lay the
groundwork for a head-to-head comparison of re-
sults; obtaining crowdsourced judgments to create
fresh test data will be considerably more practical
than obtaining more expert judgments.

2.3 Reddit posts and metadata
For our tasks, the evidence we have about users’
mental state comes from their Reddit posts. In-
formation provided to participant teams included
post id (a unique identifier for the post), user id
(a unique numeric identifier for the user who au-
thored the post), timestamp (time the post was cre-
ated, encoded as a Unix epoch), subreddit (the
name of the subreddit where the post appeared),
post title (title of the post) and post body (text
contents of the post).4

As discussed further in Section 7, although Red-
dit data are publicly available and the site was

4Unix epochs are a widely used standard for encoding
time. Any timestamp is represented as the number of seconds
that have passed since 00:00:00 Thursday, 1 January 1970,
Coordinated Universal Time (UTC), minus leap seconds.

created specifically for anonymous posting, dis-
cussions on the platform nonetheless need to be
viewed as sensitive and subject to careful ethi-
cal consideration (Benton et al., 2017; Chancellor
et al., 2019). For that reason, a number of steps
were taken to further remove identifying informa-
tion from the dataset for the shared task.

First, although Reddit is a site for anony-
mous discussion, it is possible for users to put
identifying information in their self-selected user
names; although most select names like awe-
someprogrammer, in principle nothing on the
site would prevent someone from naming her-
self mary-smith-UMDsophomore-born7July2002.
Therefore the dataset replaces the self-selected
user names with arbitrary numeric identifiers for
the user id.

Second, automatic processing was performed
on post titles and bodies, to replace IP addresses,
email addresses, URLs, and person entities with
special tokens.5 For example, a processed post
body might resemble this made-up example: Tak-
ing a great class from PERSON PERSON . If
you want to learn more about it drop me a line at
EMAIL or check it out at URL .

In addition, we filtered out all posts contain-
ing Arabic using the langdetect library.6 We also
performed data-cleaning steps to remove encoding
issues or special string sequences that tokenizers
such as spaCy’s would fail to handle.

3 Tasks

Teams participated in one or more of the following
three tasks.

• Task A is about risk assessment: the task sim-
ulates a scenario in which there is already on-
line evidence that a person might be in need
of help (e.g., because they have posted to a
relevant online forum or discussion, in this
case r/SuicideWatch), and the goal is to as-
sess their level of risk from what they posted.
This task uses the smallest amount of data,
with each user typically having no more than
a few SuicideWatch posts.

• Task B is the same risk assessment problem
as task A, but in addition to the Suicide-
Watch posts (which identify that they may
need help), teams can also use the users posts

5We used spaCy for named entity recognition.
6https://pypi.org/project/langdetect/
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elsewhere on Reddit (which might tell you
more about them or their mental state). On
average each user we collected data for has
more than 130 posts on Reddit, and the sub-
reddit categories are wildly diverse, from Ac-
counting to mylittlepony to SkincareAddic-
tion to zombies.

• Task C is about screening. This task simu-
lates a scenario in which someone has opted
in to having their social media monitored
(e.g., a new mother at risk for postpartum de-
pression, a veteran returning from a deploy-
ment, a patient whose therapist has suggested
it) and the goal is to identify whether they are
at risk even if they have not explicitly pre-
sented with a problem. Here predictions are
made only from users posts that are not on
SuicideWatch.

For all tasks, we provided participating teams with
training and test data using an 80-20 split. In or-
der to keep the original labels’ distribution in the
split, we applied the proportional training/test split
separately for each label. The statistics of the data
are shown in Tables 1 and 2. Note the large num-
ber of posts in tasks B and C, which makes these
two tasks more challenging given the extra infor-
mation and noise the participants have about each
user.

train test total
a 127 32 159
b 50 13 63
c 113 28 141
d 206 52 258

control 497 124 621
total 993 249 1242

Table 1: Number of users in training and test data

Task A Task B Task C
train 919 57015 56096
test 186 9610 14231

Table 2: Number of posts for each task per split

4 Shared task submissions

Fifteen teams participated in at least one task, with
12 participating in task A, 11 in task B, and 8 in
task C. Each team was permitted to submit up to

3 runs per task, and each identified a primary sys-
tem that would be used in the official results and
rankings. The full number of submissions we re-
ceived for tasks A, B, and C were 33, 28, and
22, respectively. Teams were given in total (train-
ing and testing) about four weeks to develop their
systems, generating predictions on test data dur-
ing a roughly week-long interval at the end. Ta-
ble 3 shows the participating teams and the tasks
they submitted to, with per-task rankings (see Sec-
tion 5).

In this section, we list the common preprocess-
ing steps that the teams used prior to training and
testing. Additionally, we descibe the approaches
followed (machine learning models and features if
applicable) in Sections 4.2 and 4.3. In section 6,
we provide more details about the top systems per
task.

Team A B C
Affective Computing 7 7
ASU (Ambalavanan et al., 2019) 2 5
CAMH † 5 2 2
Chen et al. (2019) 4
CLaC (Mohammadi et al., 2019) 1 5 1
CMU (Allen et al., 2019) 8
IBM data science (Morales et al., 2019) 12 10 4
IDLab (Bitew et al., 2019) 4
JXUFE † 9 8
SBU-HLAB (Matero et al., 2019) 3 1 3
TsuiLab (Ruiz et al., 2019) 3
TTU (Iserman et al., 2019) 6 8
UniOvi-WESO (Hevia et al., 2019) 10 11
uOttawa † 9 7
USI-UPF (Rı́ssola et al., 2019) 11 6 6

Table 3: CLPsych 2019 participating teams and rank-
ings (no paper is available for teams indicated with †)

4.1 Data preprocessing
The most common preprocessing steps that teams
followed was removing stop words and punctua-
tion, in addition to lowercasing. Some teams opted
to remove the special deidentification tokens (e.g.,
PERSON , URL ), and to apply number normal-

ization or removal. Some filtered out posts that
contain more than thirty PERSON special to-
kens. An interesting preprocessing step suggested
ordering the posts by timestamp, following the in-
tuition that recent posts have more impact on the
risk assessment. Additionally, some teams aggre-
gated the name of the subreddit to the post for
task B and C (Ambalavanan et al., 2019). Most
teams employed commonly used tokenizers such
as spaCy (Honnibal and Montani, 2017); an ex-
ception is Rı́ssola et al. (2019), who used Ekphra-
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sis (Baziotis et al., 2017), a tool set that is tailored
for social media data. Iserman et al. (2019) ap-
plied two-stage error spelling correction using edit
distance from augmented dictionary entries.

4.2 Approaches
4.3 Model inputs
The submitted systems used a wide range of input
representations on the post and user level. We can
distinguish several main categories:

• Embeddings on the word, sentence or docu-
ment (post/posts) level. In addition to GloVe
and word2vec, we mostly see the more re-
cently introduced contextualized embedding
techniques such as ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2018).

• Lexicon-based features. Teams used dic-
tionaries mainly to capture emotions repre-
sented in the user’s posts. Examples of dic-
tionaries used are NRC (Mohammad, 2017)
and LIWC (Tausczik and Pennebaker, 2010).
These features were generally represented as
the normalized count of post per category.
Other lexicons were employed to capture
user-level features including age and gen-
der (Sap et al., 2014), and assessment of
the Big-5 personality traits (Schwartz et al.,
2013).

• N-gram features, mainly in the form of uni-
grams with TF-IDF weighting.

• Meta-features such as the time when the post
was made available (i.e. timestamp) or the
post’s subreddit (Tasks B and C).

• Topic models such as LDA (Blei et al., 2003)
and Empath (Fast et al., 2016).

We also see keywords to identify certain behav-
iors such as motivations linked to suicidality us-
ing a set of keywords; clinical findings in terms
of UMLS (Bodenreider, 2004) keywords in the
posts, flagging the suicide-related unique iden-
tifiers (CUIs); and language style similarity be-
tween posts in the same subreddit.

4.4 Models
The submissions for the shared task range from
conventional machine learning approaches to deep
neural network models. Support vector machines
(SVM) and logistic regression are frequently used,

in addition to the occasional decision tree and ran-
dom forests approach. These approaches often in-
volve feature engineering, where we see a wide
variety and extensive combinations of the features
mentioned above (Section 4.3).

The neural network models, on the other hand,
depend mainly on embeddings, though teams
opted to use the embeddings output from the lan-
guage models in different ways. Many teams fine-
tune the embeddings on either the full training
data, the SuicideWatch subset, or on each of the
title and body of the posts to create separate lan-
guage models. Some teams used models that were
pre-trained on Wikipedia and some other large
corpora as-is in their system.

The most commonly used neural architecture is
convolutional neural networks (CNN) on the user
or post level, where in the latter case an aggre-
gation step is needed to produce the final out-
come. Other frequently employed architectures
were long-short term memory (LSTM) networks
or recurrent neural networks (RNNs) and LSTMs
with an attention mechanism. Some teams exper-
imented with multichannel neural networks in a
multi-task learning setting.

5 Results

5.1 Metrics

The official metric used in this shared task is the
macro-averaged F1 score. This metric was also
used in previous CLPsych shared tasks that clas-
sified online posts into one of four labels (Milne
et al., 2016; Milne, 2017); as a way of defining
a single figure of merit, macro-averaging treats
each class as contributing equally to performance,
which helps avoid performance on a single class
dominating the result when there is class imbal-
ance (cf. Table 1).

In addition, we adopt two metrics introduced in
those previous shared tasks, derived from systems’
four-way classifications: urgent is the accuracy in
making the binary distinction between a, b vs. c, d,
and flagged is the accuracy in distinguishing b, c, d
from a. The reasoning behind these metrics lies in
real-world use cases one might encounter. A sys-
tem that is good at identifying urgent posts can be
viewed as a first step in potentially time-sensitive
triage (erring on the side of caution by includ-
ing moderate as well as severe risk), while a sys-
tem that is good at flagged distinctions helps avoid
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wasting valuable human effort on no-risk cases.7

For each of the three tasks we report official
rankings based on the primary system identified by
the team. Additionally, in Section 6 we report on
the best run in terms of macro-F1 score, whether
primary or not.

Tables 4, 5, and 6 provide the results of the pri-
mary runs of the participating teams for each of
the three tasks, ranked by highest macro-F1 score.
For tasks A and C, the CLaC team (Mohammadi
et al., 2019) ranks first with a combination of con-
ventional and neural models: an SVM is employed
at the end of the pipeline, where it acts as a meta-
classifier on top of a set of CNN, Bi-LSTM, Bi-
RNN and Bi-GRU neural networks. However, for
both of those tasks, the primary runs do not gen-
erate the best unofficial macro-F1 score on the test
set: a different variation on the CLaC approach,
in which SVM uses as input both the neural fea-
tures and the predicted class probabilities from the
SVM, yields the best macro-F1 score, 0.533 for
task A as compared with 0.481 for the primary
system. On the other hand, the CAMH system,
which uses a stacked parallel CNN with LIWC
and a universal sentence encoder (Cer et al., 2018),
produced the best unofficial F1 score for task C:
0.278 as compared to 0.268 for the CLaC primary
system.

For task B the best official score is 0.457, ob-
tained by the HLAB team, where the system used
logistic regression with features from Suicide-
Watch and non-SuicideWatch language that were
processed separately. The best unofficial F1 score
(0.504) is also obtained by HLAB system, using
BERT features generated separately from Suicide-
Watch and non-SuicideWatch posts.

6 Discussion

In comparing the results of tasks A and B, we note
that systems, especially the top systems, perform
comparably in terms of predicting the severe risk
label (d). This suggests that, in general, infor-
mation about all the other Reddit posts by a user
does not necessarily add noise that hurts the per-
formance, but rather, in some instances, it might
have positive impact. Surprisingly identifying se-
vere risk posts in task C yields good results given

7Similarly to the previous shared tasks with four-way
labeling, we exclude the no-risk label a in evaluation for
screening task C. However, macro-F1 score is calculated over
all four labels for tasks A and B.

that the set of available posts excludes Suicide-
Watch and other mental health subreddits. How-
ever, the overall F1 score is low, which suggests
that future work should focus on correctly classi-
fying the non-severe risk labels (c and b). Across
tasks, classifying label b has a low performance,
which is mainly due to its smaller training size
in comparison to the other labels. Additionally,
and as expected, all systems are better at predict-
ing the two extreme labels (d and a) as opposed to
the medium-risk labels(c and b).

As a way to augment the training data and
to benefit from other available datasets, Hevia
et al. (2019) experimented with including Rea-
chOut data from the CLPsych 2016 and 2017
shared tasks (Milne et al., 2016; Milne, 2017). Un-
fortunately, adding this dataset resulted in slightly
worse performance. Although both datasets adopt
a four-way scale, the annotation guidelines are dif-
ferent and there is no guaranteed one-to-one map-
ping between the two.

One of the interesting findings from the dif-
ferent systems is that severe-risk users appear to
use a distinct vocabulary in comparison to the rest
of the labels. This would support the intuition
of building separate language models for Suicide-
Watch and non-SuicideWatch, or special features
that can benefit from emotion and mental-health
related lexicons.

Interestingly, we note that most submitted sys-
tems over-predict label d when the correct label
is c. This confirms the value of reporting the ur-
gent F1 score, noting that, in some instances, the
distinction between the two labels is hard even
for the crowdsourcers (Shing et al., 2018). Addi-
tionally, a number of the false positives observed
concern users seeking advice for a relative or a
friend as opposed to themselves. This suggests
that building models specifically to separate such
cases would be of value.

7 Ethical considerations

Mental health is a sensitive subject area, and work
on technology for mental health using social me-
dia has broad implications. Benton et al. (2017)
and Chancellor et al. (2019) provide thoughtful
and comprehensive consideration of ethical issues.
Informed by their discussions we focus here on
several key ethical considerations for this shared
task and how we handled them.
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team accuracy macro-f1 (flagged) f1 (urgent) f1 (d) f1 (c) f1 (b) f1 (a) f1
CLaC 0.504 0.481 0.922 0.776 0.543 0.4 0.244 0.737
ASU 0.544 0.477 0.882 0.826 0.655 0.281 0.316 0.656
SBU-HLAB 0.56 0.459 0.842 0.839 0.692 0.235 0.25 0.658
IDLab 0.544 0.445 0.852 0.789 0.673 0.292 0.167 0.649
CAMH 0.528 0.435 0.897 0.783 0.623 0.327 0.083 0.708
TTU 0.504 0.402 0.902 0.844 0.6 0.14 0.2 0.667
Affective Computing 0.592 0.378 0.92 0.862 0.685 0.065 0 0.762
CMU 0.472 0.373 0.876 0.773 0.545 0.302 0 0.646
JXUFE 0.464 0.364 0.882 0.779 0.571 0.217 0.087 0.582
UniOvi-WESO 0.512 0.312 0.897 0.821 0.633 0.062 0 0.553
USI-UPF 0.376 0.291 0.753 0.707 0.475 0.408 0 0.281
IBM data science 0.432 0.178 0.861 0.788 0.594 0 0 0.118

Table 4: Official results of task A primary systems ordered by macro-F1 score

team accuracy macro-f1 (flagged) f1 (urgent) f1 (d) f1 (c) f1 (b) f1 (a) f1
SBU-HLAB 0.56 0.457 0.821 0.816 0.699 0.245 0.25 0.634
CAMH 0.512 0.413 0.91 0.812 0.598 0.226 0.105 0.721
TsuiLab 0.408 0.37 0.789 0.603 0.506 0.264 0.205 0.507
Chen et al. 0.424 0.358 0.83 0.738 0.478 0.14 0.182 0.633
CLaC 0.416 0.339 0.843 0.718 0.549 0.185 0.069 0.554
USI-UPF 0.336 0.311 0.743 0.667 0.439 0.089 0.417 0.299
ASU 0.368 0.261 0.765 0.691 0.536 0.151 0 0.358
JXUFE 0.36 0.259 0.798 0.694 0.508 0.298 0 0.231
uOttawa 0.448 0.253 0.787 0.71 0.596 0 0 0.418
IBM data science 0.416 0.212 0.82 0.738 0.566 0 0 0.28
TTU 0.416 0.148 0.848 0.775 0.591 0 0 0

Table 5: Official results of task B primary systems ordered by macro-F1 score

7.1 Participants and research oversight

Social media posts are a window into people’s
thoughts and often into details of their lives. This
has enormous value in understanding and predict-
ing mental health, but it stands in tension with con-
cerns about privacy, and formalized ethical stan-
dards only address these issues to a limited extent.
The dataset used in this shared task was derived
from previously existing, publicly available ma-
terial on Reddit, and we obtained an Institutional
Review Board (IRB) determination that work us-
ing the material constitutes “secondary research
for which consent is not required”, including the
ability to share the dataset with other researchers,
under the U.S. Federal Policy for the Protection
of Human Subjects.8 However, we also took sev-
eral additional steps regarding participant protec-
tion and research oversight.

First, although a key characteristic of Reddit
is its focus on anonymity (Gutman, 2018), users
retain the ability to volunteer identifying infor-
mation. As discussed in Section 2.3, therefore,
we implemented additional, conservative mea-
sures for automatic de-identification to reduce the

8https://www.hhs.gov/ohrp/
regulations-and-policy/regulations/
common-rule/index.html

possibility of including any identifying informa-
tion in either metadata or text data. In informal
review of two sets of 100 randomly sampled post-
ings from our training data, after de-identification
— one from all postings and the other just from
SuicideWatch — we found zero instances of per-
sonally identifying information in either text or
metadata.

In addition, in order for teams to participate in
the shared task, we required them (a) to provide
evidence that their own organization’s IRB (or
equivalent ethical review board) had reviewed and
approved their research activity using the dataset,
(b) to provide a data management plan including
provisions for appropriate protection of the data,
and (c) to affirm that all team members had read
Benton et al. (2017) and were committed to its
broad ethical principles.9 Mindful of Chancellor
et al.’s call to include key stakeholders in the re-
search process, the design of participant applica-
tions and their reviewing took place in consulta-
tion with clinical and domain experts at the Amer-
ican Association of Suicidology.

9Teams’ papers in this proceedings may or may not ex-
plicitly have mentioned IRB or ethical review, but it can be
presumed in all cases to have been done.
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team accuracy macro-f1 (flagged) f1 (urgent) f1 (d) f1 (c) f1 (b) f1
CLaC 0.673 0.268 0.671 0.625 0.527 0.189 0.087
CAMH 0.613 0.226 0.673 0.599 0.497 0.048 0.133
SBU-HLAB 0.69 0.176 0.587 0.554 0.465 0.065 0
IBM data science 0.435 0.165 0.554 0.455 0.329 0.097 0.069
ASU 0.597 0.159 0.63 0.575 0.396 0.082 0
USI-UPF 0.5 0.136 0.377 0.297 0.291 0.115 0
uOttawa 0.52 0.129 0.541 0.485 0.386 0 0
TTU 0.222 0.118 0.542 0.489 0.353 0 0

Table 6: Official results of task C primary systems ordered by macro-F1 score

7.2 The role of predictive models

Social media’s window into the “clinical whites-
pace” (Coppersmith et al., 2018) offers the po-
tential to identify and intervene with people who
do not or cannot receive attention through conven-
tional healthcare interactions. At the same time,
algorithmic prediction of suicidality creates new
challenges, such as creating potentially stigmatiz-
ing labels for false or even true positives, or gen-
erating an overwhelming number of new cases re-
quiring intervention.

We cannot hope to address these issues in a sin-
gle shared task, but we did have them in mind
when designing it. Our view, informed by re-
search in other domains, is that the most substan-
tial, rapid progress on a problem takes place when
a community is constructed around a common task
with common data, even when the task and data
are not perfect. (As is the case here, for exam-
ple, in starting with crowdsourced judgments; see
Section 2.2.) The way to understand tradeoffs and
consequences involving false negatives and false
positives is to build systems that make predictions,
and then to involve clinicians and other practition-
ers in discussion of what those systems do, and
how this relates to the real-world need — which
makes CLPsych, as the venue for this shared task,
just as important as the shared task itself.

8 Conclusions

The CLPsych 2019 shared task succeeded in its
primary aims, which were to elicit community in-
terest and effort in the problem of suicidality as-
sessment using social media, and to lay solid foun-
dations for work on this problem that will ulti-
mately lead to deployable technology. The best
results here show strong performance in culling
out, among users who have posted to Reddit’s Sui-
cideWatch forum, those who are in urgent need of
attention, and, conversely, in distinguishing peo-
ple who might need attention from those who are

at no risk. We also see a solid start on the even
more challenging problem of identifying users in
need of attention from more ordinary posts that
do not come from SuicideWatch. On evalution of
finer grained, four-way classification we find that
the medium risk categories (low and moderate, as
opposed to no risk or severe risk) are more chal-
lenging for systems, just as they are more difficult
for human judges (Shing et al., 2018).

We aim to address some of the limitations of the
present shared task in the near future. Although
crowdsourced judgments permit easily repeatable
evaluations, we also hope to facilitate community-
level evaluation against expert judgments. We are
also working on the creation of secure commu-
nity infrastructure for research on sensitive men-
tal health data, in order to reduce practical obsta-
cles and reduce data privacy concerns by bringing
researchers to the data, rather than disseminating
data out to researchers. Our ultimate goal is to
create an environment where rapid progress can
be achieved by combining the benefits of large
scale, publicly available, annotated data, as ex-
plored here, with private social media and asso-
ciated outcomes obtained using fully consented,
donated data (e.g. via OurDataHelps.org, Copper-
smith et al. (2018)).
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first.last@concordia.ca

Abstract

This paper summarizes our participation to the
CLPsych 2019 shared task, under the name
CLaC. The goal of the shared task was to de-
tect and assess suicide risk based on a collec-
tion of online posts. For our participation, we
used an ensemble method which utilizes 8 neu-
ral sub-models to extract neural features and
predict class probabilities, which are then used
by an SVM classifier. Our team ranked first in
2 out of the 3 tasks (tasks A and C).

1 Introduction

The CLPsych 2019 shared task (Zirikly et al.,
2019) focuses on the prediction of a person’s de-
gree of suicide risk based on a collection of their
Reddit posts (Shing et al., 2018). It is a multi-class
classification task where a subject can be assigned
to one of the four categories of no (class a), low
(class b), moderate (class c), or severe risk (class
d), and consists of three different tasks:

Task A aims at suicide risk prediction based
solely on the posts written on the Suicide Watch
subreddit1.

Task B focuses on making the same prediction
by taking into account a person’s posts on Suicide
Watch, as well as their posts on other subreddits.

Task C has the goal of estimating suicide risk by
looking at a subject’s posts on different subreddits,
but excluding Suicide Watch.

The first two tasks are dedicated to assessing
risk; while Task C aims at screening. We partic-
ipated in all 3 tasks2 under the team name CLaC
and ranked first in tasks A and C.

2 System Overview

Our system is composed of 8 neural network sub-
models, each with a specific type of input word
embedding and hidden layer. The extracted neu-
ral features and softmax probabilities from all 8
neural networks are combined by a fusion com-
ponent and the resulting features are used in the
final SVM classifier. Figure 1 illustrates the over-
all architecture of the system. Each component is
explained in the following sections.

2.1 Word Embeddings
As shown in Figure 1, GloVe (Pennington et al.,
2014) and ELMo (Peters et al., 2018) have been
used as pretrained word embeddings. The 300d
GloVe word embedder has been pretrained on
840B tokens of web data from Common Crawl.
For ELMo, the original 1024d version, pretrained
on the 1 Billion Word Language Model Bench-
mark (Chelba et al., 2014) has been used.

2.2 Hidden Layers
Four different types of hidden layers have
been used: a Convolutional Neural Network
(CNN) (LeCun et al., 1999), a Bidirectional
vanilla Recurrent Neural Network (Bi-RNN), a
Bidirectional Long Short-term Memory network
(Bi-LSTM) (Hochreiter and Schmidhuber, 1997),
and a Bidirectional Gated Recurrent Unit network
(Bi-GRU) (Cho et al., 2014).

2.3 Pooling
In order to create a vector representation for each
post, three different types of pooling were applied
to the output of the hidden layer. In the rest of the
paper, these will be referred to as AVG, MAX, and
ATTN.

1https://www.reddit.com/r/SuicideWatch
2This research was recognized as an IRB exempt by Con-

cordia University’s research ethics board.
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Figure 1: Architecture of the Model. The number of arrows between components correspond to the number of
sub-models that move in that flow. The solid lines represent neural connections; while the dotted lines show the
flow of data without the existence of a neural connection. The bold arrow between the Fusion and SVM correspond
to the flow of data that exists only in the final model.

Task A Task B Task C
#HL #HN Pooling Max Post #HL #HN Pooling Max Post #HL #HN Pooling Max Post
/ #K / KH Type Length / #K / KH Type Length #K / KH Type Length

CNN–GloVe 2 300 MAX 400 2 200 AVG 400 2 100 MAX 400
CNN–ELMo 1 400 MAX 400 2 100 MAX 400 2 100 MAX 400
Bi-RNN–GloVe 2 64 MAX 400 2 32 ATTN 200 2 32 ATTN 200
Bi-RNN–ELMo 2 32 MAX 400 1 64 ATTN 200 1 64 ATTN 400
Bi-LSTM–GloVe 2 32 AVG 400 1 64 ATTN 200 2 32 ATTN 200
Bi-LSTM–ELMo 2 32 AVG 400 1 64 ATTN 200 1 64 ATTN 200
Bi-GRU–GloVe 2 64 MAX 400 2 32 ATTN 200 2 32 ATTN 400
Bi-GRU–ELMo 2 64 MAX 400 1 64 ATTN 200 1 64 ATTN 400

Table 1: Hyperparameters used for each sub-model. #HL: number of hidden layers, #HN: number of hidden nodes
in each layer, #K: number of kernels (for the CNNs), KH: kernel height (for the CNNs).

AVG pooling simply averages the output vectors
of the hidden layers. MAX pooling is applied on
the resulting vectors after applying Concatenated
Rectified Linear Unit (CReLU) on the output vec-
tors of the hidden layers (i.e. ReLU applied on the
concatenation of each output vector and its nega-
tive). ATTN is an attention mechanism (Bahdanau
et al., 2014) applied to the output vectors of the
hidden layers. While ATTN may not be considered
a pooling method, we do so in order to differenti-
ate between ATTN and the attention mechanism
presented in Section 2.4. Since ATTN’s function-
ing is similar to the attention mechanism used to
calculate the weighted average of the representa-
tions for a user’s posts, its mechanism will be ex-
plained in detail in Section 2.4.

2.4 The Attention Mechanism
It was hypothesized that all posts by a user do not
contribute equally to signal her/his mental state.
In order to take into account the posts of each user
based on their importance in detecting suicide risk,
an attention mechanism was used. This mecha-
nism automatically assigns weights to each post
from a user, then calculates the weighted average
of the representations of all the posts, and uses this
average as a representation of the user. Equation 1
shows how the output of the attention mechanism
is computed.

U =
N∑

i′=1

pi′ωi′ (1)

where pi′ stands for the representation of the i′-
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Task A Task B Task C
# of Neural
Features

174 80 925

SVM’s
Hyperparameter

kernel degree γ C
class

weight
kernel degree γ C

class
weight

kernel degree γ C
class

weight
Run 1 poly 1 auto 3.0 yes sigmoid – scale 0.8 no poly 3 scale 0.1 yes
Run 2 poly 4 scale 0.1 no poly 2 scale 0.5 yes sigmoid – scale 0.4 yes
Run 3 poly 1 auto 0.3 yes sigmoid – scale 0.2 no poly 2 scale 0.2 yes

Table 2: Hyperparameters used in the submitted runs. The column degree refers to the degree of the polynomial
kernels. The values of auto and scale for γ refer to when the parameter γ is set to 1/number-of-features and
1/(number-of-features×variance-of-features), respectively. The value of class weight indicates whether weights
proportional to the inverse of the number of samples from classes are applied to the parameter C.

th post by a user, ωi′ refers to the weight assigned
to the post, and U corresponds to the vector repre-
sentation for that specific user.

In order to calculate the corresponding weights
for the posts, a single n-to-1 fully connected layer
is first applied to the representation of each post,
where n corresponds to the size of the document
representation. The final weights are calculated by
applying a softmax to the concatenation of the re-
sults of applying the fully-connected layer on the
representations of all posts from a user. Equa-
tions 2 and 3 show how the weights are calculated:

νi = pi × w (2)

ω = Softmax([ν1, ν2, ν3, . . . , νN ]) (3)

where w corresponds to the weights in the neu-
ral layer, and νi refers to the resulting scalar, after
feeding pi (the representation of the i-th post) to
the fully-connected layer.

As stated in Section 2.3, the overall mechanism
of ATTN is similar to the attention mechanism ap-
plied to a user’s posts. The only difference re-
sides in the level of their functioning: the attention
mechanism is applied to the post representations,
whereas ATTN is applied to the outputs of the hid-
den layer, at (multiple-)token-level.

2.5 The Sub-models’ Optimization
Technique

PyTorch (Paszke et al., 2017) was used to develop
and train the neural sub-models. At the end of each
sub-model, a fully-connected classification layer
was used, followed by a softmax activation func-
tion. Each sub-model was trained separately on
the training data and optimized using the valida-
tion data.

The Adam optimizer (Kingma and Ba, 2014)
with a learning rate of 5×10−4 was used as the op-
timization technique. Cross-entropy was used as

the loss function, and in order to handle the imbal-
anced class distribution, weights were assigned to
each class proportional to the inverse of the num-
ber of samples in that class. Due to limitation
in computational resources, mini-batches with a
maximum size of 32 were applied at the post level
for each user.

2.6 The Fusion Component

The fusion component is responsible for creating
a final vector representation for each user from the
neural features and the predicted probability dis-
tributions over classes.

The neural features of the user representations
are the result of each sub-model’s attention com-
ponent. In the fusion components, these user rep-
resentations are first concatenated, and later, the
mutual information between each neural feature
and the final classes is calculated (using the Scikit-
learn library (Pedregosa et al., 2011)). A subset of
these features that have the highest mutual infor-
mation with the final classes are then selected as
the final neural features.

The fusion component also uses the predicted
probability distributions of the classes for each
user from the softmax output of all sub-models.
The final user representations are generated by
concatenating the neural features and the predicted
probability distributions from all sub-models, to
be fed to the SVM (see Figure 1).

2.7 The Support Vector Classifier

As shown in Figure 1, the final classifier is an
SVM (Cortes and Vapnik, 1995), which uses as
input the final user representations generated by
the fusion component. The SVM was trained on
the samples from the training data, and the valida-
tion dataset was used to find the best set of hyper-
parameters. We used the Scikit-learn library (Pe-
dregosa et al., 2011) for developing and training
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Run #
Task A Task B Task C

macro flagged urgent macro flagged urgent macro flagged urgent
1 0.481 0.922 0.776 0.359 0.857 0.714 0.250 0.675 0.610
2 0.416 0.918 0.851 0.381 0.815 0.732 0.239 0.667 0.616
3 0.533 0.922 0.838 0.339 0.843 0.718 0.268 0.671 0.625

Table 3: F1 scores of each run on the shared task test dataset. The results from the primary runs (the ones considered
in the ranking) are highlighted in bold.

the SVM model. The final hyperparameters of the
SVM classifiers are presented in Section 2.8.

2.8 Final Submitted Models
Before training the model and its sub-models,
posts from 33% of the users in the training dataset
were randomly selected in a stratified fashion, in
order to be used for validation.

When feeding the posts to the sub-models, only
the first 200 or 400 tokens were used3, depending
on which limit yielded a better performance at val-
idation time, and the rest were disregarded.

The training process of each sub-model was
stopped when the performance on the validation
data was at its maximum (for each task, we used
the main evaluation metric for that specific task;
see Section 3). The validation data was also used
in order to find the best set of hyperparameters of
the models for each task.

The full model utilizes 8 different sub-models,
each one with a unique input word embedding
(GloVe or ELMo) and hidden layer type (CNN,
Bi-RNN, Bi-LSTM or Bi-GRU). Table 1 shows
the hyperparameters of the sub-models for each
task, where each sub-model is named by its type
of hidden layer and input word embedding.

For each task, we submitted three different runs:
Run 1 where the SVM classifier only uses the
neural features.
Run 2 where the SVM classifier only uses the
predicted probability of classes.
Run 3 where both the neural features and pre-
dicted probabilities are used by the SVM classi-
fier.

Table 2 summarizes the hyperparameters used
in each run.

3 Results and Discussion

Table 3 presents a summary of the results of the
three runs in each of the three tasks, based on three
evaluation metrics:

3The average size of posts across all tasks is ∼78 tokens.

macro: Macro-averaged F1 on classes a, b, c,
d for tasks A and B, and macro-averaged F1 on
classes b, c, d for task C. This was the official met-
ric for this shared task, on which we optimized our
systems.
flagged: F1 for flagged versus non-flagged,
where flagged includes classes b, c, d, and non-
flagged consists of class a.
urgent: F1 for urgent versus non-urgent, where
urgent includes classes c and d, and non-urgent
consists of classes a and b.

In tasks A and C, the highest macro-averaged
F1 was achieved by run 3, and for Task B, the
highest F1 was achieved by run 2. This shows the
effectiveness of using both the neural features and
the predicted probabilities for the final SVM clas-
sifier.

In all three tasks, the best flagged F1 was
achieved by run 1, showing that using only the
neural features leads to better performance when
distinguishing between no-risk users (class a) and
users that require attention (classes b, c, d).

4 Conclusion

In this paper, we proposed a model based on an
ensemble technique that uses a fusion of neural
features and predicted probability distribution over
classes from 8 neural sub-models, with an SVM as
a final classifier. Our first rank in tasks A and C of
CLPsych 2019 shared task shows that this tech-
nique can be useful in the task of suicide risk as-
sessment. Moreover, it was found that using both
neural features and predicted probability of classes
generally led to a better performance.
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Abstract
Mental health predictive systems typically
model language as if from a single context
(e.g. Twitter posts, status updates, or forum
posts) and often limited to a single level of
analysis (e.g. either the message-level or user-
level). Here, we bring these pieces together
to explore the use of open-vocabulary (BERT
embeddings, topics) and theoretical features
(emotional expression lexica, personality) for
the task of suicide risk assessment on support
forums (the CLPsych-2019 Shared Task). We
used dual context based approaches (model-
ing content from suicide forums separate from
other content), built over both traditional ML
models as well as a novel dual RNN archi-
tecture with user-factor adaptation. We find
that while affect from the suicide context dis-
tinguishes with no-risk from those with “any-
risk”, personality factors from the non-suicide
contexts provide distinction of the levels of
risk: low, medium, and high risk. Within the
shared task, our dual-context approach (listed
as SBU-HLAB in the official results) achieved
state-of-the-art performance predicting suicide
risk using a combination of suicide-context
and non-suicide posts (Task B), achieving an
F1 score of 0.50 over hidden test set labels.

1 Introduction

Suicidal behavior is conceptualized by the
thoughts, plans, and acts an individual makes to-
ward intentionally ending their own life (Nock
et al., 2008). With deaths by suicide increas-
ing substantially (Curtin et al., 2016), researchers
are turning to automated analysis of user gener-
ated content to potentially provide methods for
early detection of suicide risk severity (Copper-
smith et al., 2018; De Choudhury et al., 2016;
Shing et al., 2018). If an automated process could
detect elevated risk in a person, personalized (po-
tentially digital and early) interventions could be
provided to the individual to alleviate the risk.

Importantly, suicide risk assessment follows
a growing body of work which has provided
language-based models for measuring theoreti-
cally related psychological constructs: valence
and arousal (Preoţiuc-Pietro et al., 2016; Moham-
mad, 2018), depression (Schwartz et al., 2014;
Eichstaedt et al., 2018), and stress (Guntuku et al.,
2019). However, few have evaluated the role of
such theoretical models alongside standard open-
vocbaulary features (e.g. ngrams, embeddings,
topics), or integrated both message-level assess-
ment (e.g. emotional valence) along with user-
level assessment (e.g., personality).

In this study, we investigate a series of dual con-
text (treating suicide forum posts separate from
other forum posts) and multi-level approaches
(user-level assessments of demographics and per-
sonality as well as aggregates of message-level
features) for suicide risk prediction. Our contri-
butions include: (1) proposal and evaluation of a
dual-context modeling approach where language
in a suicide-specific context is treated separate
from language from other forums, (2) a novel deep
learning architecture (DualDeepAtt) that both (a)
applies dual-context modeling to GRU cells and
attention layers and (b) adds a user-factor adap-
tation layer, (3) comparison of individual theo-
retically related linguistic assessments, (4) evalu-
ation of models based on theoretically-motivated
features versus models based on open-vocabulary
features with multiple approaches to aggregating
message-level features.

2 Data

The dataset was collected from Reddit, released
as the CLPsych 2019 Shared Task (Zirikly et al.,
2019), where collections of users’ posts were an-
notated into 4 suicide risk categories (no risk, low,
moderate, severe) and then aggregated into sin-
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gle labels representing their highest suicide risk
across all collections (Shing et al., 2018). All
users had posted in r/SuicideWatch and had
at least 10 posts total across the platform. The
task of suicide risk prediction was sub-divided
into 3 sub-tasks, each based on different levels
of data. The first task (Task A) consisted of
users’ posts from r/SuicideWatch annotated
for suicide risk level. The second (Task B) con-
sisted of the same users as in Task A and included
their entire Reddit post history (including their
r/SuicideWatch posts). The third task (Task
C) consisted of users’ entire Reddit post history
apart from posts in r/SuicideWatch. Addi-
tionally Task C includes a set of ‘control users’
who are labeled as no risk1. Task A and B shared
the same number of users(Training = 496, Test =
128), while Task C had 993 training and 248 test.

Ethics Statement: This research was evaluated
by an institutional review board and deemed ex-
empt.

3 Open and Theoretical Features

We extracted three sets of linguistic features: 1)
theoretical dimensions, 2) open-vocabulary, and
3) meta-features (post statistics, forum names).
Language features have been shown to be pre-
dictive of several mental health outcomes (Gun-
tuku et al., 2017). We extracted open-vocabulary
and theoretical dimensions from both message-
level (post body, title) and user-level (collections
of posts) features. Depending on predictive mod-
eling choice, message-level features can then be
aggregated to user-level through various mecha-
nisms: RNN with attention, or explicit aggrega-
tion – mean, minimum, and maximum.

Theoretical dimensions. Our theoretical di-
mensions ranged from capturing message-level
user states (able to change) to user-level traits
(slow changing). The Messsage-level states, cal-
culated separately for both the title and content, in-
cluded affect and intensity (Preoţiuc-Pietro et al.,
2016) as well as valence, arousal, and domi-
nance (Mohammad, 2018). These features were
generated per-message and aggregated to the
users. User-level traits included language-based
inferences of demographics age/gender (Sap

1Control users are those who have no
r/SuicideWatch or other mental health subreddit
posts

et al., 2014), assessments of big-5 personality
traits (Schwartz et al., 2013) as well as trait anx-
iety, anger, and depression (Schwartz et al.,
2014).

Open-Vocabulary Features. We also included
higher dimensional features meant to capture open
ended content. This included dimensionally re-
duced BERT embeddings – originally a 768-
dimensional representation is extracted from a
pre-trained model (Devlin et al., 2019) for post
contents and titles (separately). Given the training
sizes, we decided to further reduce these dimen-
sions down to 50 and 20 dimensions for body and
title respectively, using non-negative matrix fac-
torization (NMF) (Févotte and Idier, 2011). Fol-
lowing successful use of topics for mental health
modeling in the past (Eichstaedt et al., 2018), we
also inferred 25 LDA Topics (Blei et al., 2003)
trained using Gibb’s Sampling over suicide watch
posts excluding words used more frequently out-
side of the forum.

Meta-features. We also included various user-
level post statistics: average 1-gram length, aver-
age 1-grams per post, and total 1-grams, as well as
subreddit features: a 39 dimensional feature vec-
tor was derived from popular subreddits. We be-
gan with the 1973 subreddits that were mentioned
by at least 0.5% of training users, and use NMF
to reduce to 20 dimensions. The remaining 19
dimensions are subreddits that were most distinc-
tive, in training, of high risk users.

4 Correlation and Distribution Analysis

To uncover the associations between the theoreti-
cal dimensions and suicide risk level, we perform
a correlation analysis for Task B data, shown in
table 1. Those scoring higher in the female di-
mension were associated with higher suicide risk
scores and age had no significant effect. Prior
epidemiological studies (Mościcki, 1997) have
showed that nearly 80% of suicide completers are
men, whereas the majority of lifetime attempters
are women.

Among personality factors, being agreeable,
conscientious, and extroverted were associated
with lower suicide risk while higher neuroticism
was positively correlated with higher suicide risk.
Prior studies have found similar associations in
other samples through traditional surveys (Velting,
1999) establishing that language on social media
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Dimension r Dimension r
Age – Agreeableness -.14

Gender .14 Conscientious. -.14
Anger .32 Extroversion -.17

Anxiety .33 Neuroticism .32
Depression .32 Openness –

Table 1: Pearson correlations (r) between theoretical
linguistic dimensions and suicide risk level over the
training data. Gender was continuously coded (larger
indicating more likely female). Correlations are signif-
icant at p < .01 multi-test corrected.

Figure 1: Topics correlated with higher risk (blue, top
4 rows) and lower risk (red, bottom row), treating risk
as a continuous value. All correlations significant at
p < .05, Benjamini-Hochberg corrected.

forums could be a good proxy for measuring sui-
cidal ideation. Corroborating these findings, users
with high anger, anxiety and depression scores
were associated with higher suicide risk.

We also analyze the correlations between
r/SuicideWatch topic dimensions, as shown
in figure 1. Here, we showcase certain topics that
correlate well with risk level and the words ex-
pressed in that topic.

Additionally, for certain features we explore
their distributions over users of differing risk
levels. From our correlation analysis, we pick
emotional stability, the reverse encoding of neu-
roticism, depression and affect scores. For af-
fect, we examine only user’s posts from Task A
(r/SuicideWatch), while we look at all avail-
able posts for depression and emotional stability.

In Figure 2 we show emotional stability, de-

pression, and mean affect scores of users belong-
ing to each risk level. For emotional stability, as
the value gets lower the less stability a person ex-
presses, which holds across the risk levels with no
risk users having higher stability values and less
variance compared to high risk users. A similar
pattern is expressed for depression scores, where
high risk users trend towards higher values. There
is also a slower decline for high risk users causing
a longer tail on the distribution compared to other
risk levels. Lastly, we see that while affect scores
distinguish no risk from others, they do not pro-
vide a separation among the degrees of risk. The
affect model was message-level and distributions
here were for mean over their suicide watch mes-
sages. Also, those who are deemed low risk have
the highest variance, while moderate and high risk
users show very similar distributions.

5 Dual-Context Predictive Modeling

Our predictive approaches attempted to model lan-
guage from a suicide context (that from suicide
watch) separately from other forum posts – dual-
context. We used a range of regularized logistic
regression and attention-based RNN architectures
for Tasks A and B, and logistic regression alone
for Task C. All non-neural models were imple-
mented via the DLATK Python package (Schwartz
et al., 2017).

Task A. The logistic regression model used
open-vocabulary, theoretical, and meta-features as
input (termed as ‘OpenTheory’). We also evalu-
ated the performance of BERT embeddings alone
(termed as ‘Bert’). The neural model used an
LSTM with hierarchical post-level attention (Yang
et al., 2016). We fed it the concatenation of open-
vocabulary features, Affect, Intensity, and VAD
NRC Lexicon scores of each SuicideWatch post.
The model was run on all posts of each user in the
time order of their posting to make a prediction on
the risk level of each user. This model is referred
to as DeepAtt.

Task B. For Task B, we were able to experiment
with the dual-context model. Our logistic regres-
sion based approach, termed as ‘DualOpenThe-
ory’ takes in features from SuicideWatch and non-
SuicideWatch language that were processed sep-
arately. Similar to the previous task, we evalu-
ate a ‘DualContextBert’ model that uses BERT
features from both SuicideWatch and separately
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Figure 2: Density estimations, separated by risk level, of user emotional stability (left), depression score (middle),
and mean message affect (right). Emotional stability and depression were calculated across non-suicide context
while affect was from suicide context (from r/SuicideWatch posts). While affect provided some separation of
no risk from any risk, emotional stability and depression distinguish all levels of risk. Across all three theoretical
dimensions, there was less variance across no risk users.

non-SuicideWatch messages. Task B also enabled
us to use subreddit features among the meta fea-
tures (non r/SuicideWatch subreddits were
assumed unavailable for Task A). For logistic re-
gression models while the data is processed sepa-
rately, only one model is trained on the joint fea-
ture sets.

For the neural dual-context model, visualized in
figure 3, we used two separate GRU cells (termed
as ’DualDeepAtt’); one takes the same input fea-
tures of our Task A model from SuicideWatch
posts, and the other runs by taking subreddit info
feature vector in addition to the same input fea-
tures, processed on non-SuicideWatch posts, of
the SuicideWatch GRU cell (SuicideWatch sub-
reddit info is already taken into account by having
a separate GRU cell). We used the separate atten-
tion weights for SuicideWatch (SW) GRU hidden
vectors and non-SuicideWatch (NSW) GRU hid-
den vectors as following:

[−−→vSW ;−−−→vNSW ] =
[∑

αsw
−−→
hsw;

∑
αnsw

−−→
hnsw

]

Then, we applied user-factor adaptation (Lynn
et al., 2017) to the concatenation of the sum of
hidden vectors with attentions of the SW GRU cell
and the NSW GRU cell as following:

−→
fv = [F0×[−−→vSW ;−−−→vNSW ]; . . . ; [FN×[−−→vSW ;−−−→vNSW ]]

Here, we used age, gender, and latent factors
of users with the following transformation: Fi =

Xi−min(Xi)
max(Xi)−min(Xi)

For latent factors, we derived 3
user-level latent factors from the history of Red-
dit posts of the users, which are equivalent to the
”user-embed” in (Lynn et al., 2017) as they found

these factors from language just as effective as per-
sonality factors.

Finally, we concatenate the user-level fea-
ture vector with the factorized output vector
([
−→
fv;
−−−−−−−−−−→
UserFeatures]). Here, we used Anger,

Anxiety, Depression scores, average word lengths,
total word counts of each user for user features.

Figure 3: Dual-context, RNN-attention, use-factor
adaptation architecture used in Task B. The left RNN
handles features related to suicide watch posts and the
right RNN handles non-SuicideWatch. User factors are
multiplied into the concatenated vector for adaptation,
as well as simply concatenated before softmax layer

Task C. We build logistic regression models us-
ing a) BERT embeddings alone: ’Bert’; b) open-
vocabulary, theoretical dimensions, meta-features,
and subreddit latent factors ‘OpenTheoryUser’;
and c) same as b but without user traits of per-
sonality, age/gender, and anxiety, anger, depres-
sion scores ‘OpenTheorySubr’.
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6 Results

We compare our models performance during train-
ing using 10-fold cross-validation as well as 3
models for each task using the designated test set.
Across each task the models that take advantage
of both open vocabulary and theoretical constructs
outperform others.

6.1 Task A

A combination of open-vocabulary, theoretical di-
mensions, and meta-features performed best at
predicting suicide risk based on annotated Sui-
cideWatch posts. Table 2 shows the results on the
cross-validation setting we employed in the train-
ing set and the performance released on the test
set. While the logistic regression models had sim-
ilar performance across train and test sets, the neu-
ral models outperformed others on the test set.

In models designed for Task A when perform-
ing message to user level aggregations we per-
formed average, minimum, and maximum and
concatenated the vectors. This outperformed ag-
gregations using average or minimum/maximum
together.

Train Test
Model Acc F1 Acc F1
Open .55 .44 - -

Theory .47 .32 - -
OpenTheory .54 .40 - -

OpenTheory w/ Min, Max .57 .46 .56 .46
DeepAtt .53 .44 .59 .50

Bert w/ Min,Max .55 .42 .53 .40

Table 2: Task A: Suicide Risk Prediction Performance
(measured by Accuracy and F1-scores). Best perform-
ing models are highlighted. Meta features for Task A
only contains post statistics as all posts come from Sui-
cideWatch.

6.2 Task B

We found a large improvement from using the
dual-context type approach, shown in table 3.
Overall, the OpenTheory approach performed best
on the training set and also achieving similar per-
formance on the test set. However, the dual-
context BERT embeddings based logistic regres-
sion outperformed other approaches on the test set.
DualDeepAtt was not far behind but likely was
hindered by the limited amount of training, rela-
tive to parameters for the task.

Train Test
Model Acc F1 Acc F1
Open .54 .44 - -

Theory .48 .33 - -
Single Context OpenTheory .50 .35 - -
Dual Context OpenTheory .58 .47 .56 .46

DualDeepAtt .47 .41 .51 .44
DualContextBert .53 .43 .57 .50

Table 3: Task B: Suicide Risk Prediction Performance
(measured by Accuracy and F1-scores). Best perform-
ing models are highlighted.

6.3 Task C

Task C proved the most difficult for our models.
The dual-context approach did not apply and our
approach modeled such that a majority of users
were no risk while the test F1 only evaluated over
those deemed to have some risk. Still, A com-
bination of open vocabulary and theoretical fea-
tures outperform other approaches. Here, our best
performing model was OpenTheoryUser (scoring
accuracy of .69 and F1 of .18), which accounted
for all user level traits and a mean aggregation of
message-level open-vocabulary features.

7 Conclusion

We presented new approaches for identifying sui-
cide risk among users on support based forums,
focused largely on (a) utilizing dual-contexts of
language, (b) message and user multi-level mod-
els, and (c) exploring both theoretical dimen-
sions and open vocabulary features. We also
compared aggregation techniques and proposed a
novel RNN architecture for processing dual con-
text data. We found dual-context models yielded
significant gains and while theoretical dimensions
of language related in the expected direction (more
depressive and anxious language correlated with
higher risk), a combination of BERT-based fea-
tures and theoretical dimensions was best when
building predictive models.
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Abstract

Spoken language ability is highly heteroge-
neous in Autism Spectrum Disorder (ASD),
which complicates efforts to identify linguis-
tic markers for use in diagnostic classifica-
tion, clinical characterization, and for research
and clinical outcome measurement. Machine
learning techniques that harness the power of
multivariate statistics and non-linear data anal-
ysis hold promise for modeling this hetero-
geneity, but many models require enormous
datasets, which are unavailable for most psy-
chiatric conditions (including ASD). In lieu of
such datasets, good models can still be built by
leveraging domain knowledge.

In this study, we compare two machine learn-
ing approaches: the first approach incorpo-
rates prior knowledge about language vari-
ation across middle childhood, adolescence,
and adulthood to classify 6-minute naturalis-
tic conversation samples from 140 age- and
IQ-matched participants (81 with ASD), while
the other approach treats all ages the same.
We found that individual age-informed mod-
els were significantly more accurate than a sin-
gle model tasked with building a common al-
gorithm across age groups. Furthermore, pre-
dictive linguistic features differed significantly
by age group, confirming the importance of
considering age-related changes in language
use when classifying ASD. Our results suggest
that limitations imposed by heterogeneity in-
herent to ASD and from developmental change
with age can be (at least partially) overcome
using domain knowledge, such as understand-
ing spoken language development from child-
hood through adulthood.

1 Introduction

Autism Spectrum Disorder (ASD) is a
neurobiologically-based condition character-
ized by social communication impairments and
restricted, repetitive patterns of behaviors and

interests [1]. Although ASD is a neurodevel-
opmental disorder, it is currently diagnosed
using behavior alone, including spoken language.
For the roughly 70 percent of individuals with
ASD that have average to above-average verbal
abilities [2], language is an important pathway
to social connections. For clinicians and care
providers, spoken language can provide a window
into internal cognitive and social processing.
Given that primary diagnostic tools for ASD often
rely on language-mediated semi-structured inter-
views and play activities to elicit behaviors found
in the condition [3], measuring and quantifying
subtle differences in spoken language between
individuals with ASD and matched typically de-
veloping (TD) controls is important for improving
diagnostic speed and reliability. Furthermore,
since the emergence of spoken language before
age 5 is a critical predictor of later functional
outcomes in ASD [4, 5, 6], characterizing spoken
language development is crucial for understanding
long-term developmental outcomes.

Behavioral heterogeneity in ASD is a persistent
challenge for researchers and clinicians. In fact,
generalizability from one individual to the next
is so low that it is often said, “If you have met
one person with autism, you have met one per-
son with autism”. Wide phenotypic variability has
made it difficult to draw reliable statistical conclu-
sions about ASD, and indeed, has made it chal-
lenging to study the disorder at all [7]. Signifi-
cant variability is similarly present in the verbal
domain, with the spoken language skills of indi-
viduals with ASD ranging from severely impaired
to verbally gifted [8]. As an illustration, a recent
narrative study found that intra-group variability
(ASD alone) was greater than inter-group variabil-
ity (between ASD and TD) [9].

Recent attempts to leverage machine learning
for understanding and classifying individuals with
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ASD have grappled with this phenotypic variabil-
ity [10, 11]. Unfortunately, many of the most
exciting machine learning models (e.g., models
that are able to capture nonlinear dependencies
across many dimensions), require large, well-
characterized training datasets to function cor-
rectly, which are rare in ASD (and are particu-
larly scarce for children). These two constraints
in ASD research (wide variability in high dimen-
sional spaces, and lack of large datasets), suggest
that it may be useful to proactively incorporate in-
formation that psychiatrists and linguists deem im-
portant, thus guiding machine learning models to
learn relevant dependencies while ignoring irrele-
vant ones.

2 Language in ASD

Prior research suggests that language is a valu-
able metric that can be used to distinguish indi-
viduals with ASD from TD controls. For exam-
ple, the NEPSY narrative retelling test, in which
a child listens to and retells a story while being
evaluated on how many key story elements were
remembered, has been explored for its utility in
supporting ASD identification [12]. In an analy-
sis of 97 children aged 4-8 years, Prud’hommeaux
and colleagues found that children with ASD were
more likely than TD controls to veer off topic and
incorporate their own specialized interests into the
narrative. Similarly, another study showed that TD
children are more likely to use similar words and
semantic concepts to those given in the narrative,
while children with ASD will retell the narrative
with different words and concepts related to their
own specialized interests [9]. Although promis-
ing, these and other studies that focus on one-sided
language samples, rather than more ecologically
valid conversations, miss a potential source of in-
formative variance in language in ASD: the con-
versational partner.

Typically, natural conversations involve dy-
namic adjustments on a variety of levels that facili-
tate rapport and communication; this is called “lin-
guistic accommodation” or “alignment” [13]. In-
creased accommodation is associated with percep-
tions of better conversation [14], but most prior re-
search on language in ASD has used samples from
structured or semi-structured elicitation tasks - or
conversations conducted with an autism specialist
- rather than natural conversations [15]. Thus, it
is unknown whether and how typical (non-expert)

speakers adjust their conversational behaviors to
accommodate social communication differences
in ASD, and whether the extent of accommoda-
tion changes over the course of development. To
explore this new area, the machine learning mod-
els employed in this study include include dyadic
features derived from a natural conversation (such
as turn-taking rates) and interlocutor (conversation
partner) features, as well as features from individ-
uals with ASD.

3 Developmental Changes in
Conversation

Individuals with and without ASD continue to de-
velop socially and cognitively throughout child-
hood, adolescence, and into early adulthood. For
example, although Theory of Mind (or the abil-
ity to take another person’s perspective) emerges
in early childhood [16], it becomes increasingly
sophisticated throughout typical adolescence and
early adulthood [17]. Thus, age-related differ-
ences in conversation (which is inherently social)
are likely to be found.

Physical and emotional changes between child-
hood and adolescence (e.g., puberty [18]) in-
crease the likelihood that people’s preferred topic
of conversation might change over time as well.
Whereas young children may be more likely to
talk about family and school, older children may
be more focused on peer relationships [19], and
adults might naturally gravitate toward talking
about occupations or romantic partners. Unfortu-
nately, few studies have explored natural conversa-
tion across development, and normative expecta-
tions for brief conversations are poorly understood
across developmental phases and ages.

4 Current Study

The purpose of the current study is to test whether
separating a large sample of individuals with and
without ASD into different age groups, namely
middle childhood (8 to 11), adolescence (12 to 17)
and adulthood (18 and up), increases the accuracy
and reliability of a simple machine learning classi-
fication model for classifying ASD vs. TD, despite
inevitable trade-offs in sample size.

Given the likelihood that natural conversation
differs between children and adolescents in a va-
riety of measurable ways (e.g., preferred topics),
and that adolescents also converse differently than
adults, we hypothesized that diagnostic classifica-
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tion accuracy would improve significantly when
conducted within each age group separately, as
compared to the combined sample. This is in
contrast to generally accepted doctrine in machine
learning (i.e., that more data is better), since in
our study we divide our larger dataset into three
smaller datasets.

We further tested whether the specific features
that best distinguished diagnostic groups differed
significantly by age. Based on prior research and
clinical observation, we hypothesized that the rela-
tive predictive value of specific features would dif-
fer across development.

5 Methods

5.1 Participants

One hundred forty individuals participated in the
present study (ASD: N=81, TD: N=59). Partic-
ipants were categorized by age into three sub-
groups (see Table 1): middle childhood (8-11
years), adolescence (12-17 years) and adulthood
(18-50 years). Diagnoses were confirmed (ASD
group) or ruled out (TD group) using the Clin-
ical Best Estimate process [20] informed by the
Autism Diagnostic Observation Schedule - Sec-
ond Edition (ADOS-2) [3] and adhering to DSM-
V criteria for ASD [21]. To control for non-age
related phenotypic heterogeneity, age subgroups
were matched on Full Scale IQ estimates (WASI-
II) [22], verbal and nonverbal IQ estimates, and
sex ratio (Table 1). Participants with ASD were
also matched across age subgroups on autism
symptom severity, based on ADOS-2 Calibrated
Severity Scores [23] and scores on the Social
Communication Questionnaire (SCQ) [24]. All
participants were native English speakers.

5.2 Procedure

All aspects of this study were approved by the In-
stitutional Review Boards of the Children’s Hos-
pital of Philadelphia and the University of Penn-
sylvania. All adult participants and parents of
minor children provided written informed con-
sent for participation. The primary experimental
task for this study was a slightly modified ver-
sion of the Contextual Assessment of Social Skills
(CASS) [25]. The CASS is a semi-structured
assessment of conversational ability designed to
mimic real-life first-time encounters. Participants
engaged in two three-minute face-to-face conver-
sations with two different confederates (research

staff, blind to participant diagnostic status and un-
aware of the dependent variables of interest). In
the first conversation (Interested condition), the
confederate demonstrated social interest by engag-
ing both verbally and non-verbally in the conver-
sation. In the second conversation (Bored con-
dition), the confederate demonstrated boredom
and disengagement both verbally (e.g., one-word
answers, limited follow-up questions) and non-
verbally (e.g., neutral affect, limited eye-contact
and gestures). Prior to each conversation, study
staff provided the following prompt to the partic-
ipants and confederates before leaving the room:
“Thank you both so much for coming in today.
Right now, you will have three minutes to talk and
get to know each other, and then I will come back
into the room.”

CASS confederates included 42 undergraduate
students or BA-level research staff (12 males, 30
females, all native English speakers). Fourteen
confederates interacted with the ASD group, 7
with the TD group, and 21 with both groups.
Confederates were semi-randomly selected, based
on availability and clinical judgment. Confeder-
ate sex ratios did not differ by diagnostic group
(p=n.s.). In order to provide opportunities for par-
ticipants to initiate and develop the conversation,
and in accordance with CASS confederate instruc-
tions [25], confederates in both conditions were
trained to wait 10 seconds before initiating the
conversation and to speak for no more than 50% of
the time. If conversational lapses occurred, con-
federates were trained to wait 5 seconds before
re-initiating the conversation. No specific con-
versational topic prompts were provided to either
speaker.

Audio/video recordings of CASS conversations
were obtained using a specialized “TreeCam”,
built in-house (Figure 1), placed between the par-
ticipant and confederate (seated facing one an-
other) on a floor stand. The TreeCam has two
HD video cameras pointing in opposite directions
to allow simultaneous recording of participant and
confederate, as well as directional microphones to
record audio. For these analyses, the language
sample began when the first word of the CASS was
uttered, after study staff left the room, and ended
when study staff re-entered.
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Table 1: Sex ratio, mean age (in years) and mean IQ scores for ASD and TD children (8-11 years), adolescents
(12-17 years), and adults (18-50 years), and measures of autism symptoms for ASD participants.

Dx N Age group N Sex (f/m) Age Full-scale IQ Verbal IQ Non-verbal IQ ADOS CSS SCQ

ASD 81
Children 22 8, 14 9.98 105 103 105 7.32 19.81

Adolescents 24 7, 17 14.62 102 103 101 6.58 17.38
Adults 35 5, 30 26.73 104 108 99 7.06 17.23

TD 59
Children 19 8, 11 9.58 103 104 102 · ·

Adolescents 12 6, 6 14.17 103 101 103 · ·
Adults 28 5, 23 28.42 109 110 106 · ·

Note: Diagnostic groups did not significantly differ on sex ratio, age, or IQ within age bins, and age bins did not
differ from one another on these variables (all p=ns). In the ASD group, age bins did not differ significantly from
one another on ADOS-2 calibrated severity scores (CSS) or on SCQ scores (all p=ns). Five participants with ASD
had missing scores on the SCQ (1 child, 4 adults).

(a) The TreeCam
audio/video capture
device.

(b) Illustration of the task environment.
Participants and confederates sat face-
to-face while engaging in a “get to
know each other” dialogue, with the
TreeCam placed in between.

Figure 1: Experimental setup of the TreeCam device,
as well as participants and confederates.

5.3 Audio Data Processing

Audio streams were extracted from audio/video
recordings, and saved in lossless .flac format. A
team of reliable annotators produced time-aligned,
verbatim, orthographic transcripts of audio record-
ings in the transcription software XTrans [26].
Each recording was processed by two junior an-
notators and one senior annotator, all of whom
were undergraduate students and native English
speakers. Before becoming junior annotators for
this cohort, each team member received at least
10 hours of training in Quick Transcription [27]
modified for use with clinical interviews of par-
ticipants with ASD [10, 11, 28]. In addition,
annotators achieved reliability (defined as >90%
in common with a Gold Standard transcript) on
segmenting (marking speech start and stop times)
and transcribing (writing down words and sounds
produced, using the modified Quick Transcription
specification) before beginning independent anno-
tation. Training files included audio recordings of
conversations between individuals with and with-

out autism that were not used in this study.
For CASS recordings, one reliable junior an-

notator segmented utterances into pause groups,
while the second transcribed words produced by
each speaker. A senior annotator then thoroughly
reviewed and corrected each file. All senior anno-
tators had at least 6 months of prior transcription
experience. Final language data were exported
from XTrans as tab-delimited files that were batch
imported into R. Annotations marking non-speech
sounds like laughter, indicators of language er-
rors like stutters, and punctuation were removed,
while other disfluencies (including filled pauses
and whole-word repetitions) remained.

5.4 Speech/Language Features

One hundred twenty-three features were calcu-
lated for each speaker (participant, confederate)
in the Bored condition and the Interested condi-
tion separately, using base R [29], qdap [30], and
Linguistic Inquiry and Word Count (LIWC) soft-
ware [31]. There were six main feature groups:
pause/overlap metrics (12), segment/turn metrics
(6), speaking rate/word complexity metrics (9),
LIWC categories (80), lexical entropy/diversity
measures (5), and parts of speech (9). Formality
and polarity (2) were also computed at the con-
versation level for each speaker, using all words
produced by a given speaker in each condition,
leading to a total of 123 linguistic features. Dif-
ferences between speakers were calculated within
each condition (Participant Interested - Confed-
erate Interested, Participant Bored - Confederate
Bored) and within each speaker across conditions
(Participant Interested - Participant Bored, Con-
federate Interested - Confederate Bored), yielding
8× 123 = 984 features.

LIWC [31] is a commonly used software for an-
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alyzing text-based natural language data. LIWC
relies on a dictionary of words that are grouped by
semantic similarity into lexical categories. These
word-language lexica are designated by a majority
vote by human judges, as are which words that fall
into each, or multiple, of these lexica. This type of
text analysis has been used successfully to analyze
various mental disorders [32], as well as to charac-
terize personality traits from transcribed language
or written text [33].

Lexical features are included in the current
study as they have proven informative in prior
ASD research. For example, the words produced
by interviewing psychologists correlate signifi-
cantly with ASD symptom severity [34]. Bone and
colleagues conducted their analysis across a wide
age range (3.58 to 13.17 years), and interlocutors
were autism experts, but their research nonethe-
less suggests that word choice by conversational
partners could be a potentially sensitive marker of
ASD phenotype. In the current study, confederate
word choice is captured.

Difference metrics were included in our fea-
ture set for two primary reasons. First, the orig-
inal intent of the CASS task was to probe how
individuals with ASD handle variations in con-
versational context, as compared to TD peers.
Thus, within-speaker differences across two con-
texts (Bored interlocutor, Interested interlocutor)
are pertinent relative to the original design. Sec-
ond, interlocutor differences within a given con-
dition were included as a general measure of lin-
guistic accommodation; to study how closely the
speaking rates, pause rates, and preferred conver-
sational topics of the two speakers align. Research
shows that greater linguistic accommodation is as-
sociated with social success [35] and also sug-
gests that reduced accomodation in ASD in child-
hood [36] may improve by adulthood [37].

We recognize that for linear models, introduc-
ing new features as linear combinations of old
features (such as the difference between the In-
terested and Bored conditions) is algebraically
equivalent to not introducing these features at all.
However, by introducing these additional features,
we are guiding the model to learn dependencies
that clinicians deem important and have functional
value in real-world social contexts. This is espe-
cially true when using an automated feature se-
lection technique, such as the f -value employed
here, as these techniques limit the number of di-

mensions that can be used by a model. In the cur-
rent study, rather than requiring our model to learn
to take the difference across two dimensions, we
are giving the model this knowledge a priori, and
thus allowing the model to learn to use this differ-
ence with only one dimension. This type of rea-
soning forms the motivation for sparse coding (see
below).

6 Results and Discussion

6.1 Model Design

Linear logistic regression, also known as the Max-
imum Entropy classifier or the softmax classi-
fier, was used to classify ASD vs. TD. Features
were down-selected before being input into the
model by identifying dimensions with the highest
f -value (largest mean separation between groups).
The model was trained and tested according to
leave one out, with an internal 5-fold cross vali-
dation to determine what percentage of the total
features are kept from the f -value, selected from
0.5%, 1%, 2%, 5%, 10% or 20%. The top scor-
ing f -test values can be seen in Figure 3 for the
different age ranges. We used an `2-regularization
penalty in the cost function in order to smooth out
model coefficients. Our models were implemented
in the Python library SciKit-Learn [38].

We use logistic regression so as to have an in-
terpretable linear model. With more complex non-
parametric and/or non-linear models, it is more
difficult to understand the contribution of different
variables on the model performance. We did not
use a sparsity constraint in the model, such as an
`1 penalty, since we are already imposing sparsity
on the feature space by downsampling the feature
dimension to those features with large f -values.

When designing the model, one may consider
using age or gender as a covariate that automati-
cally adjusts the model parameters, within for ex-
ample a hierarchical Bayes network [39]. There
are at least two difficulties with doing this in a
purely data driven way. First, it introduces many
additional parameters into the model one would
need to learn, which on limited data is subopti-
mal in a statistical sense. Second, such hierar-
chical models are nonlinear, and thus difficult to
interpret, which was an important design crite-
ria for our model. Instead, we chose to use do-
main knowledge from developmental psychology
to strictly define different models for different de-
velopmental age groups.
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Figure 2: Comparison of the classification accuracy
(weighted average of the three age groups) of the ac-
tual age-based split against 1000 randomized splits (not
based on age) where sample sizes and proportions of
classes in each sample were kept same as the actual
split. The black vertical line shows the actual accuracy,
and the red histogram shows the distribution of accu-
racy for random splits. The proportion of the distribu-
tion to the right of the vertical line defines the p-value.

Table 2: Classification accuracy for the three individ-
ual age groups and the entire sample. The weighted
average (based on sample size) accuracy of the three
age-specific models is 0.829 (p < 0.001, see Figure 2).

Age Range of Model Accuracy
8 to 11 0.756

12 to 17 0.806

18 to 50 0.889

Weighted average 0.829

8 to 50 0.686

6.2 Classification Accuracy

Classification accuracy for three age-specific mod-
els, as well as the accuracy of a model for all ages
together (8 and older), are shown in Table 2. Age-
specific models outperformed the single model.
The weighted average of the three age-specific
models, weighted according to number of sam-
ples in each age group, was 0.829. In contrast,
the single model for all ages achieved an accu-
racy of 0.686. Thus, our age-informed approach
resulted in a 20.8% relative increase in accuracy,
p < 0.001 (Figure 2). Again, this is notable as
it contrasts with the standard doctrine in machine
learning that training a model on more data is bet-
ter; in our case we trained three models on roughly
a third of the data each, yielding improved results.

6.3 Distinguishing Features by Age Group

Different linguistic features emerged as important
for distinguishing between TD and ASD partici-

pants in each age group, as seen in Figure 3.

In the 8 to 11 age group, overall pronouns
and personal pronouns predicted diagnostic sta-
tus, such that children with ASD produced smaller
proportions of pronouns than matched TD peers.
In particular, the first person plural pronoun “we”
was used relatively less frequently by the ASD
group, suggesting that children with ASD were
less likely to describe themselves as associat-
ing with others during conversation. Children in
the ASD group also tended to use more out-of-
dictionary words than TD children (i.e., they pro-
duced a smaller percentage of words that were in
the LIWC dictionary, relative to their total word
production), which could be due to children with
ASD talking about specialized, idiosyncratic in-
terests or simply using low-frequency words or
phrases. Finally, children with ASD spoke more
slowly, measured in words per minute with breath
pauses removed, than matched TD children, and
used comparatively fewer verbs (Figure 3a).

Top linguistic features that predicted diagnosis
in the 12 to 17 age group are shown in Figure 3b.
The Bored condition emerged as particularly im-
portant for distinguishing between TD and ASD
adolescents, as did confederate word choice. Pro-
nouns were predictive in this age group as well.
Specifically, the second person personal pronoun
“you” was produced relatively more often by TD
teens in relation to confederates in the Bored con-
dition. This could indicate more attempts by the
TD group to engage with an obviously bored con-
versational partner, and relatively diminished ef-
fort put forth by teens with ASD. Confederates
speaking with autistic teens used words associated
with less authenticity, but greater clout, than when
speaking with TD peers, and responded more of-
ten to TD participants with negations (perhaps in
response to increased questions/comments about
themselves, as indicated by greater use of “you”
by TD teens).

Finally, linguistic features that differentiated be-
tween conversation samples from adults with and
without ASD are shown in Figure 3c. Inter-
estingly, these features were primarily temporal;
for example, top features included the number of
overlapping pauses (interruptions) in the conversa-
tion, as well as the rate of pauses per minute. This
suggests that whereas topics of conversation might
be comparable in ASD and TD adults (i.e., simi-
lar tendencies to discuss occupations or romantic
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(a) Ages 8 to 11.
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(b) Ages 12 to 17.
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Figure 3: Histograms of the top 10 most discriminant features (ranked by f -test value) for the different age ranges
considered, namely middle childhood, adolescence, and adulthood. In all figures, red is the ASD sample, and
blue is the TD sample. Acronyms: PI = participant:interested, PB = participant:bored, PD = participant:difference
(interested-bored), CI = confederate:interested, CB = confederate:bored, CD = confederate:difference (interested-
bored), XI = cross:interested (participant-confederate), XB = cross:bored (participant-confederate).

partners), the way in which conversations occur
may include awkward pauses, interruptions, and
other temporal atypicalities that could negatively
impact conversation quality.

The linguistic features identified in our ma-
chine learning analysis are consistent with prior
research, as well as with observations about ASD
made by clinicians and linguists. Importantly, our
analysis goes a step further by quantifying the ex-
tent to which each of these features is important

for distinguishing diagnostic groups at each age.

6.4 Feature Consistency Across Age Groups

The purpose of this subsection is to quantify which
predictive speech/language features change by age
group (i.e., how many predictive features remain
predictive regardless of age). To do this, we mea-
sured change in the f -value.

Suppose we have age groups (8, 11) and
(12, 17), and would like to compare changes in
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(b) Ages (8,11) and (18,50)
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Figure 4: f -value distances (‖fi − fj‖1) of the actual age-based split against 1000 randomized splits (not based
on age) where sample sizes and proportions of classes were kept same as the actual split. The black vertical lines
show the actual distance, and the red histograms show the distributions of distances for random splits.

f -values between f(8,11) and f(12,17). Since each
participant is associated with 8 × 123 = 984 fea-
tures, as mentioned in Section 6.1, then f(8,11) and
f(12,17) are both 984-dimensional vectors, with
each dimension containing the f -value of its cor-
responding feature. Measuring distances across
dimensions does not make sense in this case, as
each of the individual f -values are calculated in
one dimension independently of each other. Thus,
we use the `1-norm, sometimes referred to as the
Manhattan distance, when measuring these dis-
tances, i.e. ‖f(8,11) − f(12,17)‖1.

Given that the magnitudes ‖f(8,11)‖1 = 1505,
‖f(12,17)‖1 = 1848 and ‖f(18,50)‖1 = 3035, we
see that the changes in magnitude of the feature
importance from one age group to another are pro-
portionally very large, and in fact often exceed, the
magnitude of the features themselves. This tells
us that the specific linguistic features that are im-
portant for distinguishing between ASD and TD,
as defined by the f -test, vary enormously across
age groups, especially when considered against
the scale of the linguistic features themselves (Fig-
ures 4a- 4c, and Table 3).

Table 3: Measuring the extent to which the feature im-
portance changes with the `1-norm, according to each
feature’s f -value, depending on which age group is
under consideration. The p-value corresponds to dis-
tances developed from the null hypothesis where no
age groups are considered, while ensuring correct pro-
portions of ages and classes are kept.

Measurement Value p-value
‖f(8,11) − f(12,17)‖1 2119 0.150

‖f(8,11) − f(18,50)‖1 3025 0.007

‖f(12,17) − f(18,50)‖1 3108 0.005

7 Discussion

In this study, we demonstrated that machine learn-
ing models for classifying and characterizing ASD
improve significantly after incorporating domain
knowledge. Specifically, we showed that mod-
els accounting for developmental changes in spo-
ken language and conversation are more accurate
for distinguishing ASD from typical development,
relative to models resting on the assumption that
language patterns during natural conversation re-
main consistent across ages. We further showed
that linguistic features most strongly predicting
ASD vary significantly across age groups, sug-
gesting that specific atypicalities in the ways that
individuals with ASD use language (versus TD
controls) are not static across development.

These findings highlight the value of machine
learning models that are clinically informed, par-
ticularly for understanding highly heterogeneous
conditions like ASD. Developing separate mod-
els for different age groups (i.e., middle child-
hood, adolescence, and adulthood), we were able
to significantly improve the models’ classification
performance and reliability, despite reductions in
sample size. This bodes well for future appli-
cations of machine learning for studying psychi-
atric conditions. Future research will incorporate
pitch-related features, extend classification to non-
ASD psychiatric conditions, and explore the use of
more complex nonlinear models for classification
and prediction in larger sample sizes.

8 Conclusions and Future Work

This study has implications for our clinical un-
derstanding of ASD across the lifespan. We have
identified sets of precise, objective linguistic fea-
tures that are highly predictive of ASD at three dif-
ferent developmental stages. These features pro-
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vide specific, developmentally-informed interven-
tion targets that could be used to improve language
and conversation skills in individuals with ASD.
We anticipate that additional features identified
through machine learning in other domains could
similarly inform future efforts to develop targeted
clinical interventions.

For future work, we would like to use these
techniques in a longitudinal study for measuring
treatment progress. This can be done by track-
ing feature values of an individual as they change
through time. Additionally, we would like to use
these techniques to see if they can be used to dif-
ferentiate between other mental health disorders,
such as anxiety, depression and obsessive compul-
sive disorder.
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Abstract

Increased access to large datasets has driven
progress in NLP. However, most computa-
tional studies of clinically-validated, patient-
generated speech and language involve very
few datapoints, as such data are difficult (and
expensive) to collect. In this position paper,
we argue that we must find ways to promote
data sharing across research groups, in order
to build datasets of a more appropriate size
for NLP and machine learning analysis. We
review the benefits and challenges of shar-
ing clinical language data, and suggest sev-
eral concrete actions by both clinical and NLP
researchers to encourage multi-site and multi-
disciplinary data sharing. We also propose the
creation of a collaborative data sharing plat-
form, to allow NLP researchers to take a more
active responsibility for data transcription, an-
notation, and curation.

1 Introduction

The Workshop on Computational Linguistics and
Clinical Psychology (CLPsych) has brought to-
gether a strong community of NLP researchers and
clinical experts, working on areas as diverse as the
early detection of dementia through speech anal-
ysis, characterization of the properties of autis-
tic children’s language, identifying signs of de-
pression and anxiety from written text, and many
more. One theme that has emerged over time is the
importance of clinically validated data, and at the
same time, the difficulty in obtaining such data.

For example, and drawing only from the
past proceedings of this workshop, numerous re-
searchers have explicitly mentioned the small size

of their dataset as a limitation of the work (Jar-
rold et al., 2014; Glasgow and Schouten, 2014;
Fraser et al., 2014; Lamers et al., 2014; Bullard
et al., 2016; Parish-Morris et al., 2016; Guo et al.,
2017; Iter et al., 2018). These researchers point
out that the consequences of such small datasets
can include a lack of diversity in and representa-
tiveness of the training data, models which do not
converge to a stable solution, unknown generaliz-
ability to other datasets, difficulty in interpreting
the results, and limited clinical utility.

Other work has sought to overcome these lim-
itations by using data scraped from social media
or web forums (Coppersmith et al., 2014, 2015;
Mitchell et al., 2015). While solving some prob-
lems, this approach introduces others, including
uncertainty around the accuracy of the diagnosis
and, crucially, the lack of a clinically-confirmed
healthy control group (Coppersmith et al., 2014).
Furthermore, such methods of data collection
likely exclude many populations, including chil-
dren and the elderly.

Here, we argue that large, clinically-validated
datasets of patient-generated speech and langauge
are imperative if we want to move the field for-
ward, and that one way to create such datasets is to
join together as a community and commit to find-
ing better ways to share data.

2 Background

The issue of data sharing arises in many fields, in-
cluding NLP more generally (where sharing cor-
pora is strongly encouraged) and medical research
(where data openness varies by domain). Clinical
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NLP sits at the intersection of these two fields, and
thus faces its own unique challenges to data shar-
ing (Chapman et al., 2011).

In NLP, data openness has long been recog-
nized as the key to reproducible research and fair
comparison between competing systems. One ex-
ample of this is the popularity of the “shared
task”, in which systems from different research
groups are trained, validated, and tested on the
same data, allowing precise comparison across
systems and leading to steady improvements in ar-
eas such as machine translation, speaker identifi-
cation, parsing, information retrieval, etc. (Liber-
man and Cieri, 1998). In many areas of NLP, re-
cent improvements in performance and generaliz-
ability have been reported due to the availability of
larger and larger corpora (Jozefowicz et al., 2016;
Koehn and Knowles, 2017).

The value of data sharing has been recognized
in other scientific fields, where it has permitted the
accumulation of massive data sets in areas such as
astronomy and climatology. For example, while it
is not possible for any one telescope to see all parts
of the sky simultaneously, by sharing data with
each other, astronomers can collectively build an
accurate picture of the night sky (Borgman, 2012).
The medical community has also identified im-
portant benefits to sharing data, as well as several
critical practical and ethical challenges (Souhami,
2006; Hansson et al., 2016; Figueiredo, 2017).

In the following sections, we outline the ben-
efits and challenges of data sharing as it applies
specifically to patient-generated speech and text,
within the context of NLP research.

3 Arguments for sharing data

Rationales for sharing data may vary for differ-
ent stakeholders in the academic process (i.e., re-
searchers, funding agencies, study participants).

When it comes to the computational study of
clinical speech data, two broad groups of re-
searchers are involved in the data sharing process:
clinical researchers, who actively collect speech
and language data, and computational linguistics
researchers, who analyse and build models from
the data. Both groups of researchers may be mo-
tivated by the fact that sharing data advances the
state of research and innovation (Borgman, 2012;
Figueiredo, 2017; Campbell et al., 2002; Fischer
and Zigmond, 2010). Through the aggregation of
multiple local studies, researchers are able to cre-

ate a combined data set bigger than any single lab
could reasonably collect (Borgman, 2012; Fischer
and Zigmond, 2010), thus creating a more com-
plete representation of reality. Proposals of in-
novative speech and language measures are more
likely to attract the interest of the medical commu-
nity when the conclusions are backed by a large
study population. These large datasets can also
support the application of complex computational
modelling techniques, such as deep learning, that
are not typically effective for small data.

Data sharing can also be used as a tool to re-
produce and verify previous research (Borgman,
2012; Liberman and Cieri, 1998), which helps to
validate findings for use in a clinical setting. Fur-
thermore, data sharing can also have a profes-
sional benefit to researchers, as it fulfills the re-
quirements of some granting agencies (e.g., NIH
and NSF) (Borgman, 2012; Fischer and Zigmond,
2010), and can increase the citation rates and im-
pact of researchers’ studies (Piwowar et al., 2007;
Figueiredo, 2017).

Societal interest in data sharing, and thereby
that of funding agencies, is motivated differently.
Since funding bodies often support research us-
ing tax revenue, there is interest in making results,
including data, of publicly-funded research avail-
able to the public (Borgman, 2012; Figueiredo,
2017; Pennebaker, 2004). Additionally, data shar-
ing has been found to increase the overall qual-
ity of the produced research. It maximizes the
use of collected data, as it enables others to ask
new questions of existing data (Borgman, 2012;
Figueiredo, 2017; Fischer and Zigmond, 2010)
and diversifies the perspective on these data (Fis-
cher and Zigmond, 2010). Financially, sharing
data leads to a greater return on public invest-
ment in research, since the production costs of data
sets can be shared between different actors (Liber-
man and Cieri, 1998; Fischer and Zigmond, 2010)
and it avoids the generation of duplicate data sets
(Figueiredo, 2017; Liberman and Cieri, 1998; Fis-
cher and Zigmond, 2010).

Participants in studies, including patient and
healthy controls, might be motivated by the mul-
tiple benefits to society listed above. Participants
are also often motivated by making a contribution
to new, improved or safer medical treatments and
want their participation to have the widest possible
impact (Hansson et al., 2016). They are often will-
ing to share de-identified personal data and do not
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necessarily see it as an invasion of their privacy
(Hansson et al., 2016). The willingness to share
data may be even greater in patient populations,
since results from research may directly benefit
themselves or other with the diseases (Souhami,
2006; Hansson et al., 2016).

4 Challenges to sharing data

Despite the many benefits, there are also chal-
lenges within scientific communities that can pre-
vent the sharing of data, including ethical and le-
gal considerations, practical barriers, and the de-
sire for researchers to protect and manage access
to the data that support their research programs.

A primary concern regarding the sharing of
patient data is personal privacy and security
(Souhami, 2006; Childs et al., 2011), which is
magnified in the case of clinical speech and lan-
guage data that will be linked by necessity to per-
sonal health data (e.g., medical diagnosis, cogni-
tive test results). Audio and visual data may not
be possible to fully anonymize, and are also con-
sidered personal information. Study participants
in general are wary of being identified by insur-
ance providers, employers or other third parties as
the risk of exposure of personal information may
result in social or psychological harm (Hansson
et al., 2016). This can lead to inaccurate self-
reporting or even the avoidance of medical care
if a person believes that the disclosure of certain
information (e.g. drug use) will be revealed to oth-
ers, resulting in harm or persecution. Additionally,
even if participants gave consent for the initial data
collection, obtaining consent for the secondary use
of data may be impossible, as patients may be de-
ceased or have relocated (Souhami, 2006).

For these reasons, in some cases it may not be
ethically or legally permissible to share clinical
data, and legal measures are in place to protect the
privacy of patients and research participants. For
example, in the United States medical information
is protected under the Health Insurance Portability
and Accountability Act (HIPAA) and the Health
Information Technology for Economic and Clini-
cal Health Act (HITECH Act) (Annas, 2003; Blu-
menthal, 2010); similar regulations exist in coun-
tries around the world. These policies mean that
data collected by clinicians acting in their clini-
cial capacities may be subject to stricter regulation
than data in traditional academic research. Non-
compliance with federal regulations can result in

fines or loss of license. Additionally, many clini-
cians (including psychologists1 and psychiatrists2)
are bound by a professional code of ethics which
may preclude the sharing of patient data.

Data sharing can be difficult on a practical
level. Often, data collected at separate sites are
not formatted for consistent and comparable shar-
ing (Borgman, 2012). In some cases, audio or
video data may not even exist as a digital file
(MacWhinney, 2007). Limited financial and per-
sonnel resources may prevent the labour-intensive
preparation and documentation of clinical speech
and language data into convenient, transmittable
formats (Campbell et al., 2002; Borgman, 2012).
Different research projects may involve different
speech/language tasks, different recording condi-
tions, different diagnostic criteria, and different
clinical populations, which may limit the extent to
which datasets can be combined across projects.

In addition to these challenges are personal con-
siderations within the research community itself.
Allowing others to work on private datasets could
expose errors within the data or in previous publi-
cations (Childs et al., 2011). A real example of this
can be found in the social psychology literature,
where the re-analysis of data from the implicit as-
sociation test challenged the conclusions of the
original study (Blanton et al., 2009; McConnell
and Leibold, 2009). Data sharing efforts typically
do not factor into tenure or promotional consider-
ations (Borgman, 2012), and there is a perceived
lack of reward or credit for the considerable time
and effort required (Fischer and Zigmond, 2010;
Borgman, 2012). This is compounded by the re-
ality that one’s research may be considered less
novel or innovative, since allowing access to data
resources would allow other researchers to publish
similar work on the same data (Figueiredo, 2017;
Childs et al., 2011; Campbell et al., 2002).

Other concerns relate to the inability to con-
trol the applications of the data and the possibil-
ity of misuse or misinterpretation (Campbell et al.,
2002; Figueiredo, 2017). Research protocols de-
scribe the purpose of the data collection, e.g. im-
proving care and providing timely intervention,
and clinicians may be wary of outside parties us-
ing these data for more profit-oriented objectives.

1https://www.apa.org/ethics/code/
principles.pdf

2https://www.psychiatry.org/
psychiatrists/practice/ethics
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5 Examples of successful data sharing

We now briefly discuss two case studies in suc-
cessful data sharing, while acknowledging that
many other models exist and may also be appropri-
ate to our community (for example, shared tasks).

One successful example of a data repository in
NLP is the Linguistic Data Consortium, or LDC
(Liberman and Cieri, 1998). The LDC manages
dozens of widely-used speech and language cor-
pora, including TIMIT, Gigaword, the Penn Tree-
bank, and many other foundational datasets in
NLP. As of 2018, it has distributed more than
140,000 copies of datasets to over 4,000 organiza-
tions (Cieri et al., 2018). Originally supported by
grants, the LDC has been sustained by member-
ship fees and data sales since 2015. It also has a
scholarship program to provide free data access to
researchers who do not have the resources to pay
for a membership (DiPersio and Cieri, 2016). Par-
ticularly relevant to our discussion here, the LDC
has recently started to move in the direction of cre-
ating clinical databases, including for autism and
neurodegenerative disorders (Cieri et al., 2018).

In the clinical speech research realm, one
successful initiative has been the TalkBank
Project, including AphasiaBank and Dementia-
Bank (MacWhinney, 2007; Forbes et al., 2012).
The project is supported by grants, and members
of the TalkBank consortium are expected, wher-
ever possible, to contribute data of their own.
AphasiaBank has a standard protocol of tasks
that facilitates comparison and aggregation of data
across individual research projects. Furthermore,
demographic and neuropsychological test data are
also given for the participants, and all audio,
video, and transcription files use a common for-
mat. Individual datasets in the database are pro-
tected according to the sensitivity of the data and
the terms of the consent. The project has its own
code of ethics, and provides guidelines for re-
search ethics board applications and consent form
templates. While AphasiaBank was started by and
for researchers, it has become an important re-
source for clinicians and educators as well (Forbes
et al., 2012).

Both platforms can be used as good examples
for how sharing patient-generated clinical speech
and language data can be realized. In particular,
they create a separation between the work of cre-
ating the data from the work of maintaining and
distributing the data (Cieri et al., 2018). They have

also managed the issues of security and data pri-
vacy, and have created standards for data format-
ting and data collection.

However, contributions to TalkBank (and the
limited clinical datasets on the LDC) appear to
be made mostly by clinical researchers, which
still places most of the burden of preparing, docu-
menting, transcribing, and annotating the data on
their shoulders. A more collaborative model of
data sharing, which involves various contributions
from both clinical and computational researchers,
may encourage greater participation.

6 Recommendations

Based on the literature and examples above, we
offer a preliminary (and surely incomplete) set of
recommended best practices to promote collabo-
ration and data sharing. Some actions that can be
taken by researchers who are collecting data that
will aid data sharing include:

• Having a long-term data management plan in
place from the initial stages of a project, and
including it in the funding proposal.

• Obtaining open and transparent consent from
participants, that allows sharing and re-use of
the data and realistically describes the bene-
fits and harms of data sharing.

• Reviewing archival consent forms to deter-
mine if the original terms allow sharing to
any degree.3

• Collecting data that can be anonymized to the
greatest extent possible (e.g., eliciting speech
on more general topics rather than personal
histories, where appropriate).

• Where it is necessary to collect data of a more
personal nature (as will be the case in many
situations arising in couples and family ther-
apy, or in relation to mental health condi-
tions), considering automated or manual ap-
proaches to anonymizing the data, including
offering participants the chance to anonymize
their own data.

• Using file formats and transcription protocols
that are common in the field, as well as a stan-
dardized protocol of tasks and meta-data (e.g.
demographic information).

3For example, see https://talkbank.org/
share/irb/ for some guidelines on this topic.
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Some actions that can be taken by researchers who
intend to make use of shared data that will encour-
age and support data sharing include:

• Making other kinds of contributions to shared
repositories, including: digitized versions of
archival data, transcriptions, scripts for data
processing and feature extraction, spread-
sheets of extracted information, etc.

• Incentivizing data sharing through citations,
acknowledgements, collaborations, and re-
spectful use of the data and adherence to the
relevant codes of ethics.

• Creating resources/platforms to lower the
technical barriers to data sharing, and im-
prove security and privacy of data.

• Communicating openly with the data owners,
both to promote trust and to increase aware-
ness of the kinds of emerging technologies
that can benefit research in the field.

7 Conclusion and next steps

Access to larger datasets would undoubtedly im-
prove the accuracy, generalizability, and clinical
utility of computer models of patient-generated
speech and language. However, clinical data is
expensive and time-consuming to collect. There-
fore, we argue that increased data sharing across
research groups may be the only way to collect
datasets of the size needed for robust machine
learning, and to establish the population norms
and empirical validation that will be required to al-
low NLP technologies to be recognized and used
in clinical practice.

Existing platforms like the LDC and TalkBank
are one option, particularly for sharing existing
data sets. However, other models of data sharing
may also be appropriate. Specifically, we propose
a collaborative platform to support the continuous
aggregation of data in a multi-disciplinary setting,
where different parties can contribute according to
their expertise (e.g., clinicians collect data, NLP
researches transcribe or curate data). This shifts
some of the responsibility from the clinical re-
searchers to the computational researchers, while
increasing the total value of the resulting data re-
source for everyone.

As a first step towards this goal, we advocate for
the creation of a multi-disciplinary working group,
consisting of clinicians and clinical researchers,
patient organizations, and NLP researchers. This

group should carefully review the feasibility of the
recommendations made in the previous section,
gauge interest in such a project from the various
stakeholders, define the concrete requirements of a
platform that would enable multi-disciplinary data
collection and sharing, and determine how it could
be prototyped and sustained through funding, over
a longer period of time. It is essential that clini-
cians take a leading role in defining the concrete
objectives and orientation of this group, ensuring
that clinical research goals and improved patient
outcomes are the main focus.
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Abstract 

Depression is characterized by a self-
focused negative attentional bias, which is 
often reflected in everyday language use. 
In a prospective writing study, we 
explored whether the association between 
depressive symptoms and negative, self-
focused language varies across social 
contexts. College students (N = 243) wrote 
about a recent interaction with a person 
they care deeply about. Depression 
symptoms positively correlated with 
negative emotion words and first-person 
singular pronouns (or negative self-focus) 
when writing about a recent interaction 
with romantic partners or, to a lesser 
extent, friends, but not family members. 
The pattern of results was more 
pronounced when participants perceived 
greater self-other overlap (i.e., 
interpersonal closeness) with their 
romantic partner. Findings regarding how 
the linguistic profile of depression differs 
by type of relationship may inform more 
effective methods of clinical diagnosis 
and treatment. 

1 Introduction 

Depression is often characterized by a negative 
attentional bias, wherein depressed individuals 
view themselves and their surrounding 
environment negatively (Beck, 1967). For 
example, when listening to a string of words, 
depressed individuals are more likely to identify 
negative (rather than neutral) homophones (e.g., 
weak rather than week; Wenzlaff & Eisenberg, 
2001).  Depressed individuals also selectively 
recall negative more than positive experiences 
(Dalgleish & Werner-Seidler, 2014). Further, 
people who are currently depressed associate 
more negative and fewer positive traits with not 

only themselves, but also their parents and 
romantic partners (Gara et al., 1993).  

With depression affecting millions worldwide 
(WHO, 2018) and depression rates increasing for 
adolescents and young adults in particular 
(Twenge, Joiner, Rogers, & Martin, 2017), 
researchers across multiple fields are focused on 
finding more effective methods of early diagnosis 
and treatment. Research at the intersection of 
clinical psychology and computational 
linguistics has extensively examined depressed 
individuals’ language use as an alternative to 
more traditional self-report methods of 
measuring depressive symptomology. Self-
reports can be particularly limited when assessing 
mental health conditions, such as depression, 
which tend to be stigmatized (Crocker & Major, 
1989) and may involve biased self-perceptions 
(Beck, 1967; Beevers, 2005; c.f. Moore & 
Fresco, 2012). Given the limitations of self-
reports, it is necessary to supplement depression 
scales (e.g., Beck Depression Inventory-II, 
Center for Epidemiologic Studies Depression 
Scale Revised) with less explicit measures.  

Language use may serve as an implicit, 
behavioral measure of depression. Many studies 
have found that high rates of first-person singular 
pronouns and negative emotion words correlate 
with higher levels of depression in a variety of 
contexts, such as public social media posts (De 
Choudhury, Counts, Horvitz, & Hoff, 2014; 
Eichstaedt et al., 2018; Schwartz et al., 2014), 
private expressive writing tasks (Rude, Gortner, 
& Pennebaker, 2004), and diagnostic clinical 
interviews (Zimmerman et al., 2016; see 
Holtzman, 2017 for a meta-analysis). Depressed 
individuals’ use of negative emotion words 
coincides with their negative attentional bias 
(Beevers, 2005) and emotion regulation deficits 
(Joorman & Stanton, 2016), while their use of 
first-person singular pronouns corresponds with 
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their tendency to ruminate (i.e., engage in 
repetitive negative thinking about the self; 
Watkins & Teasdale, 2001).  

Despite the clinical importance of behavioral 
indicators of mental health, effect sizes for the 
associations between language and depressive 
symptoms tend to be modest, which limits the use 
of language as a primary clinical outcome or 
ground truth (Baddeley, Pennebaker, & Beevers, 
2012; Holtzman, 2017). For example, recent 
research suggests that self-focused language in 
particular may be better understood as an 
indicator of vulnerability to stress (or 
neuroticism) rather than depression per se 
(Tackman et al., 2018). We propose that some 
questions about the stability of the links between 
language and mental health symptoms stem from 
differences in how individuals experience and 
express depressive symptoms across contexts. In 
the current study, we consider how linguistic 
indicators of depression—presumably reflecting 
depressive symptoms and self-regulatory 
processes—vary across written descriptions of 
recent interactions with family, friends, and 
romantic partners.  

Not all language categories are created equal. 
People tend to be less conscious of their use of 
function words (i.e., words that define syntax and 
express how people communicate, such as articles 
and pronouns) than content words (i.e., words that 
reflect conversation topic or what people are 
saying, such as nouns and verbs; Tausczik & 
Pennebaker, 2010). Function words make up a 
miniscule portion (<.1%) of the total words in an 
individual’s repertoire, yet they comprise over 
half of the words used in everyday conversation 
and writing (Chung & Pennebaker, 2007). In 
some instances, first-person singular pronouns (I, 
me, my) predict levels of depression to a greater 
degree than do negative emotion words (De 
Choudhury et al., 2014), perhaps because function 
words may be less easily regulated than content 
words (Bell, Brenier, Gregory, Girand, & 
Jurafsky, 2009; Garrod & Pickering, 2016).  

For example, mothers with postpartum 
depression (a major depressive episode following 
childbirth) were more likely to use first-person 
singular pronouns in their Facebook posts than 
were non-postpartum depression mothers, but 
their use of negative emotion words did not differ 
(De Choudhury et al., 2014). Follow-up 
interviews with those mothers revealed that many 

of their concerns with respect to posting about 
their depression stemmed from possible judgment 
from friends. Thus, content words (e.g., negative 
emotion words), which people are more conscious 
of, may be more easily censored in everyday 
language use, whereas function words (e.g., first-
person singular pronouns) and syntax are less 
easily censored as they are processed more 
rapidly (Segalowitz, & Lane, 2000), with less 
conscious attention and control (Pulvermüller, 
Shtyrov, Hasting, & Carlyon, 2008). 

Other social factors may play a role in the rate 
at which depressed people use certain content and 
function word categories. For instance, depressed 
individuals may disclose more or less while 
talking with certain people in their daily lives 
(Altman & Taylor, 1973). Specifically, students 
with higher levels of depression were more likely 
to use negative language while having a 
conversation with a friend rather than a stranger 
(Segrin & Flora, 1998). Naturalistic recordings of 
everyday life also show that depressed individuals 
are more likely to use negative emotion words in 
conjunction with self-focused speech (e.g., “I feel 
guilty”) as well as when speaking with romantic 
partners than others (e.g., coworkers; Baddeley et 
al., 2012). Perhaps depressed individuals feel less 
obligated to maintain a socially desirable front 
with and thus are more comfortable 
communicating negative affect to romantic 
partners. Alternately, close relationships may be a 
source of distress or depressive symptoms rather 
than a buffer against stress for some individuals 
in distressed relationships (Kiecolt-Glaser & 
Newton, 2001; Joyner, & Udry, 2000). Romantic 
breakups, which often follow a pattern of negative 
interactions with romantic partners (Gottman & 
Levenson, 2000), are a common trigger for 
adolescents’ first depressive episodes (Monroe, 
Rhode, Seeley, & Lewinsohn, 1999). 

Intimate relationships powerfully impact 
mental health, having the potential to both protect 
against and cause significant psychological 
distress. Close interpersonal relationships are 
typically viewed a hallmark of mental health, as 
they foster feelings of belongingness or satisfy the 
fundamental need to belong (i.e., people have a 
basic desire to develop long-term close 
relationships with others; Baumeister & Leary, 
1995). Decreased feelings of belongingness are 
strongly associated with depressive symptoms 
(Choenarom, Williams, & Hagerty, 2005; 
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Hagerty & Williams, 1999). Furthermore, chronic 
self-focus is bidirectionally associated with 
loneliness (Cacioppo, Chen, & Cacioppo, 2017), 
and loneliness is a major risk factor for 
depression, independent of related constructs 
such as perceived social support and stress 
(Cacioppo, Hughes, Waite, Hawkley & Thisted, 
2006). Thus, decreased belongingness may serve 
as a possible mechanism that links negative 
emotion word and first-person singular pronoun 
use with depression. The social construct of 
belongingness may help explain why depressed 
individuals tend to use negative self-focused 
language in the presence of those close to them. 

1.1 Hypotheses 

Earlier research has focused on examining 
depressed individuals’ language use in the context 
of in-person conversations with intimate versus 
non-intimate others (Baddeley et al., 2012; Segrin 
& Flora, 1998). We determined to test whether 
these results would replicate when depressed 
individuals reflect on and write about—rather 
than speak with—their significant others. In 
particular, we predict that when asked to think 
about and describe the most recent interaction 
with a romantic partner, close friend, or family 
member, those with higher levels of depression 
will be more likely to use negative self-focused 
language in their written responses.  

Furthermore, we hypothesize that depressed 
individuals’ language use in their written 
recollections of their significant other should be 
dependent on their level of belongingness or 
interpersonal closeness. In other words, those 
with higher levels of depression will use more 
negative self-focused language to a greater degree 
if they indicate higher levels of belongingness or 
interpersonal closeness with their indicated 
significant other. 

Finally, because anxiety is often co-morbid 
with depression and the two mental health 
conditions have significant symptomological 
overlap (i.e., both are characterized by negative 
affect and self-focus), it is important to determine 
whether any statistical effects are solely 
attributable to depression or may stem from 
anxiety as well (Tennen, Hall, & Affleck, 1995).  

2 Method 

Texas Tech University undergraduates enrolled in 
a general psychology course (N = 243; Mage = 
19.7, SDage = 2.94; 62.6% female) participated in 
an online survey for course credit. Three 
participants did not complete the depression scale 
and thus could not be included in the depression 
analyses. Upon providing their electronic consent, 
students were asked to take the time to reflect on 
one person in their life they deeply care about, 
such as a family member, a close friend, or a 
romantic partner. Once they successfully 
visualized this person in their mind, they were 
instructed to describe the last interaction they 
experienced with them in a detailed written 
response. Interactions were broadly defined, 
encompassing in-person as well as distant (e.g., 
over the phone or internet) encounters. 
Participants were asked to indicate the exact date 
of their interaction to ensure compliance with the 
request to write about the most recent interaction 
with a significant other. Less than 8% (n = 19) of 
the 243 participants identified dates that were 
significantly discrepant from the time of their 
participation in the study (>4 months, or roughly 
one semester). For each model reported below, 
our conclusions were identical when excluding 
those 19 participants from the sample. Following 
the writing task, participants completed various 
questionnaires in order to assess their mental state 
and demographic information. All 
questionnaires—including those on depression, 
anxiety, belongingness, and demographics—were 
administered after the writing task to avoid any 
potential carryover effects on individuals’ 
recollections or language use. 

2.1 Measures 

Depression. The Center for Epidemiologic 
Studies Depression Scale Revised (CESD-R; 
Eaton, Smith, Ybarra, Muntaner, & Tien, 2004) 
was used to measure participants’ depressive 
symptoms and categorize participants as having 
subclinical depression or not. The CESD-R 
includes 20 items, each of which belong to 
various symptom categories of depression: 
Dysphoria, anhedonia, appetite, sleep, 
thinking/concentration, worthlessness, fatigue, 
agitation, and suicidal ideation (Eaton et al., 
2004). Participants were asked to indicate how 
often they felt depressive symptoms (e.g., 
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“Nothing made me happy”) over the past two 
weeks on a scale of 0 (not at all or less than one 
day last week) to 4 (nearly every day for two 
weeks; Eaton et al., 2004). Utilizing the CESD-
style scoring system, where the two highest 
responses are given the same score of 3 (Eaton et 
al., 2004), 53.8% of the present sample had a 
score of less than 16 and 46.3% had a score of 
equal to or greater than 16, meeting the criteria for 
subclinical depression (M = 16.6, SD = 13.3). 

Anxiety. In addition to the CESD-R, 
participants were given the Generalized Anxiety 
Disorder 7-Item (GAD-7; Spitzer, Kroenke, 
Williams, & Löwe, 2006) scale to assess their 
level of anxiety. Items comprised of GAD-7 are 
based on diagnostic criteria for generalized 
anxiety disorder, such as excessive anxiety (e.g., 
“Worrying too much about different things”), 
difficulty controlling anxiety (e.g., “Not being 
able to stop or control worrying”), and key 
symptoms associated with experiencing anxiety 
(e.g., “Becoming easily annoyed or irritable”; 
Spitzer et al., 2006). Participants were asked to 
rate how often they were experiencing each 
symptom on a scale of 0 (not at all) to 3 (nearly 
every day) within the last two weeks (Spitzer et 
al., 2006). The current sample had relatively low 
anxiety (M = 6.8, SD = 5.8). Nearly half (46.5%) 
of the sample reported little to no anxiety (scoring 
0-4 on the GAD-7), 22.2% had mild anxiety 
(scoring 5-9), 19.8% had moderate anxiety 
(scoring 10-14), and 11.5% were severe (≥15). 

Belongingness. Three separate scales were 
used to measure the exploratory mechanism of 
belongingness: The Need to Belong (NTB; Leary, 
Kelly, Cottrell, & Schreindorfer, 2013) scale, the 
Interpersonal Needs Questionnaire (INQ; Van 
Orden, Cukrowicz, Witte, & Joiner, 2012), and 
the Inclusion of Other in the Self (IOS; Aron, 
Aron, & Smollan, 1992) scale.  

The NTB scale is a trait measure of 
belongingness consisting of ten items, wherein 
participants identify how strongly they agree or 
disagree (on a scale of 1 = strongly disagree to 5 
= strongly agree) with statements concerning 
their desire for interpersonal interaction and 
acceptance from others (e.g., “I do not like being 
alone” and “I want other people to accept me”; 
Leary et al., 2013).  

The INQ is a state measure of perceived 
burdensomeness and thwarted belongingness for 
which participants indicate how they feel each of 

15 statements (e.g., “These days, the people in my 
life would be better off if I were gone” and “These 
days, I feel disconnected from other people”) 
accurately represent their beliefs about 
themselves and others on a scale of 1 (not at all 
true) to 7 (very true; Van Orden et al., 2012).  

The IOS scale is a single-item measure of 
interpersonal closeness (Aron et al., 1992). 
Participants are presented with seven pairs of 
circles with varying degrees of overlap (Aron et 
al., 1992). For each pair, one circle represents the 
self and one circle represents the other (Aron et 
al., 1992). Participants identify which circle pair 
correctly embodies their relationship with a 
specified other (Aron et al., 1992; Figure 1). 
 

 
 
Figure 1: Levels of self and other overlap in the IOS 
scale (Aron et al., 1992).	 
 
In the present study, we asked participants to 
select the circles that best represented their 
relationship with the person they had previously 
described in the writing task. 

2.2 Computerized Text Analysis 

LIWC. Participant responses were analyzed with 
the Linguistic Inquiry and Word Count (LIWC; 
Pennebaker, Booth, Boyd, & Francis, 2015) 
software. LIWC is an objective measure that 
facilitates quantitative research in language. 
Users may import any given text(s) into the 
software, wherein LIWC outputs the frequency—
specifically, the percentage—of word categories 
in each text. LIWC compares each text to its 125 
psychological (affect, cognitive processes), 
topical (death, family), and grammatical 
(auxiliary verbs, personal pronouns) language 
categories. In the current study, we focused on 
rates of first-person singular pronouns (I, me, my) 
and negative emotion words (stress, resent, 
lonely). The negative emotion language category 
is made up of anxiety (upset, worry), anger (hate, 
annoy), and sadness (cry, hurt) words as well as 
some generic affective terms (bad, :(, apath*) that 
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do not easily fit into specific subcategories. With 
negative emotion words and first-person singular 
pronouns positively correlated (r = .20, t(241) = 
3.15, p = .002, (95% CI [.07, .32]), we created a 
composite negative self-focus variable by 
averaging the standardized (i.e., z-scored) rates of 
negative emotion words and first-person singular 
pronouns.  

2.3 Statistical Analyses 

Regression analyses computed on R (version 3.5.2; 
R Core Team, 2018) assessed whether CESD-R 
levels of depression predicted negatively self-
focused language use moderated by significant 
other (i.e., romantic partner, close friend, or family 
member). We also regressed language use on the 
interaction among depression, significant other, 
and belongingness (or interpersonal closeness) 
with separate models for each measure of 
belongingness (i.e., NTB scale, INQ, and IOS 
scale). Lastly, all models described were re-
analyzed with GAD-7 levels of anxiety in place of 
CESD-R levels of depression. 

Depression, anxiety, as well as perceived 
burdensomeness and thwarted belongingness 
(measured by the INQ) were all positively skewed 
and subsequently log transformed. The remaining 
variables were either categorical (e.g., 
interpersonal closeness measured by the IOS scale) 
or normally distributed (e.g., negative self-focused 
language, belongingness measured by the NTB 
scale) and did not require transformation. All 
variables analyzed were standardized. 

3 Results 

3.1 Depression 

Consistent with our predictions, when writing 
about a loved one, significant other significantly 
moderated the association between depression 
and negative self-focused language, b = .37, SE = 
.14, t(234) = 2.63, p = .009, 95% CI [.09, .65]. 
Follow-up simple slope analyses revealed that 
those with higher levels of depression were 
significantly more likely to use negative self-
focused language when writing about the last 
interaction they had with romantic partners (b = 
.33, SE = .10, t(79) = 3.13, p = .002, 95% CI [.12, 
.53]) or, to a lesser extent, friends (b = .20, SE = 
.10, t(55) = 2.04, p = .046, 95% CI [.004, .40]), 
but not family members, b = -.05, SE = .10, t(100) 
= -0.45, p = .655, 95% CI [-.25, .16] (Figure 2).	 

 
 
Figure 2: Depression predicting rates of negative self-
focused language moderated by significant other. 
 

Scales b SE df t p 95% CI 
IOS .17 .09 228 1.87† .063 -.01, .35 
NTB -.12 .15 228 -0.85 .397 -.41, .16 
INQ -.10 .14 228 -0.74 .459 -.38, .17 

 
Table 1: Results for the three-way interaction effects 
of depression, significant other, and each measure of 
belongingness. p < .1† 
 

 
 
Figure 3: Depression predicting rates of negative self-
focused language in recollections of significant others 
moderated by perceived self-other overlap. 
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SO IOS b SE df t p 95% CI 
Partner Low .24 .13 43 1.86† .070 -.02, .50 

 High .50 .18 34 2.86** .007 .15, .86 
Friend Low .26 .12 40 2.15* .038 .02, .50 

 High -.001 .16 13 -0.01 .995 -.34, .34 
Family Low -.10 .18 41 -0.54 .592 -.47, .27 

 High -.01 .12 57 -0.07 .947 -.25, .23 

 
Table 2: Simple slope results for the three-way 
interaction effect of depression, significant other, and 
IOS. p < .01**, p < .05*, p < .1† 
 

Partly consistent with our predictions, analyses 
revealed a marginal three-way interaction effect 
of depression, significant other, and inclusion of 
other in the self predicting negative self-focused 
language (b = .17, SE = .09, t(228) = 1.87, p = 
.063, 95% CI [-.01, .35]; Table 1). To assess the 
simple slopes of the interaction, we used a median 
split to convert IOS (median = 5) from a 7-level 
categorical variable to a 2-level categorical 
variable (i.e., Low IOS = scores of 5 and lower, 
High IOS = scores higher than 5). Simple slope 
analyses demonstrated that those with higher 
levels of depression were significantly more 
likely to use negative self-focused language when 
writing about an interaction with their romantic 
partner if they indicated high self-other overlap (b 
= .50, SE = .18, t(34) = 2.86, p = .007, 95% CI 
[.15, .86]; Figure 3).  

Simple slope analyses also indicated that those 
with higher levels of depression were 
significantly more likely to use negative self-
focused language when writing about a friend if 
they identified low self-other overlap (b = .26, SE 
= .12, t(40) = 2.15, p = .038, 95% CI  [.02, .50]; 
Figure 3). All other simple slopes regarding the 
interaction effect for depression, significant other, 
and inclusion of other in the self were 
nonsignificant (all ps > .05; see Table 2). 
Similarly, the two remaining three-way 
interaction effects with belongingness (as 
measured by the NTB scale) as well as with 
perceived burdensomeness and thwarted 
belongingness (as measured by the INQ) as 
separate moderators were nonsignificant (ps > .1; 
Table 1). 

3.2 Anxiety 

To determine whether the findings might also 
extend to anxiety, we ran all the aforementioned 
models replacing CESD-R depression with GAD-
7 anxiety. When writing about a loved one, 
significant other did not significantly moderate 

the association between anxiety and negative self-
focused language, b = -.02, SE = .14, t(237) = -
.13, p = .898, 95% CI [-.29, .26]. Three-way 
interaction effects with interpersonal closeness 
(as measured by the IOS scale; b = .11, SE = .09, 
t(231) = 1.23, p = .218, 95% CI [-.07, .29]) as well 
as with perceived burdensomeness and thwarted 
belongingness (as measured by the INQ; b = -.12, 
SE = .14, t(230) = -.86, p = .389, 95% CI [-.39, 
.15]) as separate moderators were not significant. 
Results showed a significant three-way 
interaction effect of anxiety, significant other, and 
belongingness (as measured by the NTB scale) 
predicting negative self-focused language (b = -
.32, SE = .16, t(231) = -2.02, p = .045, 95% CI [-
.62, -.01]). However, follow-up simple slope tests 
did not reach significance (all ps > .05), 
suggesting that the social mechanisms of negative 
self-focused language implicated in depression 
may not extend to anxiety. Alternatively, our 
sample may simply have had insufficient levels of 
anxiety. With roughly 32% of the sample 
identifying as moderately to severely anxious 
(compared with about half of the sample scoring 
as subclinically depressed), a lack of power could 
explain the null effects regarding anxiety. 

4 Discussion  

Due to stigma against mental illness and 
individuals’ desire to be viewed positively, people 
may be reluctant to openly disclose depressive 
symptoms on self-report surveys or in daily 
interactions. Individuals with depression perceive 
themselves and the world around them in a 
negative light (Beck, 1967). Although this 
negative attentional bias is reflected in everyday 
language use in conversations with romantic 
partners (Baddeley et al., 2012) and friends 
(Segrin & Flora, 1998), depressed individuals 
tend to not use more negative language than 
others on average (e.g., in naturalistic recordings 
of students’ conversations over the course of 2 
week days; Mehl, 2006).  

Extending findings from naturalistic 
recordings of spoken conversations, we found that 
depressed individuals are more likely to use 
negative self-focused language when writing 
about romantic partners and friends but not 
family. Such results are consistent with past 
research on depression and recall, which suggest 
that depressed individuals have a tendency to 
attend to (Beevers, 2005) and remember 
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(Dalgleish & Werner-Seidler, 2014) negative 
stimuli more than positive or neutral stimuli.  

In addition, our analyses revealed that 
interpersonal closeness might serve as a potential 
mechanism to help understand depressed 
individuals’ recall of and disclosure to romantic 
partners and friends. Specifically, depressed 
individuals perceiving a high overlap between 
themselves and their romantic partner as well as 
depressed individuals perceiving a low overlap 
between themselves and their friend were more 
likely to use negative self-focused language in 
their written recollections.  

Perhaps depressed individuals view their 
romantic partners as an extension of themselves 
and, thus, feel more comfortable ruminating while 
thinking about them. For example, one participant 
scoring high on CESD-R depression (score = 54), 
interpersonal closeness (IOS = 7), and negative 
(4.01%) self-focused (7.66%) language describes 
their relationship with their partner as such: 
 

“We are two stubborn asses that have 
everything at our damn finger tips and 
too stupid, stubborn, and prideful to 
move forward … I’m so frustrated I think 
I’ll have to buy a new keyboard when I’m 
done here.” 

 
In the first sentence, this participant confirms 
their interpersonal closeness, relaying how they 
perceive their partner as quite similar to 
themselves. In the second sentence, the 
participant demonstrates their negative self-focus, 
expressing their own frustration of the encounter. 
In cases like this, perhaps interpersonal closeness 
with a romantic partner exacerbates depressive 
symptomology, particularly if the partner shares 
their negative affective tendencies. Being 
exposed to negative self-relevant stimuli—such 
as seeing negative aspects of the self reflected in 
a romantic partner—triggers episodes of 
rumination, which in turn aggravates symptoms 
of depression (Beevers, 2005). 

On the other hand, another participant scoring 
a bit lower on CESD-R depression (score = 29)—
but still meeting criteria for subclinical 
depression—interpersonal closeness (IOS = 6), 
and negative (1.33%) self-focused (11.95%) 
language discusses how they feel comfortable 
disclosing to their close friend: 
 

“In the past, when I have felt like I could 
not talk to anyone else about my 
problems and the things that are causing 
me stress, I have always been able to vent 
my issues to him.” 

 
The participant’s recollection of their close friend 
appears to embody a more adaptive style of coping 
than the previous participant’s almost violent 
frustration with their romantic partner. Examining 
the discrepancy between these two participant 
responses reveals how interpersonal closeness with 
a significant other may be helpful for depressed 
individuals to a certain extent. Specifically, if the 
depressed individual perceives themselves as 
indistinguishable from their significant other 
because of shared negative experiences or traits, 
such interpersonal overlap may heighten 
depression by triggering rumination. In contrast, if 
the depressed individual perceives a strong self-
other overlap because they feel that they may rely 
on that person for support, such interpersonal 
closeness may alleviate depressive symptomology.  

Closeness, rather than the relationship type per 
se, may be responsible for differences in negativity 
across recalled interactions. Perceived 
interpersonal closeness tends to be stronger with 
romantic partners than with friends (Quintard, 
Jouffre, Croizet, & Bouquet, 2018), which may 
account for the significant interaction effect 
involving depressed individuals’ high rates of 
negative self-focused language when recalling an 
experience with a friend they were less 
interpersonally close with. In other words, if 
perceived self-other overlap is inherently less 
between friends than romantic partners, then it 
stands to reason that the positive correlation 
between depression and negative self-focused 
language is robust for low rather than high IOS. 

In any case, social support is heavily implicated 
as a proponent of relieving stress and promoting 
positive (mental and physical) health outcomes 
(Cohen & Wills, 1985). However, depressed 
individuals tend to withdraw from their social 
networks (Segrin, 2000; Segrin & Abramson, 
1994). During depressive episodes—when social 
support is arguably needed most—individuals with 
depression may feel as though they do not belong 
and struggle to seek or obtain help (Schaefer, 
Kornienko, & Fox, 2011). Being able to rely on a 
significant other may lessen the degree of social 
repercussions of depression. Thus, differences in 
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how depressed individuals use language with the 
people in their lives could potentially inform more 
effective methods of diagnosis and treatment of the 
disorder. Future research will explore social-
cognitive mechanisms that may explain 
discrepancies in how depressive symptoms 
manifest in language use across social contexts. 

4.1 Future Directions and Limitations 

The present results converge with previous 
findings regarding everyday interactions with 
romantic partners (Baddeley et al., 2012). That is, 
people’s recollections of recent interactions align 
with naturalistic data on how those conversations 
actually unfold. In particular, the rate at which 
negative self-focused language is used similarly 
across recollections and recordings of 
conversations with romantic partners provides 
further evidence of depressed individuals’ negative 
attentional bias. However, our results are limited 
by the fact that—unlike Baddeley et al. (2012)—
we cannot compare across interactions within 
person. It may be useful, in future studies, to use 
within-person designs to examine how the same 
person discusses family, friends, romantic partners, 
and acquaintances or colleagues.  

The present study took a simplified approach to 
analyzing individuals’ language use, focusing 
exclusively on two robust dictionary-based 
markers of depression: negative emotion words 
and first-person singular pronouns. We adopted 
that approach partly because the texts we analyzed 
were from a modest sample of individuals writing 
relatively short texts. In larger samples, it would be 
possible to apply more complex models of 
depressed and depression-prone language built, in 
part, on the results of larger social media studies or 
corpus analyses (Coppersmith, Dredze, Harman, & 
Hollingshead, 2015; Eichstaedt et al., 2018; 
Mowery et al., 2017; Resnik, Armstrong, 
Claudino, Nguyen, Nguyen, & Boyd-Graber, 
2015; for a review, see Guntuku, Yaden, Kern, 
Ungar, & Eichstaedt, 2017). Such models could 
provide a more complete picture of the degree to 
which a depressed or at-risk individual “sounds” 
depressed—or uses linguistic features correlated 
with depression—across social contexts. Word or 
phrase-level analyses can be psychologically 
revealing in large samples (N > ~5,000) but do not 
generalize well to smaller samples, where 
particular word-level indicators of depression 

symptoms may only appear in a small percentage 
of total texts (Schwartz et al., 2013).  

The aim of studying a nonclinical population 
was partly to advance research on preventing 
depression in individuals with subclinical 
depression or risk factors for depression. However, 
because our results are cross-sectional and 
correlational, it remains unclear whether 
participants’ increased negative self-focus in 
recollections of interactions with romantic partners 
represents a risk factor for future depression, a 
cause of depressive symptoms, or an adaptive way 
of dealing with early depressive symptoms.  

Selectively recalling or disclosing negative 
affect (or “venting”) with romantic partners and 
masking depression symptoms from close friends 
and family may be an effective coping strategy, 
given that depression tends to cause friends to 
withdraw (Schaefer et al., 2011). To the degree that 
people are aware of the stigma against mental 
health conditions or depression, they may 
strategically disclose negative emotions to the 
people with whom they are most securely attached, 
which for a majority of adults is likely to be 
romantic partners more often than friends or family 
(Feeney, 2004). Indeed, although self-disclosure is 
overall healthy for individuals and relationships 
(Hendrick, 1981), the most personal disclosures—
such as discussing depressive symptoms—are 
commonly reserved for one or two close friends or 
partners (Altman & Taylor, 1973; Saramäki et al., 
2014). 

To further understand how people interact with 
and think about various others in their lives, future 
research may focus on separately analyzing 
recollections of recent versus salient interactions 
(i.e., asking participants in the same study to 
recount the most recent and the most impactful or 
memorable interactions with family, friends, and 
romantic partners). For romantic partners in 
particular, it may be the case that currently-
depressed individuals’ most recent interactions are 
largely negative (reflecting their present mental 
state), but their most salient memories of that 
person will be positive to the degree that they feel 
close or securely attached with them. 

Also of interest for future research is uncovering 
why recent recollections of family members do not 
seem to impact depressed individuals’ language 
use. Depressed individuals may mask their 
negative self-focused symptoms during 
interactions with family so as to prevent them from 
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worrying about them. Although depression is 
stigmatized across multiple social contexts (Halter, 
2004), concealing depressive symptoms in order to 
protect family members may ironically be more 
prevalent in cultures that are more collectivist or 
place more importance on family, such as Latinx 
communities (Uebelacker et al., 2012).  

An alternate explanation of our results is that 
family members may elicit less negative affect than 
do romantic partners. However, our preliminary 
(not yet published) results from a comparison of 
how depression forum users talk about their 
relationships across diverse forums on Reddit 
(based on posts containing variations of the phrase 
“my [social role],” e.g., “my dad”) suggest that 
family members are described more negatively on 
social media than are friends or romantic partners. 
Based on those findings and the present results, we 
speculate that although depressed or depression-
vulnerable individuals’ everyday interactions with 
family members are low in negative affect, family 
members elicit at least as much negative affect as 
romantic partners or friends in general. 

Our research may have relevance for therapeutic 
treatment of depression, especially in the context 
of family systems therapy or couple therapy. 
Observing how partners or family members 
interact, asking about recent interactions, and 
identifying potentially dysfunctional behaviors in 
these interactions are typically key parts of family 
systems and couple therapies, across therapeutic 
approaches (Barbato & D’Avanzo, 2008; 
Minuchin, 2013). Quantitative and qualitative text 
analyses have the potential to further inform how 
clients’ symptoms vary across interactions with 
family and romantic partners, which in turn may 
help clinicians provide tailored advice on how to 
navigate important relationships in their lives.  

Finally, the impact of our conclusions must be 
tempered by the fact that our results are from one 
relatively small, correlational study of writing by 
college students. Our trust in the present findings is 
buttressed by the fact that they align with previous 
work (e.g., Baddeley et al., 2012); however, future 
replications based on larger and more diverse 
samples are necessary before substantially building 
on these results.  Other limitations include latent 
(unmeasured) variables, such as relationship length 
and the flexibility with which participants’ most 
recent interactions were defined (remote vs. in-
person). For instance, perceived belongingness or 
interpersonal closeness may be a function of how 

long the individuals have been romantic partners or 
friends—that is, longer relationships may predict 
stronger feelings of belongingness. Also, whether 
participants’ interactions were over the phone, in 
person, or computer-mediated may play a role in 
what they are able to recall (e.g., in-person 
conversations may be more salient and thus allow 
for more vivid or accurate recollections). Future 
research should incorporate such variables into the 
current models. 

4.2 Conclusion 

A prospective, exploratory writing study assessed 
the association between interpersonal closeness, 
depression, and the language used to describe 
intimate relationships. We found that self-focused 
negativity positively correlates with self-reported 
depressive symptoms in recollections of recent 
interactions with close romantic partners, but not 
close family or friends.  

Our results underline the importance of 
considering how symptoms of mental health 
conditions manifest differently across social 
contexts. Past mixed results regarding the 
linguistic signature of depression (Holtzman, 
2017; Tackman et al., 2018) or, more broadly, 
positive and negative affect (Sun, Schwartz, Son, 
Kern, & Vazire, 2019), may be partly due to the 
self-regulatory exigencies of different relationships 
and social interactions. People do not experience 
mental health symptoms in a vacuum, but rather 
interact dynamically with their physical and social 
environments. Individuals take on different roles—
and to some degree become different people, who 
may have different constellations of mental health 
symptoms and reveal those symptoms in different 
ways—across various social contexts.  

The end goal of most computational linguistics 
research on mental health is arguably to not only 
identify linguistic features that correlate with some 
clinical outcome, but also to improve clinical 
diagnosis and treatment. We argue, and our results 
suggest, that we can only advance from the lab to 
reality, or predictive models to practice, by 
increasingly taking the nuances of person-situation 
interactions into consideration. We propose that 
research in this area should consider not only 
practical aspects of the environment, such as topics 
or social media platforms, but also social 
psychological variables, including individuals’ 
relationships with and closeness to the people they 
are discussing.   
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Abstract

We explore linguistic indicators of schizophre-
nia in Reddit discussion forums. Schizophre-
nia (SZ) is a chronic mental disorder that af-
fects a person’s thoughts and behaviors. Iden-
tifying and detecting signs of SZ is difficult
given that SZ is relatively uncommon, affect-
ing approximately 1% of the US population,
and people suffering with SZ often believe that
they do not have the disorder. Linguistic ab-
normalities are a hallmark of SZ and many of
the illness’s symptoms are manifested through
language. In this paper we leverage the vast
amount of data available from social media
and use statistical and machine learning ap-
proaches to study linguistic characteristics of
SZ. We collected and analyzed a large corpus
of Reddit posts from users claiming to have
received a formal diagnosis of SZ and iden-
tified several linguistic features that differenti-
ated these users from a control (CTL) group.
We compared these results to other findings
on social media linguistic analysis and SZ. We
also developed a machine learning classifier
to automatically identify self-identified users
with SZ on Reddit.

1 Introduction

Schizophrenia is a serious mental illness that af-
fects roughly 1% of the US population (NIMH,
2019) and is reportedly one of the 25 top causes
of disability around the world (Vos et al., 2015).
Symptoms of the disorder are categorized as posi-
tive symptoms (e.g., delusions, hallucinations, dis-
organized thinking) or negative symptoms (e.g.,
diminished emotional expression, anhedonia, aso-
ciality) (APA, 2013). Individuals with SZ are
at an elevated risk for suicide; an estimated 4-
5% of people diagnosed with SZ die from sui-
cide (Hor and Taylor, 2010; Carlborg et al., 2010).
Early detection and diagnosis of the disorder has
been speculated to improve long-term outcomes

for people suffering with SZ (Birchwood et al.,
1997). However, early detection and diagnosis of
SZ is challenging given that it is a relatively un-
common disease and diagnostic measures are re-
liant on self-report measures. Additionally, many
people suffering from the disorder genuinely do
not believe they have SZ (Rickelman, 2004).

Linguistic abnormalities are prominent symp-
toms of SZ (APA, 2013). Some of the linguistic
markers associated with people with the illness in-
clude diminished emotional expression, incoher-
ence, derailment, tangentiality, co-reference fail-
ure and lexical and syntactical errors (Rochester
and Martin, 1979; Harvey and Serper, 1990;
Hoekert et al., 2007; Covington et al., 2005; Ku-
perberg, 2010). Much of the research on language
and SZ has focused on analyzing transcriptions of
spoken language and handwritten samples, which
tend to be small, manually collected datasets.

Some recent research has focused on analyz-
ing language from social media posts (Birnbaum
et al., 2017; Lyons et al., 2018; Coppersmith et al.,
2015; Mitchell et al., 2015). With the advent of
social media, many people who suffer from vari-
ous forms of mental illness have found a sense of
community and support, and these platforms offer
a mode of expression for discussing their experi-
ences openly online. Additionally, many online
platforms allow users to post anonymously, giving
users a sense of security and anonymity to discuss
their experiences and struggles without the fear of
being stigmatized or discriminated against (Bal-
ani and De Choudhury, 2015; Berry et al., 2017;
Highton-Williamson et al., 2015).

There are many advantages to leveraging so-
cial media data for analyzing the linguistic char-
acteristics of SZ. This open discussion enables the
collection and annotation of social media posts
of relatively uncommon disorders such as SZ.
These corpora can be collected using automated or
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semi-automated methods, and enable analysis on
a much larger scale. Regular social media use has
risen above two billion users worldwide (Kemp,
2014), and youth comprise the largest and fastest
growing demographic of social media users – over
90% of youth in the US reportedly engage in so-
cial media on a daily basis (Lenhart et al., 2015).
Studying SZ among social media users can be
useful for identifying early stages of the disorder,
which is critical for early intervention.

Most of the research on social media posts
and SZ has focused on Twitter data. In this pa-
per we explore another popular social media plat-
form: Reddit. Reddit is one of the fastest grow-
ing and widely used social media platforms, aver-
aging over 330 million active monthly users, and
as of 2018 was the fourth most visited website in
the US (Hutchinson, 2018). Unlike Twitter, Red-
dit imposes no limits on the length of posts, en-
abling an analysis of longer language samples. In
addition, Reddit is composed of subreddits, which
are forums dedicated to specific topics. We lever-
age subreddits that are communities for individu-
als with SZ for identifying potential Reddit users
with SZ, in order to collect a corpus of posts from
these users (as described in Section 3).

These online posts provide a rich source of lan-
guage data which we use to identify linguistic
markers of SZ. We also use this data to train a ma-
chine learning classifier to automatically identify
individuals with SZ using linguistic cues. Hope-
fully, an improved understanding of linguistic pat-
terns unique to this population can assist in diag-
nostic procedures and be employed as an early de-
tection mechanism.

The rest of this paper is organized as follows:
Section 2 reviews relevant previous research, and
3 describes the dataset that we collected and the
features that we use for analysis. In Section 4, we
present the analysis of linguistic markers of SZ,
and provide a detailed comparison of our findings
with prior work. Section 5 presents the results of
our machine learning classification of users with
SZ. We discuss ethical considerations in Section 6
and conclude in Section 7.

2 Related Work

Some recent research has analyzed Twitter data
of self-identified individuals with SZ with promis-
ing results. Mitchell et al. (2015) analyzed a va-
riety of linguistic markers of SZ using tweets of

self-identified individuals with SZ. Their features
included lexicon-based and open-vocabulary ap-
proaches, and they discovered several significant
signals for SZ. Further, they trained classifiers us-
ing these features and obtained an accuracy of
82%.

Coppersmith et al. (2015) used a similar ap-
proach to study 10 mental disorders, including SZ,
and identified linguistic markers of each. They
also leveraged the collected data to explore rela-
tionships between linguistic markers of multiple
conditions, which is very difficult to analyze with-
out a large-scale corpus. Birnbaum et al. (2017)
also analyzed linguistic markers of SZ in Twitter
data, and built a classifier to distinguish users with
SZ from healthy controls. Importantly, they ob-
tained clinician annotations of the data to validate
the approach of annotating social media data based
on self-disclosure of mental health conditions.

A limitation of analyzing Twitter data is that
posts are constrained in character length so only
very short samples of text are available for anal-
ysis. Furthermore, the character restrictions im-
posed by Twitter may affect users’ linguistic ex-
pression and force users to communicate in ways
that differ from their natural way of communicat-
ing. An alternative source of social media data
are discussion board forums. Discussion board fo-
rums are not character-limited, and allow for fo-
cused conversations on topics within sub-forums.
Lyons et al. (2018) analyzed several discussion
board forums dedicated to mental disorders, in-
cluding Reddit, and used posts from a financial
discussion forum as a control. They studied lin-
guistic features related to affective processes and
personal pronoun usages, and found that these
were effective at distinguishing between individ-
uals with SZ and the control. In our work, we ex-
pand on this study by analyzing a larger set of lin-
guistic features. We also collected a control group
within the same platform to eliminate confound-
ing factors such as stylistic and topical differences
between discussion board forums.

Because all of these studies used overlapping
feature sets, and in particular Linguistic Inquiry
and Word Count (LIWC) features (Pennebaker
et al., 2015b) (described in section 3), we had the
opportunity to analyze markers of SZ across do-
mains. We compare the results from our study
of Reddit data with previously identified markers
of SZ in the four studies described in this section.
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This analysis allows us to identify some linguistic
characteristics of SZ that are domain-independent,
and identify differences in markers of SZ across
domains.

This work aims to build on the previous stud-
ies that have looked at SZ langauge on social me-
dia platforms. Specifially, to our knowledge we
present the first complete analysis of LIWC fea-
tures using Reddit data and compare these results
with the previous findings of LIWC features of SZ
on social media. Additionally, we analyze all Red-
dit posts of Reddit users claiming to have received
a SZ diagnosis, not just those in forums devoted
to discussions of SZ, and compare them to a con-
trol group of other Reddit users. We also train a
machine learning classifier to automatically iden-
tify individuals with SZ, which has not been pre-
viously explored using Reddit data. This research
will add to the current body of knowledge of lin-
guistic characteristics of individuals with SZ and
will hopefully help improve diagnoses and bolster
early detection of the disorder.

3 Data

3.1 Reddit Corpus

We used the Python Reddit API Wrapper (PRAW)
(Boe, 2016) to collect a corpus of Reddit posts
from users who stated that they were diagnosed
with SZ and a control group of users. We
first compiled a list of users with self-disclosures
of SZ by visiting subreddits devoted to discus-
sions about SZ. These included: r/schizophrenia,
r/schizophrenic, and r/AskReddit under the topic
“Any Redditors With Schizophrenia?”. We man-
ually inspected the posts to only include contrib-
utors with a clear statement of receiving a formal
diagnosis of SZ. For example, a user who referred
to “my diagnosis of schizophrenia” would be in-
cluded in the SZ group.

We also collected a random control group of
Reddit users, using the r/random subreddit, which
takes you to a random subreddit. To ensure a
control sample that is more representative of the
overall population, every five usernames that were
selected came from a different random subreddit.
We collected all public Reddit posts from the SZ
and CTL users across all subreddits, and removed
any users from the CTL group who mentioned suf-
fering from SZ in any of their posts. We collected
data from a total of 159 users for each group (318
total) who had posted at least 10 times on Reddit.

Users in the SZ group made a total of 66,454 com-
ments, and there were 113,570 comments from the
CTL users.

We note that this data is not representative of
the general population. For example, Reddit users
have been found to be predominantly male and
young (under 30) (Finlay, 2014). Our findings
are limited to this population, and further research
is needed to study the effects of gender and age
on linguistic markers of SZ. Another limitation of
using anonymous social media data for this work
is that it is not externally validated; although the
users in the SZ group stated that they were diag-
nosed with SZ, and the CTL users did not, we do
not have clinical information to verify this.

3.2 LIWC Features
Having collected this dataset, we analyzed linguis-
tic markers of SZ using Linguistic Inquiry and
Word Count (Pennebaker et al., 2015b). LIWC
is a text analysis program that computes word
counts for semantic classes as well as structural
features. LIWC relies on an internal dictionary
that maps words to psychologically motivated cat-
egories. When analyzing a target text, the program
looks up the target words in the dictionary and
computes frequencies for each of the dimensions.
The categories include standard linguistic dimen-
sions (e.g., percentage of words that are pronouns,
articles), markers of psychological processes (e.g.,
affect, social, cognitive words), punctuation cate-
gories (e.g., periods, commas), and formality mea-
sures (e.g., fillers, swear words). LIWC dimen-
sions have been used in many studies to predict
outcomes including personality (Pennebaker and
King, 1999), deception (Newman et al., 2003), and
health (Pennebaker et al., 1997). We extracted a
total of 93 features using LIWC 2015. A full de-
scription of these features is found in (Pennebaker
et al., 2015a).

We selected LIWC to analyze linguistic mark-
ers of SZ because these features have been widely
studied for this purpose in other domains (such as
Twitter), which enables a direct comparison of re-
sults across domains.
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Category Reddit Discussion
Forums

Twitter

Paper Current Lyons et. al (A) (B) (C)
Linguistic Processes
Word count SZ
Dictionary words SZ
Total function words SZ SZ SZ
Total pronouns SZ SZ
Personal pronouns SZ SZ SZ
1st person singular SZ SZ SZ SZ
1st person plural CTL CTL SZ
2nd person SZ SZ
3rd person singular CTL SZ SZ
3rd person plural SZ SZ SZ SZ
Impersonal pronouns SZ SZ
Articles CTL SZ SZ SZ
Auxiliary verbs SZ SZ SZ SZ
Common adverbs SZ
Conjunctions SZ SZ SZ
Negations CTL SZ
Other Grammar
Common verbs SZ
Numbers CTL
Quantifiers SZ SZ
Psychological processes
Affective processes SZ SZ
Positive emotion SZ CTL CTL SZ
Negative emotion SZ SZ SZ
Anxiety SZ SZ SZ
Anger CTL SZ
Sadness SZ SZ
Social processes SZ
Friends CTL
Male references CTL
Cognitive processes SZ SZ SZ SZ
Insight SZ SZ SZ SZ
Causation SZ SZ
Discrepancy SZ SZ
Tentatitve SZ SZ SZ SZ
Certainty SZ
Perceptual processes SZ SZ
See CTL CTL
Hear SZ SZ
Feel SZ SZ
Biological Processes SZ SZ
Body SZ
Health SZ SZ SZ SZ
Sexual SZ
Drives SZ
Achievement SZ
Power CTL
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Reward SZ
Time orientations SZ SZ
Past focus SZ SZ
Present focus SZ SZ
Future focus CTL
Relativity CTL CTL CTL
Motion CTL CTL
Space CTL SZ
Personal concerns
Work SZ
Leisure CTL CTL CTL
Home CTL CTL SZ
Money CTL
Death SZ SZ
Informal language
Swear words CTL SZ
Assent CTL CTL
Punctuation
Question marks CTL
Exclamation marks SZ SZ
Dashes CTL
Other punctuation CTL

Table 1: LIWC features that were significantly different between SZ and CTL groups, compared across five
studies. “Current” indicates the analysis of Reddit posts conducted in this paper, Lyons et al. (2018) studied some
LIWC variables in discussion board posts (including Reddit). The three studies that examined Twitter data are:
(A) Mitchell et al. (2015); (B): Coppersmith et al. (2015) ; and (C): Birnbaum et al. (2017). Gray cells indicate
categories that were not examined in a study (some are due to differences between LIWC 2015 and 2007 versions).
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4 Linguistic Characteristics of SZ and
CTL Reddit Comments

To identify linguistic markers of SZ, we compared
the frequencies of each LIWC dimension in SZ
and CTL users. We averaged the frequencies of
the LIWC dimensions across all posts per user so
that each user was represented once in the dataset.
This was done to avoid skewing the data based on
a few users who posted a large number of com-
ments. We used an independent samples t-test
to determine whether the difference in mean fre-
quency for each LIWC feature between the SZ and
CTL groups was statistically significant. All tests
for significance correct for family-wise Type I er-
ror by controlling the false discovery rate (FDR) at
α = 0.05 (Benjamini and Hochberg, 1995). The
kth smallest p value is considered significant if it
is less than k∗α

n . Table 1 shows the results of this
analysis in the “Reddit” column. “SZ” indicates
that the feature was significantly more frequent
in posts from users with SZ, and “CTL” indicates
that the feature was significantly more frequent in
posts from the control group of users.

We found significant differences between the
SZ group and the CTL group for many of the
LIWC features. These differences spanned var-
ious linguistic domains including linguistic pro-
cesses, grammar, psychological processes, and
punctuation. In addition to showing the results
of our analysis of Reddit posts, Table 1 shows a
comparison of our results with four other studies
that examined LIWC features and SZ in social me-
dia data: one study (Lyons et al., 2018) used data
from Reddit and other online discussion forums
(but only examined personal pronouns and affec-
tive processes), and 3 studies examined Twitter
data: (A) Mitchell et al. (2015), (B) Coppersmith
et al. (2015), and (C) Birnbaum et al. (2017).

Many of our findings were in line with previous
research on other social media platforms, while
some of the markers that we identified differed
from previous studies. We identified several mark-
ers of SZ in our Reddit corpus that have not been
previously noted. These include an increased as-
sociation between users with SZ and the follow-
ing features: Word count, Dictionary words, Com-
mon adverbs, Verbs, Reward, and Drives. Addi-
tionally, unlike previous social media studies, we
found diminished expression among the following
features: 3rd person singular, Articles, Negations,
Anger, Male references, Power, Money, Swear

words, Question marks, Dashes, and Other punc-
tuation. It is not surprising that there are discrep-
ancies between this study and others. This type
of analysis has not been previously conducted on
data taken exclusively from Reddit, and the major-
ity of these features were not analyzed in the dis-
cussion forum data by (Lyons et al., 2018). There
is a substantial domain mismatch between Red-
dit and Twitter data, and markers of SZ that have
been observed in Twitter data may not general-
ize to other domains, while other markers that we
have observed in the Reddit may not have been
observed in previous work with Twitter data due
to the character constraints that platform places on
users’ posts.

On the other hand, some of the findings regard-
ing association between specific LIWC features
and SZ are more robust and have been replicated
in multiple studies. When comparing results from
the five studies that looked at SZ language and so-
cial media, at least 3 out of the 5 studies reported
increased frequency among users with SZ in the
following features: Total function words, Personal
Pronouns, 1st person pronouns, 3rd person plural,
Articles, Auxiliary verbs, Conjunctions, Negative
emotion, Anxiety, Cognitive processes, Insight,
Tentative, and Health. Other findings that have
been replicated multiple times relate to diminished
expression of certain LIWC features among users
with SZ in comparison with control users. Three
of the five studies found that users with SZ used
words associated with the features Relativity and
Leisure significantly less than control groups.

4.1 Discussion

The present results are consistent with past studies
that have found that users with SZ use words as-
sociated with health issues, anxiety, negative emo-
tion and use of 1st person singular pronouns more
than control groups. An emphasis on health re-
lated matters, expressions of negative emotions,
and a focus on one’s self are understandable for
people suffering from a serious mental illness. It
is also somewhat understandable that users with
SZ use leisure related words significantly less than
controls, since individuals suffering from mental
illness appear to be less focused or interested in
leisure activities (Thornicroft et al., 2004). How-
ever, some of the linguistic features that have been
found elevated among users with SZ in multiple
studies are not as intuitive, such as usage of 3rd
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person plural pronouns, Insight words, and Tenta-
tive words.

The robust findings of usage of 3rd person plu-
ral pronouns may be related to SZ symptomatol-
ogy. For example, relative excessive use of pro-
nouns such as “they” and “them” may reflect a
disaffiliativeness from others that is reflected in
symptoms of social anhedonia. Further support for
this line of reasoning comes from our finding and
findings by Lyons et al. (2018) that members of
the SZ group used 1st person plural pronouns such
as “we” and “us” less than the CTL group, which
may also be an indication of social disaffiliation
and withdrawal.

Additionally, the use of 3rd person plural pro-
nouns may reflect positive symptoms common to
the disorder (Bentall et al., 2001; APA, 2013). Pre-
vious researchers have posited that the increased
usage of 3rd person plural pronouns among SZ pa-
tients may be a reflection of an externalizing bias,
paranoid thinking, and a focus on outside groups
(Fineberg et al., 2015; Lyons et al., 2018). The de-
creased usage of 1st person plural pronouns may
also reflect social withdrawal due to paranoid sus-
picions that result in social anxiety and subsequent
isolation.

All of the studies reported here that looked at
tentative language in social media data and SZ
found that users with SZ used tentative words like
“perhaps” and “maybe” significantly more than
CTL users. Tausczik and Pennebaker (2010) sug-
gest that tentative language is suggestive of dif-
ficulty processing events and forming events into
stories and may indicate uncertainty or insecurity
about a topic. Use of tentative language may be
a manifestation of an impaired sense of agency
and diminished self-presence reportedly associ-
ated with people with SZ (Jeannerod, 2009; Sass
and Parnas, 2003). The increased usage of 1st per-
son pronouns may also be a marker of a hyper-
reflexivity (exaggerated self-consciousness) expe-
rienced by individuals with SZ, as described by
Sass and Parnas (2003).

In contrast to earlier social media data we found
that the SZ group used punctuation significantly
less frequently than the CTL group. The discrep-
ancy between this work and previous work using
Twitter data may be due to differences between
these two platforms. The character restrictions
Twitter places on posts may discourage usage of
proper punctuation to preserve space for content

words. However, Reddit posts that do not have
these restrictions may reflect more natural lan-
guage of users and allow for additional observa-
tions such as differences in punctuation usage. In
line with the hypothesis put forth by Fineberg et al.
(2015) our finding that users with SZ use punc-
tuation significantly less than CTL users may re-
flect more disorganized use of language, a promi-
nent symptom of schizophrenia (Covington et al.,
2005; APA, 2013).

5 Automatic Identification of Users with
Schizophrenia

Having identified many differences in language
usage between Reddit users with SZ and the con-
trol group, we trained a machine learning classifier
to automatically distinguish between the groups,
using the LIWC features. We used the scikit-learn
(Pedregosa et al., 2011) implementation of a Lo-
gistic Regression model using the default param-
eters. The model was trained and evaluated using
stratified 5-fold cross-validation. We averaged the
LIWC features across all comments per user and
trained the model to determine whether the aggre-
gated LIWC features were from the posts of a user
from the SZ group or the CTL group. The random
baseline is 50%, since the data is balanced across
groups.

The average performance of the classifier across
5 folds was 81.56% accuracy, and the standard de-
viation was 2.29. The top 10 LIWC dimensions
for the SZ and CTL classes, obtained from the lo-
gistic regression coefficients, are shown in Table
2. Some of these weighted features were consis-
tent with our statistical analysis of LIWC features.
For example, the Health category was highly pre-
dictive of SZ, as was the Tentative dimension. In-
tuitively, Sadness was the strongest (negative) pre-
dictor of the control group, and 3rd person singular
was also a useful (negative) predictor of the con-
trol group.

These findings suggest that linguistic features
are useful for automatically identifying social me-
dia users with self-described SZ on a large, pub-
lic, anonymous social media site. The classifier
achieved strong performance, 31.56% better than
a random baseline. However, although a balanced
data set is useful for analyzing linguistic indica-
tors of SZ and for evaluating the machine learn-
ing classification results, we note (as do Mitchell
et al. (2015)) that this setup is not representative of
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Control (CTL) Schizophrenia (SZ)
Weight Feature Weight Feature
-1.2748 Sadness 1.6105 Health
-1.1109 Quotation mark 1.0717 Interrogatives
-0.8715 3rd person singular 1.0614 Tentative
-0.7956 Feel 0.9825 Hear
-0.7949 Articles 0.9426 Colon
-0.7302 Nonfluencies 0.9304 Death
-0.6705 Adjectives 0.8021 Biological processes
-0.6329 See 0.7642 1st person singular
-0.6214 Motion 0.6975 Parentheses
-0.6182 Present focus 0.6478 Verbs

Table 2: Top weighted features from the logistic regression classifier for the SZ and CTL groups.

the true distribution of SZ and healthy individuals
(only 1% have SZ).

6 Ethical Considerations

Detecting mental health conditions using linguis-
tic features extracted from social media has the po-
tential to enhance detection of disorders for early
intervention and improve outcomes for individuals
suffering from mental illness. However, there are
several important ethical concerns with this line
of research, and necessary precautions must be
taken. First, is the issue of informed consent. Al-
though social media posts are publicly available,
users are typically unaware of the research being
conducted and do not explicitly provide consent
for their data to be mined for sensitive informa-
tion. Additionally, individuals with mental illness,
and especially young individuals, are a sensitive,
at risk population and extra caution must be taken
when collecting and analyzing their data to ensure
they remain anonymous and unidentifiable.

Submitting to IRB review and obtaining IRB
approval or exemption for any study with this pop-
ulation is critical. Extreme caution must be taken
to protect this sensitive data, and collected corpora
should not be shared without IRB approval. Fur-
ther, if data is shared with specific parties, the data
should be anonymized so that identifying informa-
tion is not disclosed. As data mining for mental
health research becomes more popular and preva-
lent, it is important to be aware of these ethical
considerations and to take the necessary precau-
tions to protect the studied population. For further
guidance in this area, Benton et al. (2017) have
compiled an excellent review of ethical considera-
tions for social media health research.

7 Conclusion

We collected a corpus of Reddit users claiming to
have received a diagnosis of SZ and used natural
language processing and statistical techniques to
analyze and compare language from their posts
and those of a control group comprised of ran-
dom Reddit users. We identified several linguistic
markers of SZ, and compared these findings with
previous research on linguistic markers of SZ us-
ing data from other social media platforms. This
work is useful for identifying markers of SZ that
are robust across domains. Finally, we trained
a machine learning classifier that identified self-
described SZ sufferers on Reddit with over 80%
accuracy, using linguistic features. These findings
contribute toward the ultimate goal of identifying
high risk individuals and providing early interven-
tion to improve overall treatment outcomes.
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Abstract

Natural language processing tools are used
to automatically detect disturbances in tran-
scribed speech of schizophrenia inpatients
who speak Hebrew. We measure topic muta-
tion over time and show that controls main-
tain more cohesive speech than inpatients. We
also examine differences in how inpatients and
controls use adjectives and adverbs to describe
content words and show that the ones used
by controls are more common than the those
of inpatients. We provide experimental re-
sults and show their potential for automatically
detecting schizophrenia in patients by means
only of their speech patterns.

1 Introduction

Thought disorders are described as disturbances in
the normal way of thinking. Bleuler (1991) orig-
inal considered thought disorders to be a speech
impairment in schizophrenia patients, but nowa-
days there is agreement that thought disorders are
also relevant to other clinical disorders, including
pediatric neurobehavioral disorders like attention
deficit hyperactivity disorder and high functioning
autism. They can even occur in normal popula-
tions, especially in people who have a high level

∗∗Equal contribution.
∗∗∗∗Supported by the Deutsch Institute.

of creativity. Bleuler focused mostly on “loosen-
ing of associations”, or derailment, a thought dis-
order characterized by the usage of unrelated con-
cepts in a conversation, or in other words, a con-
versation lacking coherence. The Diagnostic and
Statistical Manual of Mental Disorders (DSM 5)
(Association, 2013) outlines disorganized speech
as one of the criteria for making a diagnosis of
schizophrenia. Morice and Ingram (1982) showed
that schizophrenics’ speech is built upon a dif-
ferent syntactic structure than normal controls,
and that this difference increases over time. An-
dreasen (1979) suggested several definitions of
linguistic and cognitive behaviors frequently ob-
served in patients, and which may be useful for
thought-disorder evaluation. Among the defini-
tions presented in that report, one finds the follow-
ing, which we address in this study:

Incoherence, also known as “word salad”, refers
to speech that is incomprehensible at times due to
multiple grammatical and semantic inaccuracies.
In this paper, we focus mostly on the semantic in-
accuracies, leaving grammatical issues for future
investigation.

Derailment, also known as “loose associations”,
happens when a speaker shifts among topics that
are only remotely related, or are completely unre-
lated, to the previous ones.
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Tangentiality occurs when an irrelevant, or just
barely relevant, answer is provided for a given
question.

We focus here on derailment. But tangentiality
has been addressed in some other studies. The two
notions are closely related.

One of the main data sources for diagnosing
mental disorders is speech, typically collected dur-
ing a psychiatric interview. Identifying signals
that indicate the presence of thought disorders is
often challenging and subjective, especially in pa-
tients who are not undergoing a psychotic episode
at the time of the interview.

In this work, we focus on schizophrenia. We
investigate a number of semantic characteristics
of transcribed human speech, and propose a way
to use them to measure disorganized speech.
Natural-language processing software is used to
automatically detect those characteristics, and we
suggest a way of aggregating them in a meaning-
ful way. We use transcribed interviews, collected
from Hebrew-speaking schizophrenia inpatients at
a mental health hospital and from a control group.
About two thirds of the patients were identified as
in schizophrenia remission at the time of the inter-
view.

Following a few previous works (Iter et al.,
2018; Bedi et al., 2015), we measure Andreasen’s
derailment by calculating average semantic sim-
ilarity between consecutive chunks of a running
text to track topical mutations, and show the differ-
ence between patients and controls. For incoher-
ence, we look at word modifiers, focusing on ad-
jectives and adverbs, that subjects use to describe
the same objects, and then learn the difference be-
tween the two groups. As a final step, we use those
semantic characteristics in a classification setting
and argue for their usability.

This work makes the following contributions:

• We measure derailment in speech using word
semantics, similar to (Bedi et al., 2015), this
time on Hebrew.

• We explore a novel way of measuring one
aspect of speech incoherence, by measur-
ing how similar modifiers (adjectives and ad-
verbs) are to ones used in a reference text to
describe the same words.

• Using these measures, we build a classifier
for detecting schizophrenia on the basis of

recorded interviews, which achieves 81.5%
accuracy.

We proceed as follows: The next section re-
views some relevant previous work. In Section 3,
we describe how we collected the data. Our main
contributions are described in Section 4, followed
by some conclusions suggested in the final section.

2 Related Work

There is a large body of work that examines
human-generated texts with the aim of learning
about the way people who suffer from various
mental-health disorders use language in different
settings. For example, Al-Mosaiwi and Johnstone
(2018) conducted a study in which they analyzed
63 web forums, some related to mental health dis-
orders and others used as control. They ran their
analysis with the well-known Linguistic Inquiry
and Word Count (Pennebaker et al., 2015) tool to
find absolutist words in free text. Overall, they
discovered that anxiety, depression, and suicidal-
ideation forums contained more absolutist words
than control forums.

Recently, social media have become a vital
source for learning about how people who suf-
fer from mental-health disorders use language.
Several studies collect relevant users from Twit-
ter,1 by considering users who intentionally write
about their diagnosed mental-health disorders. For
example, in (De Choudhury et al., 2013; Tsug-
awa et al., 2015), some language characteristics
of Twitter users who claim to suffer from a clin-
ical depression are studied. Similarly, users who
suffer from post traumatic stress disorder are ad-
dressed in (Coppersmith et al., 2014). Mitchell et
al. (2015) analyze tweets posted by schizophren-
ics, and Coppersmith et al. (2016) investigate the
language and emotions that are expressed by users
who have previously attempted to commit suicide.
Coppersmith et al. (2015) work with users who
suffer from a broad range of mental-health con-
ditions and explore language differences between
groups. Most of these works found a significant
difference in the usage of some linguistic charac-
teristics by the experience group when compared
to a control group. Furthermore, different levels of
these linguistic characteristics are used as features
for training a classifier to detect mental-health dis-
orders prior to the report date.

1https://twitter.com
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Reddit2 has also been identified as a convenient
source for collecting data for this goal. Losada
and Crestani (2016) outline a methodology for col-
lecting posts and comments of Reddit and Twit-
ter users who suffer from depression. Similarly,
a large dataset of Reddit users with depression,
manually verified (by lay annotators for an explicit
claim of diagnosis), has been released for pub-
lic use (Yates et al., 2017). In that work, the au-
thors employ a deep neural network on the raw text
for detecting clinically depressed people ahead of
time, achieving 65% F1 score on an evaluation set.

A few caveats are in order when using so-
cial media for analyzing mental health conditions.
First, self reporting of a mental health disorder is
not a popular course of action. Clearly, then, the
experimental group is chosen from a subgroup of
the relevant population. Second, the controls, typ-
ically collected randomly “from the wild”, are not
guaranteed to be free of mental-health disorders.
Finally, social media posts are considered to be
a different form of communication than ordinary
speech. For all these reasons, in this work, we
use validated experimental and control groups in
an interview setting.

Measuring various aspects of incoherence in
schizophrenics using computational tools has been
previously addressed in (Elvevåg et al., 2007; Bedi
et al., 2015; Iter et al., 2018). Elvevåg et al. (2007)
analyzed transcribed interviews of inpatients with
schizophrenia to measure tangentiality. Moving
along the patient’s response, they calculated the
semantic similarity between text chunks of dif-
ferent sizes and the question that was asked by
the interviewer. Semantic similarity was cast by
cosine similarity over the latent semantic analy-
sis (LSA) (Deerwester et al., 1990) vectors calcu-
lated for each word, and summed across an entire
chunk of words. They fitted a linear-regression
line to represent the trend of the cosine similar-
ity values, as one moves along the text. The slope
of that line was used to measure how quickly the
topic diverges from the original question. Overall,
they were able to show a significant correlation be-
tween those values and a blind human evaluation
of the same responses. Furthermore, as chunk size
grows larger, the distinction between patients and
controls becomes less prominent. One explanation
for that could be the large number of mentions of
functional and filler words, for which we typically

2https://www.reddit.com

do not have a good semantic representation. Iter
et al. (2018) addressed this suggestion by clean-
ing the patients’ responses of all those words and
expressions (e.g. uh, um, you know) prior to cal-
culating the semantic scores. This gave a slight
improvement, although measured over a relatively
small set of participants. Instead of working with
chunks of text, they worked with full sentences,
and replaced LSA with some modern techniques
for sentence embeddings. Likewise, in our work,
we use word embeddings instead of LSA.

Bedi et al. (2015) define coherence as an ag-
gregation of the cosine similarity between pairs
of consecutive sentences, each represented by
the element-wise average vector of the individ-
ual words’ LSA vectors. They worked with a
group of 34 youths at clinical high-risk for psy-
chosis, interviewed them quarterly for 2 1/2 years,
and transcribed their answers. Five out of the 34
transitioned to psychosis. They used coherence
scores, along with part-of-speech information, to
automatically predict transition to psychosis with
100% accuracy.

The goal of all these works, including ours, is
to automatically detect disorganized speech in a
more objective and reliable way. Inspired by the
last three studies described above, we analyzed
transcribed responses to 18 open questions given
by inpatients with schizophrenia and by controls.
Instead of cleaning the text from filler words using
a dictionary – as proposed by (Iter et al., 2018),
we take a deeper look into the syntactic roles the
words play, and calculate semantic similarity over
a filtered version of the text, every time using dif-
ferent sets of part-of-speech categories. We re-
port on the results of two sets of experiments: (1)
We measure derailment by calculating the seman-
tic similarity of adjacent words of various part-of-
speech categories. (2) We measure semantic co-
herence by looking at the choices of modifiers (ad-
jectives, adverbs) used in responses by inpatients
and controls, as compared to those used in ordi-
nary discourse.

Generally speaking, not too much is known
about the role played by adjectives and adverbs
in thought disorders. Modifiers are often not in-
cluded in language tests, as they usually need
to be presented together with the noun or verb
they modify. Some previous works (Obrębska
and Obrębski, 2007) have reported a significantly
smaller number of adjectives used by schizophren-
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Control Patients
N 27 24
Age, Mean (SD) 30.3 (8.26) 38.3 (10.43)
Edu., HS 68% 75%
Edu., Post HS 20% 4%
Loc., South 40% 20%
Loc., Center 44% 33%
M.S., Single 80% 95%
Income, Avg/low 84% 83%

Table 1: Demographics by group. Edu. = Education
(HS = High School); Loc. = Location in Israel; M.S. =
Marital Status.

ics. In the current study, we use computational
tools to investigate the semantic relation between
modifiers and objects, and its attribution to speech
incoherence.

3 Data Collection

We interviewed 51 men, aged 19–63, divided into
control and patient groups, all speaking Hebrew as
their mother tongue. The patient group comprised
24 inpatients at Beer Yaakov Mental Health Cen-
ter in Israel who were officially diagnosed with
schizophrenia. The control group includes 27 peo-
ple, mainly recruited via an advertisement that we
placed on social media. Most of the participants
are single, with average-to-lower monthly income.
Demographics for the two groups are presented in
Table 1.
Ethics statement: The institutional review board of the Col-

lege of Management Academic Studies of Rishon LeZion, as

well as of the Beer Yaakov–Ness Ziona Mental Health Cen-

ter, approved these experiments, and informed consent was

obtained for all subjects.

3.1 Interviews
Overall, the participants were asked 18 questions,
out of which 14 were thematic-apperception-test
(TAT) pictures that participants were requested to
describe, followed by 4 questions that require the
participant to share some personal thoughts and
emotions. Both the control and patient groups
completed a demographic questionnaire. To mon-
itor the mental-health condition of the control
group, they were requested to complete Beck’s
Depression Inventory-II (BDI-II) and the State and
Trait Anxiety Inventory (STAI). The patient group
also completed BDI-II, as well as a Hebrew trans-
lation (Katz et al., 2012) of the Positive and Neg-
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Figure 1: Word counts per question.

ative Syndrome Scale–6 (PANSS-6, a shorter ver-
sion of PANSS-30) questionnaire, in order to as-
sess symptoms of psychosis (Østergaard et al.,
2016). Scores for the two questionnaires were
found to be highly correlated. Out of the patient
group, 66.7% were assigned a score below 14,
a recommended preliminary threshold indicating
schizophrenia remission.

The interviews were recorded and then man-
ually transcribed by Hebrew-speaking students
from our lab. The TAT pictures presented to par-
ticipants during the interview were: 1, 2, 3BM,
4, 5, 6BM, 7GF, 8BM, 9BM, 12M, 13MF, 13B,
14, 3GF. Table 2 lists the questions that were
presented to the participants during the interview.
All the transcripts are written in Hebrew. Fig-
ure 1 shows average word counts by question, per
group. Clearly, the patients spoke fewer words
than the controls. The difference becomes less sig-
nificant for the open-ended questions.

3.2 Preprocessing

Hebrew being a highly-inflected language, we
preprocessed the texts with the Ben-Gurion
University Morphological Tagger (Adler, 2007),
a context-sensitive morphological analyzer for
Modern Hebrew. Given a running text, the tag-
ger breaks the text into words and provides mor-
phological information for every word, including
the disambiguated part-of-speech tag and lemma.
There were no specific instructions given to the
transcribers for how to punctuate, which led to an
inconsistency in the way punctuation was used in
the transcriptions. We used the tags to clean up all
punctuation marks by removing all tokens tagged
as such.
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ID Question
1 Tell me as much as you can about your bar mitzvah.
2 What do you like to do, mostly?
3 What are the things that annoy you the most?
4 What would you like to do in the future?

Table 2: Four open questions asked during the interview.

4 Tools and Method

We report on two sets of experiments. In the first,
we measure derailment by calculating the seman-
tic similarity between adjacent words in running
text. In the second set of experiments, we inves-
tigate the modifiers that the two groups use to de-
scribe specific nouns and verbs. As a final step,
we measure the contribution of the semantic char-
acteristics that we compute in the experiments, for
automatic classification of schizophrenia.

4.1 Experiment 1: Measuring Derailment

We calculate a derailment score for each response
and use it to measure derailment.
Tools: To measure derailment, we calculate the
semantic similarity of adjacent words in the an-
swers provided by the participants during the in-
terview. We use word embeddings to represent
each word by means of a mathematical vector
that captures its meaning. These vectors were
created automatically by characterizing words by
the surrounding contexts in which they are men-
tioned in a large corpus of documents. Specifi-
cally, we used Hebrew pretrained vectors provided
by fastText (Grave et al., 2018), which were cre-
ated from Wikipedia,3 as well as from other con-
tent extracted from the web with Common Crawl.4

Overall, 97% of the words in our corpus exist in
fastText. Hebrew words are inflected for per-
son, number and gender; prefixes and suffixes are
added to indicate definiteness, conjunction, prepo-
sitions, and possessive forms. On the other hand,
fastText was trained for surface forms. There-
fore, we work on the surface-form level. To mea-
sure semantic similarity between two words, we
use the common cosine-similarity function that
calculates the cosine of the angle between the two
corresponding vectors. The score ranges from −1
to +1, with +1 representing maximal similarity.
Method: (1) For each sufficiently long response,

3https://www.wikipedia.org
4http://commoncrawl.org

R, we retrieve the fastText vector vi for every
word Ri, i = 0 . . . n, in the response. (2) For
each word, we calculate the average pairwise co-
sine similarity between this word and the k fol-
lowing words. The integer k is a parameter; we
experimented with different values. (3) We take
the average of all the individual cosine similarity
scores and form a single score for each response.

In this experiment, we consider only responses
that are long enough to allow topic mutation to
develop. Therefore, we use only the four ques-
tions from Table 2 for which the participants pro-
vided a relatively long response. Accordingly, we
drop responses of fewer than 50 words. As men-
tioned above, we consider that the existence of
some word types, like fillers and functional words,
might introduce some noise, which might harm
the calculation process. We would rather focus on
words that convey real content. Therefore, we cal-
culate scores separately using all words and using
only content words, which we take to be nouns,
verbs, adjectives, and adverbs. We detected a few
types of text repetitions, which may bias the de-
railment score. One type is when a word is said
twice or more for emphasis; for example, “quickly,
quickly” (xdn xdn) (i.e. very quickly). To mitigate
this bias, we keep only one word out of a pair of
consecutive identical words. Another type is when
a whole phrase is repeated; for example, “She’s
in a big hurry; she’s in a big hurry” (zxdnn `id

ce`n zxdnn `id ,ce`n). Handling this problem is
left for future work.

We calculate derailment scores for the re-
sponses provided by all participants and compare
the means of the two groups.
Results: When using all words, we could not de-
tect a significant difference between patients and
controls. However, when using content words
only, patients scored lower on derailment than the
controls, for all window widths k, suggesting that
focusing only on content words is the more robust
approach for calculating derailment. This finding
is consistent with previous work (Iter et al., 2018).
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Overall, coherence decreases as k increases. Ta-
ble 3 summarizes the results. To confirm the sig-
nificance we are seeing in the results, is due to
the diagnosis and not due to other characteristics
of the participants, we aggregated the same scores
for the different age groups and education levels,
regardless of the diagnosis status; all these results
did not appear to be significant. Figure 2 shows
the trend of the average derailment score from Ta-
ble 3, running with different values of k. The left
plot was produced for all word types, and the right
plot using only content words. We clearly observe
a slight increase of the entire control curve and a
slight decrease of the patients curve, when restrict-
ing to content words.

4.2 Experiment 2: Incoherence

In this experiment, we examine the way patients
use adjectives and adverbs (hereafter, modifiers)
to describe specific nouns and verbs, respectively.
Our goal is to measure the difference between
modifiers used by patients and the ones used by
controls, when describing the same nouns and
verbs. We suggest this as a tool for measuring in-
coherence in speech. For example, inspecting the
responses for the first TAT image, we learn that pa-
tients typically use the adjectives “new” (ycg) and
“good” (aeh) to modify the noun “violin” (xepik),
while controls use the adjectives “old” (oyi), “sad”
(aevr), and “significant” (izernyn).
Tools: To detect all noun-adjective and verb-
adverb pairs in the responses, we use a depen-
dency parser, which analyzes the grammatical
structure of a sentence and builds links between
“head” words and their modifiers. Specifically, we
use YAP (More and Tsarfaty, 2016), a dependency
parser for Modern Hebrew, and process each sen-
tence individually. Among other things, YAP pro-
vides a word-dependency list, shaped as a list of
tuples, each includes a head word, a dependent
word, and the kind of dependency. We use the
relevant types (e.g. advmod, amod) for finding all
noun-adjective and verb-adverb pairs. For exam-
ple, Figure 3 shows the dependencies returned by
YAP for the input sentence: “I ate a tasty candy”
(dnirh dixkeq izlk`). From this sentence we ex-
tract the noun “candy” (dixkeq), which is modified
by the adjective “tasty” (dnirh).
Method: To measure the difference between the
modifiers that are used by patients and controls,
we compare them to the modifiers that are com-

monly used to describe the same nouns and verbs.
For example, given an answer with only one noun
“violin” (xepik) that is modified by the adjective
“sad” (aevr), we calculate a score that reflects how
similar the adjective “sad” is to adjectives that are
typically used to describe a violin.

We take the following steps:
(1) We convert each sentence into a list of noun-
adjective and verb-adverb pairs using YAP.
(2) To compare each modifier with the modifiers
that are typically used to describe the same noun
or verb, we use external corpora as reference.
These were taken from various sources reflecting
the health domain we are working in.9 Table 4
lists the sources and the corresponding number of
documents and words that they contain. Each doc-
ument in these sources was processed in exactly
the same way to find all noun-adjective and verb-
adverb pairs.
(3) Given a list of noun-adjective and verb-adverb
pairs of one response, we calculate the similarity
score of every modifier that describes a specific
noun or verb with the set of modifiers describ-
ing exactly the same noun or verb in the refer-
ence corpus. Looking at our example above, we
would want to calculate a similarity score between
the adjective “old” (oyi) and all the adjectives that
are used to describe “violin” (xepik) in the refer-
ence corpus. Searching for instances of the same
Hebrew word is challenging due to Hebrew’s rich
morphology. Hebrew words are inflected for per-
son, number, and gender; prefixes and suffixes are
added to indicate definiteness, conjunction, vari-
ous prepositions, and possessive forms. Therefore,
we work on the lemma (base-form) level. Most
vowels in Hebrew are not indicated in standard
writing; therefore, Hebrew words tend to be am-
biguous, and determining the correct lemma for a
word is nontrivial. We use the lemmas provided
by YAP.

Another challenge is how to compare a sin-
gle modifier with a group of modifiers that were
taken from the reference corpus. We take the
fastText vectors of the modifiers that were ex-
tracted from the reference corpus and aggregate
them into a single vector. Then, we take cosine
similarity between the modifier from the response
and the aggregated vector of the modifiers from
the reference corpus. As an aggregation function,
we use element-wise weighted average of the in-
dividual modifiers’ fastText vectors, and define
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All words Content words
k Control Patients t Control Patients t

1
(0.014)
0.270

(0.025)
0.257

2.004*
(0.019)
0.265

(0.020)
0.240

2.968*

2
(0.017)
0.246

(0.025)
0.239

1.173
(0.018)
0.256

(0.025)
0.231

2.687*

3
(0.017)
0.237

(0.025)
0.233

0.476
(0.018)
0.250

(0.026)
0.225

2.614*

4
(0.018)
0.233

(0.025)
0.229

0.471
(0.018)
0.245

(0.026)
0.221

2.539*

5
(0.017)
0.230

(0.026)
0.226

0.528
(0.018)
0.241

(0.023)
0.218

2.598*

Table 3: Results for Experiment 1. Comparing average derailment scores of patients and controls. The numbers
are provided as average across patients and controls, with standard deviation in parentheses, ∗p < 0.05.
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Figure 2: Derailment scores for different values of k. The left plot shows the results for all word types, and the
right plot shows the results for content words only.

Corpus Description # Documents # Words
Doctors5 Articles from the Doctors medical website 239 187,938
Infomed6 Question-and-answer discussions from the

Infomed website’s medical forum, January
2006 – September 2007

749 128,090

To Be Healthy7 Articles and forum discussions from the To
Be Healthy (L’Hiyot Bari, 2b-bari) medical
website

137 112,839

HaAretz8 News and articles from the HaAretz news
website, 1991

4,920 250,399

Table 4: The external Hebrew corpora used to collect modifiers of nouns and verbs that are typically used.

the weights to be the inverse-document-frequency
(IDF) score to account more for modifiers that de-
scribe the noun or verb more uniquely. We calcu-
late IDF scores using the reference corpora. For
this purpose, a “qualified” word is a noun or verb

that has an IDF score and that has at least one
modifier linked to it in either the control or pa-
tient corpus. Most of the nouns and verbs are non-
qualified; we only consider qualified words in this
investigation.
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(I ate) (a tasty) (candy)

tobj

amod

Figure 3: The dependencies returned by YAP for the
sentence “(I ate) (a tasty) candy”. The parentheses
delimit the translations for each of the three Hebrew
words in the sentence.

Control Patients t

Adj
(0.0301)
0.5891

(0.0284)
0.5498

4.7765***

Adv
(0.0251)
0.6880

(0.0709)
0.6254

4.2961***

Table 5: Results for Experiment 2. The numbers are
average coherence scores across patients and controls
(with standard deviations); ***p < 0.001.

(4) For each response, we calculate two scores, in-
dividually. The adjective-similarity score is the
IDF-weighted average of the individual adjective
scores we calculate in the previous step. Similarly,
the adverb-similarity score is the IDF-weighted
average of the individual adverb scores we calcu-
late in the previous step.
(5) To calculate a score on the participant level, we
average the scores of all the individual responses
provided by the participant.

The output of this process is a pair of scores, one
for adjectives and one for adverbs, calculated for
each participant. The higher a score is, the more
similar the modifiers are to ones that are typically
used to describe the same noun or verb.
Results: Table 5 summarizes the results. Overall,
controls have significantly higher scores for both
modifier types, indicating a higher agreement on
modifiers by the controls and external writers.

There are more nouns and adjectives than verbs
and adverbs, as summarized in Table 6. On av-
erage, participants use more adjectives to describe
nouns than adverbs to describe verbs. Controls use
about 0.61 adjectives per noun, while patients use
0.84 adjectives on average. Similarly, patients use
more adverbs to describe a verb on average than

5https://www.doctors.co.il
6https://www.infomed.co.il
7https://tobehealthy.co.il
8https://www.haaretz.co.il
9All were downloaded from MILA Knowledge Center

for Processing Hebrew: http://mila.cs.technion.
ac.il/resources_corpora.html.

Control Patients
Total Qual. Total Qual.

Nouns 934 226 242 90
Adjectives 573 371 204 127
Verbs 699 60 204 34
Adverbs 166 104 86 50

Table 6: Experiment 2: Counts of nouns, verbs, and
their modifiers, across the two groups. Qual. = Quali-
fied.

Classifier Acc. Prec. Recall
Random Forest 81.5% 91.3% 71.8%
XGBoost 80.5% 86.8% 73.1%
SVM 70.4% 72.1% 47.3%

Table 7: Classification results for each classifier.

controls do. While patients use about 0.42 adverbs
per verb, controls use only 0.23. However, these
differences are not significant.

4.3 Classification

As a final step, we train several classifiers to distin-
guish between controls and patients. We represent
participants with the characteristics we compute in
the two experiments. Specifically, each subject is
represented by the following: (1) noun and verb
derailment scores; (2) coherence scores for 5 win-
dows, using all words; and (3) coherence scores
for 5 windows, using only content words. In total,
we use 12 scores per subject. Each classifier was
trained using a 10-fold cross-validation evaluation
of prediction quality over the 51 participants. For
each classifier, we report on the overall prediction
accuracy, as well as precision and recall for the
prediction of the patients group. The classification
algorithms we tried are Random Forest (Breiman,
2001) and XGBoost (Chen and Guestrin, 2016),
both based on decision trees, and, in addition, lin-
ear support vector machines (SVM) (Cortes and
Vapnik, 1995). Table 7 summarizes the results per
classifier with respect to the different metrics.

We used the decision-tree based classifiers to
calculate the most important features, that is, the
ones that have the greatest impact on predic-
tion decisions. The most important features were
found to be the two derailment scores, as expected.
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5 Conclusions

With the aim of detecting speech disturbances, we
have analyzed transcribed Hebrew speech, pro-
duced by schizophrenia inpatients and compared
it with those of controls. We believe that speech
produced during a psychiatric interview is a more
reliable data source for detecting disturbances than
are social media posts.

Generally speaking, we find that patients talk
significantly less in interviews than controls do.

In one experiment, we use word embeddings to
detect derailment, that is, when a speaker shifts
to a topic that is not strongly related to pre-
viously discussed ones. The results show that
controls have higher scores, indicating that they
keep the topic more cohesive than patients do.
These results are in line with previous studies on
English (Bedi et al., 2015), which showed that
schizophrenics have a lower score, calculated by
a similar mathematical procedure.

In a second experiment, we examine the differ-
ence in how patients and controls use adjectives
and adverbs to describe nouns and verbs, respec-
tively. Our results show that the adjectives and ad-
verbs that are used by the controls are more similar
to the typical ones used to describe the same nouns
and verbs. For now, we consider this difference as
related to speech incoherence; however, we plan
to continue investigating this direction in the near
future, when more data become available.

Analyzing Hebrew is more challenging than an-
alyzing English due to Hebrew’s rich morphology,
as well as the absence of written vowels. In the
first experiment, we work with fastText, which
provides word embeddings on the surface-form
level. In the second, we used lemmata rather than
the word surface forms, so we can find multiple
instances of the same lexeme.

As we did not measure the IQ of participants,
some of the results might, to a certain extent, be
attributable to differences in intellect. Moreover,
as can be seen in Table 1, about 20% of the control
participants have some sort of post high-school ed-
ucation, while most of the inpatients did not con-
tinue beyond high-school. We plan to address
these questions in followup work. Another limi-
tation that we are aware of is related to the classi-
fication results, as the number of participants we
use for training the classifiers might be considered
relatively small.

Overall, we found the semantic characteristics

that we compute in this study to be beneficial for
the task of detecting thought disorders in Hebrew
speech. We plan to collect speech samples from
more subjects, and to continue to explore addi-
tional semantic – as well as grammatical – textual
characteristics to support the automatic detection
of various mental disorders.
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Abstract 

Computational linguistics holds promise 
for improving scientific integrity in clinical 
psychology, and for reducing longstanding 
inequities in healthcare access and quality. 
This paper describes how computational 
linguistics approaches could address the 
“reproducibility crisis” facing social 
science, particularly with regards to 
reliable diagnosis of neurodevelopmental 
and psychiatric conditions including autism 
spectrum disorder (ASD). It is argued that 
these improvements in scientific integrity 
are poised to naturally reduce persistent 
healthcare inequities in neglected 
subpopulations, such as verbally fluent 
girls and women with ASD, but that 
concerted attention to this issue is 
necessary to avoid reproducing biases built 
into training data. Finally, it is suggested 
that computational linguistics is just one 
component of an emergent digital 
phenotyping toolkit that could ultimately 
be used for clinical decision support, to 
improve clinical care via precision 
medicine (i.e., personalized intervention 
planning), granular treatment response 
monitoring (including remotely), and for 
gene-brain-behavior studies aiming to 
pinpoint the underlying biological etiology 
of otherwise behaviorally-defined 
conditions like ASD. 

1 Introduction 

Humans are complex social beings, and the 
intricacies of language manifest this richness. 
Although language emanates from the brain, it has 
not yet been fully leveraged in the service of 
understanding brain-based psychiatric variation 
(e.g., disorders such as schizophrenia, bipolar 
disorder, and autism). Efforts to incorporate 
computational linguistics approaches into the 
mental health system have primarily focused on 

mining electronic medical records (Doshi-Velez, 
Ge, & Kohane, 2014; Lingren et al., 2016). While 
valuable, these efforts are often limited to 
analyzing text generated by doctors or other 
programs (Tran et al., 2014), rather than directly 
assessing specific psychiatric issues in patients 
themselves. This paper discusses ways in which 
analyzing spoken language in psychiatric contexts 
can move the needle on two persistent challenges: 
reproducibility in human social sciences (Section 
2), and inequities in mental health care (Section 3). 

2 Reproducibility 

In 2015, an article appeared in the journal Science, 
which suggested that the majority of published 
experiments in psychology are not reproducible 
(Open Science Collaboration, 2015). Out of 100 
experiments, only 39 replicated in a new sample, 
despite careful methods and communication with 
original authors (see (Gilbert, King, Pettigrew, & 
Wilson, 2016) for a comment, and (Anderson et al., 
2016) for a response). In this and subsequent 
analyses, lack of scientific reproducibility has been 
argued to be due to a number of factors, including 
p-hacking, selective reporting of results, over-
emphasis on innovation and novelty over stability, 
poor experimental training for scientists, lack of 
power (small sample sizes), and inadequate 
measurement (Button et al., 2013; National 
Science Foundation, 2015). The first part of this 
short paper focuses on reproducibility challenges 
that result from traditional methods of psychiatric 
diagnosis and symptom measurement, and 
proposes that computational linguistics is a 
promising tool for improving reliability and 
enhancing fine-grained characterization efforts. 

2.1 Psychiatric Diagnosis 

Reproducible methods in the field of clinical 
psychology and psychiatry require, first and 
foremost, accurate characterization of the 
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condition under study. However, potential error is 
inherent in how psychiatric diagnoses are 
traditionally made. Although significant resources 
have been devoted to identifying biological causes 
of psychiatric conditions like schizophrenia, and 
some non-diagnostic brain-based (Ecker, 
Bookheimer, & Murphy, 2015; McDonald et al., 
2005; Zalesky, Fornito, & Bullmore, 2010) and 
genetic (Geschwind et al., 2001)  differences have 
been identified, the majority of mental health 
disorders are still diagnosed using behavior alone 
(American Psychiatric Association, 2013).  

Whether or not a person has a psychiatric 
condition may seem obvious, but a number of 
factors complicate reliable diagnosis. First, in the 
absence of biological ground truth (e.g., a blood 
test or a brain scan), clinicians must grapple with 
wide behavioral heterogeneity that can cause two 
people with the same disorder to appear very 
different from one another. For example, ASD 
symptoms often manifest differently from one 
person to the next. Within a single subject, 
behavioral profiles may vary from week-to-week 
or even day-to-day. An individual may appear very 
typical in one context (e.g., familiar, low-stress 
environments), but their autistic behaviors could 
become very obvious in others (e.g., novel, high-
stress environments). The consequences of this 
variability are measurable, such that a large, multi-
site study of ASD found relatively low diagnostic 
agreement between expert clinicians at different 
sites (Catherine Lord, 2012).  

Low diagnostic agreement has significant 
implications for the reliability of human scientific 
research. For example, in order to test whether 
ASD causes differences in executive function, a 
study should control every other variable except 
diagnosis. That is, two groups are assembled: 
individuals with ASD and neurotypical controls. 
Groups are matched on important variables like sex 
ratio, race/ethnicity, chronological age, full-scale 
IQ, verbal IQ, nonverbal IQ, maternal education (a 
strong predictor of offspring language ability, 
which has associations with executive function), 
etc. An executive function task is administered, 
and if the groups differ, it may be inferred that the 
difference is due to ASD. However, if the 
diagnostic category of ASD is in any way 
unreliable, another researcher following the exact 
same procedure with a new sample may not 
produce the same result due to differences in the 
ASD group.  

Poor diagnostic reliability is a long-standing 
problem in psychiatric research. Some have 
suggested that larger sample sizes could reduce the 
impact of the problem, but the low incidence of 
ASD [current estimates suggest that approximately 
1.5% of the population has ASD (Christensen, 
2016)], in combination with long and expensive 
diagnostic processes, make it challenging to 
assemble high-powered samples. Recent research 
suggests that computational linguistics could 
provide objective diagnostic decision support 
(through direct measurement) in ways that might 
speed the process and make it more reliable. 

2.2 Objective Measurement for Clinical 
Characterization 

The process of making a mental health diagnosis 
is often mediated by language; primary diagnostic 
tools for many psychiatric conditions include 
structured or semi-structured interviews, wherein a 
clinical psychologist or psychiatrist asks patients 
about their thoughts, feelings, and experiences 
(Kaufman et al., 1997; Lord et al., 1989), 
comparing patterns of responding to diagnostic 
symptom checklists or scoring algorithms. After 
incorporating other relevant information (e.g., 
family/medical history, current stressors), 
clinicians use their best judgment to determine 
diagnostic category. When individuals are 
nonverbal or minimally verbal, these interviews 
may be conducted with family members who know 
the person well (Rutter, LeCouteur, & Lord, 2008). 
Characteristics of patient speech and language are 
often noted in the course of clinical evaluations, 
but they are often only minimally quantified; that 
is, presence or absence of atypical speech-language 
characteristics are noted, but highly detailed 
information is often not systematically gathered. 
Thus, one valuable application for computational 
linguistics within clinical psychology and 
psychiatry is to enhance existing phenotypic 
characterization methods by adding fine-grained 
measures of patient speech and language produced 
during diagnostic evaluations. 

In recent years, linguists and computer scientists 
have begun to analyze clinical evaluations using 
computational approaches (Black et al., 2011; 
Kiss, Santen, Prud’Hommeaux, & Black, 2012; 
Kumar et al., 2016). For example, it has been 
shown that not only do children with ASD speak 
differently than neurotypical peers during 
diagnostic assessments (Parish-Morris et al., 
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2016), but characteristics of the interviewer’s 
language predict children’s symptom severity as 
well (Bone, Bishop, Gupta, Lee, & Narayanan, 
2016).  

Beyond applying computational linguistics 
approaches to audio recordings of clinical 
assessments (which remain expensive and 
complicated to collect, and are not very 
ecologically valid), researchers have begun to 
explore whether computational linguistics could be 
used to characterize psychiatric disorders using 
everyday language samples (Parish-Morris et al., 
2018). Naturalistic samples are challenging to 
study for a variety of reasons, including the myriad 
uncontrolled (and perhaps uncontrollable) 
variables inherent in dynamic human interaction. 
Consider two people meeting each other for the 
first time. Each person’s behavior is influenced not 
only by their genetically-linked dispositions, but 
also a lifetime of experiences, and immediate 
factors (e.g., did they eat breakfast that day?). 
When the two people begin to converse, their 
behavior becomes bi-directionally influential (e.g., 
each person dynamically reacts to the other in real 
time, which affects the next moment, and so on). 
When one or more participants brings extreme 
psychiatric variation (e.g., active psychosis) to the 
conversation – the interaction itself changes, and 
the course of the interaction will likely also fall 
outside the norm. Despite the challenges associated 
with measuring two people in an uncontrolled 
context instead of one person in a controlled 
context (as in a clinical evaluation), basing future 
research on naturalistic samples is key; the 
generalizability gap between research and the real 
world will shrink as we increase the ecological 
validity of our research samples.  

Importantly, tools from computational 
linguistics might also be used to directly influence 
diagnostic decision making in ways that make it 
more reproducible. Rather than replacing 
clinicians, the current promise of computational 
linguistics is to develop objective and granular 
metrics for use as clinical decision support tools. 
For example, objective linguistic analysis could be 
used to flag subtle atypical patterns that are not 
perceptible to the naked ear [e.g., slightly elevated 
disfluency rates, or reduced lexical diversity; 
(Parish-Morris et al., 2017, 2018)]. Clinicians 
provided with this type of evidence could use it, in 
combination with other information like family 
history, as part of the diagnostic decision process. 

In summary, using computational linguistics to 
more accurately specify behavioral phenotypes in 
psychiatry will not only improve our ability to 
quickly and objectively diagnose patients, but will 
also improve our efforts to understand the 
biological underpinnings of these disorders, by 
helping us identify diagnostic groups that can be 
carved along objective joints. Improved 
characterization of psychiatric conditions will 
allow researchers to assemble experimental groups 
that are more homogeneous than broad “ASD” vs. 
“neurotypical” designations. Reducing sample 
heterogeneity (noise) through improved 
characterization could increase the likelihood of 
identifying true signal in scientific studies, thus 
improving reproducibility. Finally, objective 
computational linguistics tools that do not require 
human intervention could be used by clinicians for 
clinical decision support, ultimately improving 
diagnostic reliability. 

3 Healthcare Inequities 

Computational linguistics has the potential 
improve human behavioral science by addressing 
problems with reproducibility, but it can also 
improve the state of mental health care by reducing 
inequities related to access and provider biases. 

Persistent race-, sex-, and income-related 
inequities in health outcomes have been 
extensively documented across a wide variety of 
domains. These have been attributed, in part, to 
reduced access in some cases (Ahmed, Lemkau, 
Nealeigh, & Mann, 2001) and deep-seated 
provider biases in others (Burgess, van Ryn, 
Dovidio, & Saha, 2007; Chapman, Kaatz, & 
Carnes, 2013). This is especially problematic in 
psychiatry and clinical psychology, given recent 
estimates suggesting that nearly 1 in 5 people lives 
with a mental health condition (Hedden et al., 
2015). Below, it is argued that some inequities 
could be addressed using tools developed jointly 
by computational linguists and clinicians. 

3.1 Sources of Inequity: Access 

Inter-related barriers to healthcare access 
include geographic distance, mental health 
provider shortages, and socio-economic 
disadvantages (expensive care). High-quality 
mental health care availability varies widely by 
region in the United States. Geographically remote 
individuals – those living far from a population 
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center – currently have limited access to 
psychiatric screening and services (New American 
Economy, 2017). Even in population centers, a 
significant shortage of mental health providers  
leads to long wait lists for care (National Council 
for Behavioral Health, 2017). Given this shortage 
and lower reimbursement rates for mental vs. 
physical care (Melek, Perlman, & Davenport, 
2017), many mental health providers choose not to 
accept insurance. Thus, if a patient does not have 
the economic resources to pay privately, they may 
not be able to receive care in their area, or may 
need to wait months to begin the intake and 
assessment process, much less engage in treatment.  

3.2 Improving Access 

Computational linguistics approaches, 
particularly when integrated into web- and phone-
based telemedicine, could address some of these 
barriers to access. For example, long wait lists for 
screening or assessment of ASD could be 
shortened by the introduction of home- or school-
based audio/video algorithms that measure how 
severely a person is impacted (and thus, help short-
handed clinicians triage potential patients). 
Although this is not a complete fix (it addresses 
only one part of a larger problem), it could help 
overburdened clinicians organize their time and 
effort more efficiently to help those most 
immediately in need of assessment and services. 
Similarly, telemedicine approaches to depression 
monitoring could use vocal features (Yang, 
Fairbairn, & Cohn, 2013) alone or in combination 
with facial markers (Williamson, Quatieri, Helfer, 
Ciccarelli, & Mehta, 2014) to track change over 
time and signal the need for urgent intervention; 
moving people to the top of the waitlist. While 
expensive to initially build, these kinds of 
algorithms could reduce costs over time, as more 
people access health services through supportive 
automation. 

3.3 Sources of Inequity: Biases 

A growing body of research delineates deep and 
enduring biases within the medical and mental 
health treatment communities that negatively 
impact care for patients from racial/ethnic minority 
backgrounds, individuals born into poverty, 
immigrants/refugees/non-Western peoples, people 
with disabilities, gender minorities, and women 
(Conner et al., 2010; Fiscella, Franks, Doescher, & 
Saver, 2002; McCann & Sharek, 2016; Nadeem et 

al., 2007; Ojeda & Bergstresser, 2008; Puhl & 
Brownell, 2001; Sentell, Shumway, & Snowden, 
2007; Winter et al., 2016). One potential source of 
bias is baked into mental health assessment tools: 
often, the tools used to assess, intervene, and 
monitor treatment response were not developed on 
the populations to whom they are currently being 
applied, and may therefore be inappropriate for 
entire segments of people. For example, when 
“depression inventories” were developed in the 
1950s and 60s, who was included in the norming 
sample?  

Depression was once thought to be much more 
common in women than men, and thus 
“depression” was conceptualized using women as 
prototypical exemplars. However, research 
suggests that the stereotypical conceptualization of 
depression as feelings of extreme sadness, while 
true for many women, does not hold true for many 
men. For men, depression may be more likely to 
manifest as irritability and aggression (Martin, 
Neighbors, & Griffith, 2013), leading many men to 
live their lives undiagnosed and untreated.  

On the flip side of the coin, autism was 
originally described in predominantly male 
samples (Asperger, 1944; Kanner, 1943). 
Subsequently, most established assessment tools 
are male-referenced. Unfortunately, failure to 
understand the female autistic phenotype has led to 
systematic under-diagnosis of girls and women 
with ASD, who are either missed entirely or 
misdiagnosed with other disorders instead 
(Loomes, Hull, & Mandy, 2017). Incorrect or 
missed diagnoses are a serious concern in ASD, as 
early intervention has been shown to improve later 
outcomes (Howlin, Magiati, & Charman, 2009). 
Although some researchers have developed sex-
referenced norms for social characterization 
(Constantino, 2012), the primary diagnostic tools 
for ASD still do not acknowledge the ways in 
which the disorder may manifest differently in girls 
vs. boys (American Psychiatric Association, 2013; 
Lord, Risi, & Bishop, 2012; Rutter et al., 2008). 

These two examples spark further questions: 
how might depression and autism look different in 
cultural subgroups, such as recent immigrants from 
various parts of the world? Questions about 
whether historical norming and development 
samples are truly representative of the diverse set 
of people now seeking help for mental health 
issues in the U.S. have significant implications for 
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accurately identifying the needs of a diverse patient 
population, and for providing effective services. 

3.4 Reducing Biases 

Language is one of the primary mediums 
through which behavioral diagnoses like autism, 
ADHD, depression, and anxiety are made, so it is 
important to recognize that language is also one of 
the mediums through which biases operate most 
efficiently. Accents, grammar, prosody, and word 
choice are all features that may be associated with 
unconscious biases (e.g., negative stereotypes 
could be activated by accents typical of rural 
populations in the U.S., slang used in inner cities, 
upspeak/vocal fry, accents of individuals learning 
English as a second language, etc.).  

The challenge that computational linguistics can 
address, at least in part, is to provide objective 
metrics for quantifying language in a way that 
could reduce the effects of these linguistic biases. 
Much like orchestral auditions that, when 
conducted behind a curtain, result in significantly 
more women being hired than when the judge sees 
the person performing (Goldin & Rouse, 2000), 
biases that affect clinician judgements could be 
significantly reduced – or perhaps even eliminated 
– through the application of more objective 
measurement approaches developed by 
computational linguists. 

The goal of objective measurement is to 
circumvent identified problems with bias that 
affect the likelihood of understudied subgroups 
getting referred, evaluated, diagnosed, and treated 
appropriately (e.g., men with depression, girls and 
women with ASD). However, the promise of 
comprehensive digital phenotyping (to include 
audio, video, web- and phone-based methods, and 
wearables) is not that measurement in the social 
sciences will suddenly be perfect. Rather, it is 
hoped that the quest to develop objective metrics 
for use in mental health research and practice will 
shed light on biases that operate in assessment and 
treatment contexts, and will allow those biases to 
be purposefully counteracted. This effort has 
significant implications for how we detect and treat 
mental health conditions in diverse patient 
populations. 

4 Limitations 

Like humans, computerized algorithms and 
“objective” computational approaches for 

addressing mental health conditions are not 
without their weaknesses. For example, well-
intentioned efforts to use machine learning in 
support of policing has led to unjust racial 
profiling; this profiling was largely due to racially-
biased training data (Chander, 2017). If training 
data is biased, the algorithm will be biased too. In 
the case of ASD, labeled language training data is 
subject to the problems associated with systematic, 
long-term under-diagnosis of girls. This begs the 
question: How can we use computational 
linguistics or digital phenotyping to support 
clinician decision-making when available training 
data is biased against females, or racial/ethnic 
minorities, or economically disadvantaged 
individuals? It is critical to grapple with these 
questions while simultaneously forging ahead to 
collect new (less biased) data, and develop tools 
that purposefully counteract these biases while 
eliminating barriers to access for underserved 
populations. 

5 Conclusion 

Objective phenotyping approaches based in 
computational linguistics will likely prove useful 
for scientific reasons like reproducibility and 
measurement granularity. Importantly, these 
methods also hold promise as tools to improve 
healthcare access and equity. Groups that have 
been historically understudied, subject to bias, 
and otherwise disenfranchised from getting early 
accurate mental health screening and personalized 
treatment, with negative impacts on long-term 
outcomes, stand to benefit from carefully 
implemented digital phenotyping efforts that 
identify/correct deeply problematic biases and 
barriers to equitable research and care. 
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Abstract

The Semantic Verbal Fluency (SVF) task
is a classical neuropsychological assessment
where persons are asked to produce words
belonging to a semantic category (e.g., an-
imals) in a given time. This paper intro-
duces a novel method of temporal analysis
for SVF tasks utilizing time intervals and
applies it to a corpus of elderly Swedish
subjects (mild cognitive impairment, sub-
jective cognitive impairment and healthy
controls). A general decline in word count
and lexical frequency over the course of the
task is revealed, as well as an increase in
word transition times. Persons with sub-
jective cognitive impairment had a higher
word count during the last intervals, but
produced words of the same lexical fre-
quencies. Persons with MCI had a steeper
decline in both word count and lexical fre-
quencies during the third interval. Addi-
tional correlations with neuropsychological
scores suggest these findings are linked to
a person’s overall vocabulary size and pro-
cessing speed, respectively. Classification
results improved when adding the novel
features (AUC = 0.72), supporting their
diagnostic value.

1 Introduction

Verbal fluency is a widely adapted neu-
ropsychological test. Historically, Schiller
(1947) used the ”spontaneous naming by free
association”-test for the assessment of brain
injuries, becoming one of the first recorded
instances of what would later be referred to
as ”category fluency”. Category fluency, or
semantic verbal fluency (SVF), requires the
verbal production of as many different items
from a given category, e.g., animals, as possi-
ble within a given timeframe. A large body
of evidence substantiates the discriminative

power of semantic verbal fluency for demen-
tia due to Alzheimers Disease (AD) and its
precursor Mild Cognitive Impairment (MCI)
(Henry et al., 2004; Auriacombe et al., 2006;
Gomez and White, 2006; Raoux et al., 2008;
Linz et al., 2017).

As there is currently no cure for AD, preven-
tive medication labeled to delay the onset or
worsening of symptoms is the primary course
of action, with an emphasis on early interven-
tion being a beneficial factor for effective treat-
ment. Early identification of subtle symptoms
is also valuable for drug trial screening pro-
grams and supports early behavioral interven-
tions that can delay the onset of the disease
(Ashford et al., 2007; Zucchella et al., 2018).

SVF has been used to identify the early
stages of dementia through traditional crude
measures, such as the total number of unique
words produced. This may overlook persons
with very subtle cognitive impairment because
they lack statistically significant differences
from healthy controls. Thus, additional sensi-
tive measures of performance are needed. Fur-
ther analysis of SVF has often looked at the
production as a series of clusters and switches,
where a cluster is a group of semantically sim-
ilar words (e.g. pets such as ’cat’, ’dog’ and
’hamster’) and a switch is the task of chang-
ing semantic focus from one group of animals
to another (e.g. switching from enumerating
pets to producing animals that live in Africa)
(Troyer et al., 1997). Authors have also sug-
gested approaches to clustering and switch-
ing that solely rely on temporal information
(Troeger et al., 2019).

SVF has been shown to be a valid mea-
sure of executive function and verbal ability,
specifically vocabulary size and lexical access
speed (Shao et al., 2014). It has been sug-
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gested that word production in SVF is moder-
ated by different cognitive processes over time,
where the initial process is a semi-automatic
retrieval of commonly used and readily avail-
able words, whereas later stages demand more
effortful processing (Demetriou and Holtzer,
2017).

In this paper, we examine SVF results of
three groups of Swedish participants; those
with Subjective Cognitive Impairment (SCI),
with MCI and healthy controls (HC). By
analysing the data temporally, we are able to
reveal differences that are not evident when
looking at the SVF as a whole. This paper is
structured in the following way: An overview
of related work is given, with a focus on per-
formance on the SVF by persons with MCI
and SCI. Then the dataset and methodology
are described as well as the features that were
extracted. Finally, the results of our analy-
ses and machine learning experiments are pre-
sented and discussed in tandem with other rel-
evant neuropsychological metrics.

2 Related work

Performance of SVF tasks in healthy older
adults tends to decline with age, and is par-
tially attributed to a decrease in processing
speed, rather than a diminished verbal knowl-
edge (Elgamal et al., 2011). In line with
this reasoning, Tallberg et al. (2008) found
that the performance of Swedish speakers on
SVF is negatively correlated with age and
positively correlated with years of education.
Healthy participants in the age range 65-89
with ≤12 years of education produced a mean
of 14.9±6.4 animals, whereas those in the same
age range but with an education of >12 years
produced 19.4±5.6 animals in the same task.

The deterioration of cognition in MCI, with
impairment both in processing speed and
switching attention (Ashendorf et al., 2008),
results in persons with amnestic MCI (aMCI)
producing smaller clusters and fewer switches
than healthy controls (Peter et al., 2016). This
reduction across strategy generalises to per-
sons with aMCI producing significantly less
categorical words (Price et al., 2012; Mueller
et al., 2015).

Nikolai et al. (2018) found categorical dif-
ferences between naming animals and vegeta-

bles when comparing participants with SCI
and HC on the SVF test. While the animal
category revealed no differences, persons with
SCI generated significantly fewer vegetables,
specifically in the later 30 seconds. Partici-
pants with SCI produced smaller clusters and
made more switches in the animal category.
The groups did not differ significantly on any
demographic variables (age, education, gen-
der) or on the Mini-Mental State Examination
(MMSE; Folstein et al. (1975)).

Throughout the SVF, word production rate
decreases regardless of the presence of cogni-
tive impairment. To further explore the per-
formance of persons with MCI and healthy
controls, Demetriou and Holtzer (2017) di-
vided and analyzed the task into three 20-
second sections with two substantial findings;
both groups declined over time and generated
more words in the first time span. However,
persons with MCI performing within normal
limits produced fewer words in the first time
interval. Slow initiation of lexical search pro-
cess suggests that MCI inhibits early semi-
automatic word retrieval processes. This is in
line with previous research showing that the
last 30 seconds of the verbal fluency task does
not differ between participants, whereas the
first 30 seconds contain discriminating infor-
mation (Fernaeus et al., 2008).

When performing an even finer-grained tem-
poral analysis based on ten second intervals,
Fernaeus et al. (2008) found that intervals 1
and 2 were useful in distinguishing persons
with AD and MCI, and interval 3 made it
possible to differentiate between persons with
MCI and SCI, and MCI and AD respectively.

3 Methods

3.1 Recruitment and Data Acquisition

All the participants in the current study on
”Linguistic and extra-linguistic parameters for
early detection of cognitive impairment” were
recruited from the Gothenburg MCI study
(Wallin et al., 2016). All participants were
speakers of Swedish, selected according to de-
tailed inclusion and exclusion criteria (Kokki-
nakis et al., 2017). Data collection took
place in a quiet lab environment where partici-
pants were fitted with a lapel microphone (Au-
dioTechnica ATR3350) and digitally recorded
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with a Zoom H4n Pro recorder (44.1 kHz sam-
pling rate; 16bit resolution). The following in-
struction was given in Swedish: ”Your task is
to think of words. I want you to tell me all the
different animals you can think of. You have
60 seconds. Do you have any questions? Are
you ready? Go ahead and start.” If the par-
ticipant seemed unsure, they were told ”any
animals are okay: big ones, little ones, etc.”.
At the end of the 60 seconds, a timer would
go off and the test leader would let the partic-
ipant know that 60 seconds had passed. The
resulting audio files were manually transcribed
and manually time aligned in Praat (Boersma
and Weenink, 2018). All animals named were
transcribed on a separate tier.

A future follow-up visit at the memory clinic
in 2019, after a second round of language tests,
will include a renewed GDS (Global Deteriora-
tion Scale) classification and neuropsycholog-
ical tests. The study was approved by local
ethical committee (ref. number: 206-16, 2016
and T021-18, 2018).

3.2 Clinical Assessments

Participants in the Gothenburg MCI study
were classified as having SCI, MCI, or demen-
tia, and the controls were recruited separately
and evaluated to ascertain that they were cog-
nitively healthy. The classification is based on
the Global Deterioration Scale (GDS), where
level 1 codes for cognitively healthy, level 2
SCI, level 3 MCI and level 4 and above demen-
tia (Auer and Reisberg, 1997; Wallin et al.,
2016). Participants were further evaluated
with neuropsychological tests, magnetic res-
onance imaging (MRI), blood samples, and
spinal fluid samples (Wallin et al., 2016).

Compared to the other study participants,
the persons with SCI were relatively young,
had higher levels of education, higher preva-
lence of stress conditions and depressive symp-
toms as well as a family history of dementia
(Eckerström et al., 2016).

3.3 Features

3.3.1 Traditional measures

From the manual transcripts, traditional SVF
performance metrics were automatically ex-
tracted. The word count was determined
as the number of unique, correctly named

animals. Clusters and switches were deter-
mined based on a temporal metric proposed
by Troeger et al. (2019). In this approach, the
cluster structure is solely determined by the
temporal position of words in the recording.
Consecutive words are clustered if the transi-
tion time between them is shorter than then
average transition time over the sample. This
threshold is furthermore scaled over the pro-
cess of the task to account for the decline in
production speed. The mean number of clus-
ters and the number of switches between them
is extracted.

3.3.2 Temporally resolved measures

To explore different cognitive processes en-
gaged over the course of the one minute task,
SVF performance is examined in 10 second
steps. Words in the transcript were assigned
to a temporal interval based on their onset.
Word count is determined for each interval,
disregarding repetitions from earlier intervals.
Lexical frequency of words were determined
using the KORP collection of Swedish corpora
(Borin et al., 2012). Transition times between
consecutive words were defined as the differ-
ence between the end of the current word and
the onset of the next. Word frequency and
transition times are reported as the average
over each interval.

3.4 Statistical analysis

Statistical analysis was performed using R
(software version 3.4.0). For group compar-
isons of traditional measures, linear models
with the measure as a function of diagnostic
group were examined. Temporally resolved
measures were examined with separate linear
mixed effects analysis, one for each response
variable –word count, lexical frequency and
transition time– using the lme4 (Bates et al.,
2014) package. Each time interval is modelled
as a single data point and with age and edu-
cation level, as well as the interaction between
the time interval (T ) and diagnosis, as fixed ef-
fects. The participant identifier was modelled
as a random intercept. Spearman correlations
between the interval word count and neuropsy-
chological scores were examined. Age and ed-
ucation were chosen as demographic variables.
As neuropsychological correlates, the follow-
ing scores were used: the Trail Making Test
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Part A (TMT-A), as an indicator for process-
ing speed; the Boston Naming Test (BNT; Ka-
plan et al. (1983)), which assess language abil-
ity with a spectrum of high to low frequency
words as a proxy of vocabulary size; and the
Wechsler Adult Intelligence Scale Similarities
(WAIS-Similarities), which measures abstract
thinking, concept formation and verbal rea-
soning (Wechsler, 1999).

3.5 Machine Learning

The predictive power of the proposed tempo-
ral and semantic features were validated with
machine learning experiments for the HC and
MCI populations. For each transcribed speech
sample, the features described in Section 3.3.1
and 3.3.2 were extracted and label in accor-
dance to their diagnostic category. Logistic
Regression (LR) and Support Vector Machine
(SVM) models, as implemented by the scikit-
learn (Pedregosa et al., 2011) framework, were
trained as binary classifiers to separate the
groups. First, models were trained with only
word count, to establish a baseline, and then,
on the complete feature set, utilizing univari-
ate feature selection.

Area under the Receiver-Operator curve
(AUC) is reported as the evaluation param-
eter. Due to the small size of the dataset,
we used leave-pair-out cross validation (LPO-
CV), which has been shown to produce an
unbiased estimate for AUC on small datasets
(Airola et al., 2009). We also computed the
standard deviation in AUC as described by
Roark et al. (2011).

Feature scaling and hyper-parameter opti-
misation were done on the training set in each
fold. Features were scaled using min-max scal-
ing between 0 and 1. For both SVMs and LR,
C was optimised between C ∈ [10−4, ..., 104]
using a grid search. LR models were trained
with both L1 and L2 loss; for SVM a linear
and an rbf kernel were used.

For the extended feature set, feature selec-
tion based on χ2-tests was applied to the train-
ing set in each fold. The number of selected
features was scaled between 1 and the maxi-
mum of 30.

HC SCI MCI

N 32 19 24
Sex (M/F) 12/20 8/11 11/13
Age (years) 68.1 (7.2) 66.0 (6.7) 70.8 (5.6)
Education (years) 13.2 (3.5) 16.0 (2.3) 13.8 (3.5)
MMSE (max 30) 29.7 (0.5) 29.6 (0.8) 28.5 (1.4)

Table 1: Demographic information; the MMSE
(Mini Mental State Exam) is a general screening
test of cognitive status and has a maximum score
of 30.

4 Results

4.1 Demographic information

Demographic information by diagnostic group
is reported in Table 1. The SCI group is
slightly younger and has a higher education
level than the other two groups. The MMSE,
a general index of cognitive status with a max-
imum score of 30, is lower in the MCI group.
With an average MMSE of 28.5, this MCI
population is still quite functional in compar-
ison to other MCI populations (mean MMSE
score can vary between 23 and 29 in the MCI
group) (Lonie et al., 2009). Note that cut-
off points for MMSE may vary slightly: for
Swedish, a cut-off value between 25 and 27
indicates possible cognitive impairment which
should be further evaluated (Palmqvist et al.,
2013) while other studies consider an ”abnor-
mal” MMSE score to be lower or equal to 25
(Zadikoff et al., 2008).

4.2 Traditional measures

A linear model of word count as a function
of diagnosis revealed a significant main effect
(F (2, 72) = 8.57, p < 0.01). Compared to the
control group (WC = 24.06 ± 6.37), the SCI
group (WC = 27.84± 5.6) had a significantly
increased word count (3.78± 1.8, p < 0.5); the
MCI group (WC = 20.12±6.08) a significantly
lowered one (−3.94 ± 1.6, p < 0.5). No signif-
icant effects for the size of temporal clusters
(F (2, 72) = 2.59, p = 0.08) or the number of
temporal switches (F (2, 72) = 1.64, p = 0.2)
as a function of diagnosis are found.

4.3 Temporally resolved measures

Word count, lexical word frequency and tran-
sition times by 10 second intervals is visualized
in Figure 1 and the results of linear mixed ran-
dom effects models are presented in Table 2.
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Variable Estimate t 95% CI p-Value

WCT1−T2 -0.456 -6.196 [-0.529, -0.382] < .01
WCT1−T3 -0.698 -7.898 [-0.787, -0.61] < .01
WCT1−T4 -0.937 -8.681 [-1.046, -0.83] < .01
WCT1−T5 -1.301 -8.675 [-1.452, -1.152] < .01
WCT1−T6 -1.290 -8.690 [-1.439, -1.142] < .01
Age -0.011 -3.294 [-0.014, -0.008] < .01
Education -0.003 -0.411 [-0.010, 0.004] .68
SCI -0.086 -1.128 [-0.164, -0.010] .26
SCI x T

SCI x WCT1−T2 0.247 2.161 [0.133, 0.361] < .03
SCI x WCT1−T3 0.155 1.102 [0.014, 0.296] .27
SCI x WCT1−T4 0.180 1.068 [0.012, 0.349] .29
SCI x WCT1−T5 0.543 2.738 [0.345, 0.742] < .01
SCI x WCT1−T6 0.575 2.959 [0.381, 0.770] < .01

MCI -0.041 -0.602 [-0.111, 0.028] .55
MCI x T

MCI x WCT1−T2 -0.088 -0.724 [-0.210, 0.034] .47
MCI x WCT1−T3 -0.383 -2.176 [-0.559, -0.207] < .05
MCI x WCT1−T4 -0.015 -0.089 [-0.189, 0.158] .93
MCI x WCT1−T5 -0.101 -0.396 [-0.354, 0.153] .69
MCI x WCT1−T6 -0.299 -1.046 [-0.585, -0.013] .30

(a) Word Count

Variable Estimate t 95% CI p-Value

WFT1−T2 -0.774 -2.558 [-1.077, -0.472] < .05
WFT1−T3 -0.696 -2.298 [-0.999, -0.393] < .05
WFT1−T4 -1.274 -4.208 [-1.577, -0.971] < .01
WFT1−T5 -1.386 -4.578 [-1.689, -1.083] < .01
WFT1−T6 -1.514 -5.000 [-1.816, -1.211] < .01
Age 0.023 2.600 [0.014, 0.032] < .05
Education 0.000 0.003 [-0.018, 0.018] 0.99
SCI 0.228 0.642 [-0.127, 0.582] .52
SCI x T

SCI x WFT1−T2 -0.549 -1.108 [-1.045, -0.053] .27
SCI x WFT1−T3 -0.763 -1.539 [-1.259, -0.267] .12
SCI x WFT1−T4 -0.123 -0.248 [-0.619, 0.373] .80
SCI x WFT1−T5 -0.138 -0.279 [-0.634, 0.358] .78
SCI x WFT1−T6 -0.575 -1.159 [-1.071, -0.079] .25

MCI 0.193 0.588 [-0.135, 0.521] .56
MCI x T

MCI x WFT1−T2 -0.261 -0.564 [-0.723, 0.202] .57
MCI x WFT1−T3 -0.936 -2.025 [-1.399, -0.474] < .05
MCI x WFT1−T4 -0.356 -0.769 [-0.818, 0.107] .44
MCI x WFT1−T5 -0.256 -0.554 [-0.719, 0.206] .58
MCI x WFT1−T6 -0.282 -0.610 [-0.745, 0.180] .54

(b) Word frequency
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Variable Estimate t 95% CI p-Value

LT1−T2 0.986 1.460 [0.311, 1.662] .15
LT1−T3 2.557 3.786 [1.882, 3.233] < .01
LT1−T4 2.641 3.911 [1.966, 3.317] < .01
LT1−T5 5.245 7.766 [4.570, 5.921] < .01
LT1−T6 5.641 8.352 [4.965, 6.316] < .01
Age 0.028 1.029 [0.001, 0.055] .31
Education -0.074 -1.355 [-0.129, -0.019] .18
SCI 0.311 0.365 [-0.541, 1.163] .72
SCI x T

SCI x LT1−T2 -0.703 -0.635 [-1.81, 0.404] .53
SCI x LT1−T3 -1.429 -1.291 [-2.536, -0.322] .20
SCI x LT1−T4 -0.803 -0.726 [-1.910, 0.303] .47
SCI x LT1−T5 -2.528 -2.284 [-3.634, -1.421] < .05
SCI x LT1−T6 -2.384 -2.154 [-3.490, -1.277] < .05

MCI 0.22 0.281 [-0.564, 1.004] .78
MCI x T

MCI x LT1−T2 0.167 0.162 [-0.865, 1.198] .87
MCI x LT1−T3 0.510 0.494 [-0.522, 1.542] .62
MCI x LT1−T4 0.724 0.702 [-0.308, 1.756] .48
MCI x LT1−T5 -1.212 -1.175 [-2.244, -0.18] .24
MCI x LT1−T6 0.41 0.397 [-0.622, 1.441] .69

(c) Transition Length

Table 2: Linear Mixed Random Effects model examining the effects of time interval, diagnosis, age and
education on one of three variables, while controlling random effects per subject. Significant values
(p < .05) are indicated in bold.

A general decline in the word count for each
time interval is visible and reflected in the
model, regardless of diagnostic group. A sig-
nificant effect for age is present, implicating
that higher age leads to a reduced word count.
For the SCI group, there is a significant inter-
action between the diagnostic group and the
decline in WCT2,WCT5 and WCT6. In these
intervals, the decline of the SCI group is less
severe. The MCI diagnostic group shows a sig-
nificant interaction with the decline in WCT3,
with a stronger decline in word count than the
other groups.

For lexical word frequency, again, a signif-
icant decline over time is visible, regardless
of diagnostic group, which means that par-
ticipants produce more common words at the
start of the task, and less common words to-
wards the end. Older participants produce
words that are significantly more frequent.
The MCI group has a significant interaction
with WFT3 , indicating this group uses lower

frequency words in this time interval.
Starting from the third interval, a significant

increase in word transition times is visible. A
significant interaction between the SCI group
and the fifth and sixth interval, indicates the
SCI group shows significantly lower transition
times in these intervals.

4.4 Correlation analysis

Spearman correlations between the word
count by time interval, neuropsychological
scores and demographic information is dis-
played in Figure 2. Only significant correla-
tions are displayed.

Significant positive correlations between the
BNT score and the word count in the last three
time intervals are observed. The WAIS Sim-
ilarity score shows positive correlations with
the word count of the last two intervals. Neg-
ative correlations are observed between TMT
A and the second and third interval, as well as
between age and these two intervals (for the
TMT A a lower score indicates a better per-
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Figure 1: Word Count, Word Frequency and Tran-
sition length by time interval and for each group
separately. Error bars display standard error.

formance).

4.5 Machine Learning

Figure 3 displays the results of the machine
learning experiments. AUC is plotted, while
varying the number of features chosen in fea-
ture selection, using different classifiers.

The baseline performances of models using
just the word count is AUC = 0.64 for LR,
both with L1 and L2 loss, and the linear SVM.
The SVM with an rbf kernel only achieves
AUC = 0.62 with the word count feature.
Generally, the models using all features out-
perform the baseline. The best performance
of AUC = 0.72 is observed for a linear SVM
with 20 features. Generally, the linear and
rbf SVM and the LR with L1 loss show sim-
ilar performance patterns, across all number
of features. The LR with L2 shows steadily
increasing performance. The SVM with rbf
kernel outperforms the other models with a
lower number of features.
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Figure 2: Spearman correlation between 10 second
word count (WC) intervals and neuropsychologi-
cal test scores. Only significant correlations are
shown. Positive correlations in blue, negative ones
in red.

5 Discussion

Reviewing the overall performance on the
SVF, a significant difference in word count was
found between the groups, but no differences
in cluster size or number of temporal clusters.
The temporally resolved measures showed that
the MCI, SCI and HC group follow similar
trends with regard to word count, word fre-
quency and transition length: word count and
word frequency generally decrease over time,
while average transition times increase. Signif-
icant differences between the MCI group and
the other two groups were found mainly for
the third interval, where the participants in
the MCI group produce fewer and less frequent
words. For the word count, this is in line with
previous findings from Fernaeus et al. (2008),
and the lower word frequency in the third in-
terval indicates that persons with MCI have
to resort to low frequency words earlier in the
task, switching from semi-automatic retrieval
of more common words to effortful retrieval at
an earlier point than the other groups.

The persons with SCI showed an increased
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Figure 3: Area under the curve (AUC) of different classification models separating HC and MCI, plot-
ted against number of features selected through univariate feature selection. Horizontal lines show the
performance of models solely trained on the word count. Error bars indicate standard deviation of
performance.

word count in the second, fifth and sixth inter-
val, and reduced transition times in the fifth
and the sixth interval. This suggests that they
were able to sustain a continuous production
for longer. The words they produced in the
last intervals did not differ in frequency from
the other groups, but the persons with SCI
seemed to have access a larger store of words.
Participants in the SCI group had a longer ed-
ucation than the general population, and one
possibility is that the participants with SCI
in the Gothenburg MCI study perform better
because of higher premorbid functioning (Eck-
erström et al., 2016).

Correlation analysis with additional psycho-
metric data lends a deeper understanding of
the results, and significant correlations showed
that higher BNT and WAIS similarities scores
were associated with a higher word count in
the latter part of the SVF. This suggests that
having a broader vocabulary, as measured by
the BNT, predicts a higher word count in the
second half of the SVF. When reviewing the
word count graph in Figure 1 and compar-
ing the groups, it is evident that the abil-
ity of participants with SCI to sustain perfor-
mance in the later time intervals can be ex-
plained by the access to a larger vocabulary as
measured by the BNT. Age and TMT-A both

show significant negative correlation with the
second and third time intervals of the SVF.
TMT-A is a measure of processing speed, and
it decreases with increasing age. A decrease
in processing speed seems to specifically in-
hibit production in the second and third inter-
val. Demetriou and Holtzer (2017) suggested
a semi-automatic retrieval phase at the begin-
ning and a more effortful retrieval at the end
of the task. Our findings support the notion of
these phases occurring over the course of task,
where the first phase is more influenced by
processing speed and the later benefits more
strongly from a larger vocabulary.

The benefits of temporal analysis were ap-
parent in the increase of the ability to correctly
classify participants as HC or MCI, compared
to a classification based solely on word count.
In the best case, the performance of the SVM
with rbf kernel improved from AUC = 0.62
to AUC = 0.72 with temporal analysis. While
this study was based on manually transcribed
data, previous research shows that this type
of analysis can be done fully automatically in-
cluding ASR, which allows for easy scaling of
the task (König et al., 2018).
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6 Conclusion

This paper introduced a novel, interval-based
temporal analysis method for SVF tasks. The
resulting outcome revealed distinct patterns
that differentiated the groups: persons with
SCI had a higher word count and sustained
lexical frequency level during the last intervals,
while persons with MCI had a steeper decline
in both word count and lexical frequencies dur-
ing the third interval. Correlations with neu-
ropsychological scores suggested that the su-
perior performance of the SCI group could be
attributed to vocabulary size. Classification
results improved when adding the novel fea-
tures (AUC = 0.72), supporting their diagnos-
tic value. This increase over the baseline per-
formance underlines the value of using novel
methods in addition to clinical standards.

The results of group comparisons and corre-
lations are in line with previous findings about
phases of production in SVF. The special role
of the third time interval in discriminating
MCI patients is also supported by previous re-
search. Future research should strive to val-
idate these findings on larger data sets, for
other languages and other semantic categories.

Based on our findings, we suggest that tem-
poral analysis of the SVF may be useful as
a screening tool, when assessing persons with
self-perceived memory problem, as this type
of analysis seems to highlight the subtle dif-
ferences between the groups. We see it as a
strength that instead of adding new tasks, we
are using an already clinically validated tool
in an innovative and new manner.
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Abstract

The ability to track mental health conditions
via social media opened the doors for large-
scale, automated, mental health surveillance.
However, inferring accurate population-level
trends requires representative samples of the
underlying population, which can be challeng-
ing given the biases inherent in social media
data. While previous work has adjusted sam-
ples based on demographic estimates, the pop-
ulations were selected based on specific out-
comes, e.g. specific mental health conditions.
We depart from these methods, by conducting
analyses over demographically representative
digital cohorts of social media users. To vali-
dated this approach, we constructed a cohort of
US based Twitter users to measure the preva-
lence of depression and PTSD, and investi-
gate how these illnesses manifest across demo-
graphic subpopulations. The analysis demon-
strates that cohort-based studies can help con-
trol for sampling biases, contextualize out-
comes, and provide deeper insights into the
data.

1 Introduction

The ability of social media analysis to support
computational epidemiology and improve public
health practices is well established (Culotta, 2010;
Paul and Dredze, 2011; Salathe et al., 2012; Paul
and Dredze, 2017). The field has seen partic-
ular success around the diagnosis, quantification
and tracking of mental illnesses (Hao et al., 2013;
Schwartz et al., 2014; Coppersmith et al., 2014a,
2015a,c; Amir et al., 2017). These methods have
utilized social media (Coppersmith et al., 2014b;
Kumar et al., 2015; De Choudhury et al., 2016),
as well as other online data sources (Ayers et al.,
2017, 2013, 2012; Arora et al., 2016), to obtain
population level estimates and trends around men-
tal health topics.

Accurately estimating population-level trends
requires obtaining representative samples of the
general population. However, social media has
many well know biases, e.g. young adults tend
be over-represented (demographic bias). Yet, most
social media analyses tend ignore these issues, ei-
ther by assuming that all the data is equally rele-
vant, or by selecting data for specific outcome. For
example, studying depression from users who talk
about depression instead of first selecting a pop-
ulation and then measuring outcomes. Outcome
based data selection can also introduce biases,
such as over-representing individuals vocal about
the topic of interest (self-selection bias). Con-
sequently, trends or insights gleaned from these
analyses might not be generalizable to the broader
population.

Fortunately, these problems are well understood
in traditional health studies, and well-established
techniques from polling and survey-based re-
search are routinely used to correct for these bi-
ases. For example, medical studies frequently uti-
lize a cohort based approach in which a group is
pre-selected to study disease causes or to identify
connections between risk factors and health out-
comes (Prentice, 1986). We can replicate these
universally accepted approaches by conducting
analyses over digital cohorts of social media users,
characterized with respect to key demographic at-
tributes. In this work, we propose to use such
a social media based cohort for the purposes of
mental health surveillance. We developed a dig-
ital cohort by sampling a large number of Twit-
ter users at random (not based on outcomes), and
then using demographic inference techniques to
infer key demographics for the users namely, the
age, gender, location and race/ethnicity. Then, we
used the cohort to measure relative rates of both
depression and PTSD, using supervised classifiers
for each mental health condition. The inferred de-
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mographic information allowed us to observe clear
differences in how these illnesses manifest in the
population. Moreover, the analysis demonstrates
how social media based cohort studies can help to
control for sampling biases and contextualize the
outcomes.

2 Methodology

We now briefly describe our approach for cohort-
based studies over social media. A more detailed
description of the proposed methodology will ap-
pear in a forthcoming publication. Most works
on social media analysis estimate trends by aggre-
gating document-level signals inferred from arbi-
trary (and biased) data samples selected to match
a predefined outcome. While some recent work
has begun incorporating demographic information
to contextualize analyses (Mandel et al., 2012;
Mitchell et al., 2013; Huang et al., 2017, 2019) and
to improve representativeness of the data (Copper-
smith et al., 2015b; Dos Reis and Culotta, 2015),
these studies still select on specific outcomes.

We depart from these works by constructing a
demographically representative digital cohort of
social media users prior to the analyses, and then
conducting cohort-based studies over this pre-
selected population. While a significant undertak-
ing in most medical studies, the vast quantities of
available social media data make assembling so-
cial media cohorts feasible. Such cohorts can be
used to support longitudinal and cross-sectional
studies, allowing experts to contextualize the out-
comes, produce externally valid trends from inher-
ently biased samples and extrapolate those trends
to a broader population. Similar strategies have
been utilized in online surveys, which can have
comparable validity to other survey modalities
simply by controlling for basic demographic fea-
tures such as the location, age, ethnicity and gen-
der (Duffy et al., 2005).

2.1 Building Digital Cohorts

Our cohort construction process entails two key
steps: first, randomly selecting a large sample
of Twitter users; and second, annotating those
users with key demographic attributes. While
such attributes are not provided by the API,
automated methods can be used to infer such
traits from data (Cesare et al., 2017). Following
this approach, we develop a demographic infer-
ence pipeline to automatically infer age, gender,

race/ethnicity and location for each cohort candi-
date.

Age Identifying age based on the content of a
user can be challenging, and exact age often can-
not be determined based on language use alone.
Therefore, we use discrete categories that provide
a more accurate estimate of age: Teenager (below
19), 20s, 30s, 40s, 50s (50 years or older).

Gender The gender was inferred using Demog-
rapher, a supervised model that predicts the (bi-
nary) gender of Twitter users with features based
on the name field on the user profile (Knowles
et al., 2016).

Race/Ethnicity The standard formulation of
race and ethnicity is not well understood by the
general public, so categorizing social media users
along these two axes may not be reasonable.
Therefore, we use a single measure of multi-
cultural expression that includes five categories:
White (W), Asian (A), Black (B), Hispanic (H),
and Other.

Location The location was inferred using Car-
men, an open-source library for geolocating tweets
that uses a series of rules to lookup location strings
in a location knowledge-base (Dredze et al., 2013).
We use the inferred location to select users that
live in the United States.

The age and race/ethnicity attributes were in-
ferred with custom supervised classifiers based on
Amir et al. (2017)’s user-level model. The classi-
fiers were trained and evaluated on a dataset of 5K
annotated users, attaining performances of 0.28
and 0.41 Average F1, respectively. See the sup-
plemental notes for additional details on these ex-
periments1.

2.2 Mental Health Classifiers

We build on prior work on supervised models for
mental health inference over social media data.
We focus on two mental health conditions — de-
pression and PTSD — and develop classifiers with
the self-reported datasets created for CLPysch
2015 (Mitchell et al., 2015; Coppersmith et al.,
2015b). These labeled datasets derive from users
that have publicly disclosed on Twitter a diag-
nosis of depression (327 users) or PTSD (246
users), with an equal number of randomly selected
demographically-matched (with respect to age and
gender) users as controls. For each user, the asso-

1https://samiroid.github.io/assets/
demos.pdf
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Figure 1: Demographics of the digital cohort.

ciated metadata and posting history was also col-
lected — up to the 3000 most recent tweets, per
limitations of the Twitter API.

The participants of the task proposed a host of
methods ranging from rule-based systems to vari-
ous supervised models (Pedersen, 2015; Preotiuc-
Pietro et al., 2015; Coppersmith et al., 2015b).
More recently, the neural user-level classifier pro-
posed by Amir et al. (2017) showed not only
good performance on this task, but also the ability
to capture implicit similarities between users af-
fected by the same diseases, thus opening the door
to more interpretable analyses2. Hence, we adopt
their model for this analysis.

3 Analysis

We constructed a cohort for our analysis by ran-
domly selecting a sample of Twitter users and pro-
cessing it with the aforementioned demographic
inference pipeline. After discarding accounts from
users located outside the United States, we ob-
tained a cohort of 48K Twitter users with the de-
mographic composition shown in Figure 1. Some
demographic groups are over-represented (e.g.
young adults) while others are grossly under-
represented (e.g. teenagers) which illustrates the
need for methodologies that can take these dispar-
ities into account.

We then processed the cohort through the
mental-health classifiers to estimate the prevalence
of depression and PTSD, and examine how these
illnesses manifest across the population. The anal-
ysis revealed that 30.2% of the cohort members
are likely to suffer from depression, 30.8% from

2a similar finding to Benton et al. (2017)

PTSD, and 20% from both. We observe a sig-
nificant overlap between people affected by de-
pression and PTSD, which is not surprising given
that the comorbidity of these disorders is well-
known, with approximately half of people with
PTSD also having a diagnosis of major depressive
disorder (Flory and Yehuda, 2015).

How do these conditions affect different parts
of the population? To answer this question, we
looked at the affected users and measured how the
demographics of individual sub-populations dif-
fer from those of the cohort as a whole. Fig-
ures 2 and 3 show the estimates for depression,
PTSD and both, controlled for the cohort demo-
graphics. We observe large generational differ-
ences — PTSD seems to be more prevalent among
older people whereas depression affects predomi-
nantly younger people. We also observe that in
all cases Women are more susceptible than Men,
and Blacks and Hispanics are more likely to be af-
fected than Whites. This may represent a bias in
the underlying data used to construct the classi-
fiers, or a difference in how social media is used
by different demographic groups. For example,
models that were trained with a majority of data
from White users maybe oversensitive to specific
dialects used by other communities.

3.1 Discussion

Comparing our estimates with the current statis-
tics provided by the NIH — a prevalence of 6.7%
for depression3 and 3.6% for PTSD4 —, we can
see that ours are much higher. It should be noted
however, that the NIH reports refers to Major De-
pression episodes whereas our classifiers maybe
also be sensitive to mild depressions which may
never be diagnosed as such. Moreover, these es-
timates are not directly comparable since the NIH
statistics are outdated (the estimates are from 2003
and 2015 for PTSD and depression, respectively)
and our cohort was not adjusted to match the
demographics of the US population. Neverthe-
less, it is worth noting that the relative prevalence
rates, per demographic group, we obtained corre-
late with the NIH reports. For example, we ob-
serve similar distributions in terms of age and gen-

3https://www.nimh.nih.gov/health/
statistics/major-depression.shtml

4https://www.nimh.nih.
gov/health/statistics/
post-traumatic-stress-disorder-ptsd.
shtml
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(a) Depression
(b) PTSD

Figure 2: The prevalence of two mental health conditions in the cohort.

der. However, we found that Blacks and Hispan-
ics are more likely to be affected by mental ill-
nesses, whereas the NIH reports a higher preva-
lence among Whites.

One possible reason for these disparities is that
racial minorities are more likely to come from
communities with lower education rates and so-
cioeconomic status (SES), and to be in a posi-
tion where they lack proper health coverage and
mental-health care. Reports from the NIH and
other US governmental agencies show that 46.3%
of Whites suffering from a mental-illness were
subjected to some form treatment, but this was
case for only 29.8% of Blacks and 27.3% of His-
panics5. There may also be a bias in reporting
within different racial and ethnic groups, as preva-
lence estimates can be biased by access to mental
health care and social stigma. Recent studies show
that factors such as discrimination and perceived
inequality have a stronger influence on mental-
health than it was previously supposed, even when
controlling for the SES (Budhwani et al., 2015).
Others have found that acute and chronic discrimi-
nation causes racial disparities in health to be even
more pronounced at the upper ends of the socioe-
conomic spectrum. One of the reasons being that
for Whites, improvements in SES result in im-
proved health and significantly less exposure to
discrimination, whereas for Blacks and Hispan-
ics upwards mobility significantly increases the
likelihood of discrimination and unfair treatment,

5https://www.integration.samhsa.gov/
MHServicesUseAmongAdults.pdf

Figure 3: Depression and PTSD

as they move into predominantly White neighbor-
hoods and work environments (Colen et al., 2017).

While an in-depth analysis of this issue is be-
yond the scope of this work, these results suggest
that it deserves further investigation. A follow-
up study to investigate the role of discrimination
in mental-health could be conducted by adding
a model to identify users who reported instances
of discrimination and compare the prevalence of
mental-illness with a control group.

4 Conclusions

We have presented the first cohort based study of
mental health trends on Twitter. Instead of con-
ducting the analysis over arbitrary data samples
selected to match a given outcome, we first devel-
oped a digital cohort of social media users char-
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acterized with respect to key demographic traits.
We used this cohort to measure relative rates of
depression and PTSD, and examine how these ill-
nesses affect different demographic strata. The
ability to disaggregate the estimates per demo-
graphic group allowed us to observe clear differ-
ences in how these illnesses manifest across dif-
ferent parts of the population — something that
would not be possible with typical social media
analysis methodologies. This brings social media
analysis methodologies closer to universally ac-
cepted practices in surveillance based research.

Information about how different sub-
populations perceive or are affected by certain
health issues, could also improve public health
policies and inform intervention campaigns
targeted for different demographics. Moreover,
the fact that some of our estimates correlate with
statistics obtained through traditional method-
ologies suggests that this might be a promising
approach to complement current epidemiology
practices. Indeed, this opens the door to more
responsive and deliberate public health interven-
tions, and allow experts to track the progress
or the effects of targeted interventions, in near
real-time.

4.1 Privacy and Ethical Considerations

The majority of social media analysis approaches
try to extract signals from individual posts and
thus do not need to record any personal informa-
tion. However, as we start moving towards user-
level analyses, we are collecting and storing com-
plete records of social media users communica-
tions. Even though this information is publicly
available, people might not be consciously aware
of the implications of sharing all their data and
certainly have not given explicit consent for their
data to be analyzed in aggregate. This is even
more pertinent for analyses involving sensitive in-
formation (e.g. health related issues). As it has
been demonstrated by the recent incidents involv-
ing companies inadvertently sharing or failing to
protect users personal data, there is a serious dan-
ger of abuse and exploitation for systems that col-
lect and store large amounts of personal data.

Even though this is in large part an ethical
question, there are technical solutions that can be
used to partially address this issue. One is to use
anonymization techniques to obfuscate any details
that allow third parties (even analysts) to identify

the individuals that are involved in the study. An-
other is to store only abstract representations —
which can still be updated and consumed by pre-
dictive models — , and discard the actual con-
tent. In regards to consent, there are initiatives to
support voluntary data donation for research pur-
poses, e.g. the Our Data Helps program6.

References
Silvio Amir, Glen Coppersmith, Paula Carvalho,

Mario J. Silva, and Bryon C. Wallace. 2017. Quan-
tifying mental health from social media with neu-
ral user embeddings. In Proceedings of the 2nd
Machine Learning for Healthcare Conference, vol-
ume 68 of Proceedings of Machine Learning Re-
search, pages 306–321, Boston, Massachusetts.
PMLR.

Vischal S Arora, David Stuckler, and Martin Mckee.
2016. Tracking search engine queries for suicide
in the united kingdom, 2004–2013. Public health,
137:147–153.

John W Ayers, Benjamin M Althouse, Jon-Patrick
Allem, Matthew A Childers, Waleed Zafar, Carl
Latkin, Kurt M Ribisl, and John S Brownstein. 2012.
Novel surveillance of psychological distress during
the great recession. Journal of affective disorders,
142(1-3):323–330.

John W Ayers, Benjamin M Althouse, Jon-Patrick
Allem, J Niels Rosenquist, and Daniel E Ford. 2013.
Seasonality in seeking mental health information on
google. American journal of preventive medicine,
44(5):520–525.

John W Ayers, Benjamin M Althouse, Eric C Leas,
Mark Dredze, and Jon-Patrick Allem. 2017. Internet
searches for suicide following the release of 13 rea-
sons why. JAMA internal medicine, 177(10):1527–
1529.

Adrian Benton, Margaret Mitchell, and Dirk Hovy.
2017. Multitask learning for mental health condi-
tions with limited social media data. In Proceedings
of the 15th Conference of the European Chapter of
the Association for Computational Linguistics: Vol-
ume 1, Long Papers, volume 1, pages 152–162.

Henna Budhwani, Kristine Ria Hearld, and Daniel
Chavez-Yenter. 2015. Depression in racial and eth-
nic minorities: the impact of nativity and discrimina-
tion. Journal of racial and ethnic health disparities,
2(1):34–42.

Nina Cesare, Christan Grant, and Elaine O Nsoesie.
2017. Detection of user demographics on social me-
dia: A review of methods and recommendations for
best practices. arXiv preprint arXiv:1702.01807, 0.

6https://ourdatahelps.org/

118



Cynthia G Colen, David M Ramey, Elizabeth C Cook-
sey, and David R Williams. 2017. Racial disparities
in health among nonpoor african americans and his-
panics: the role of acute and chronic discrimination.
Social Science & Medicine, 0.

Glen Coppersmith, Mark Dredze, and Craig Harman.
2014a. Quantifying mental health signals in twitter.
In Proceedings of the Workshop on Computational
Linguistics and Clinical Psychology: From Linguis-
tic Signal to Clinical Reality, pages 51–60. Associa-
tion for Computational Linguistics.

Glen Coppersmith, Mark Dredze, Craig Harman, and
Kristy Hollingshead. 2015a. From ADHD to SAD:
Analyzing the language of mental health on twit-
ter through self-reported diagnoses. In Proceedings
of the 2nd Workshop on Computational Linguistics
and Clinical Psychology: From Linguistic Signal to
Clinical Reality, pages 1–10. Association for Com-
putational Linguistics.

Glen Coppersmith, Mark Dredze, Craig Harman,
Kristy Hollingshead, and Margaret Mitchell. 2015b.
Clpsych 2015 shared task: Depression and ptsd on
twitter. In Proceedings of the 2nd Workshop on
Computational Linguistics and Clinical Psychology:
From Linguistic Signal to Clinical Reality, pages
31–39. Association for Computational Linguistics.

Glen A Coppersmith, Mark Dredze, Craig Harman,
and Kristy Hollingshead. 2015c. From adhd to
sad: analyzing the language of mental health on
twitter through self-reported diagnoses. In NAACL
Workshop on Computational Linguistics and Clini-
cal Psychology, pages 1–10.

Glen A Coppersmith, Craig Harman, and Mark Dredze.
2014b. Measuring post traumatic stress disorder in
twitter. In International Conference on Weblogs and
Social Media (ICWSM), pages 579–582.

Aron Culotta. 2010. Towards detecting influenza epi-
demics by analyzing Twitter messages. In Proceed-
ings of the First Workshop on Social Media Ana-
lytics, SOMA ’10, pages 115–122, New York, NY,
USA. ACM.

Munmun De Choudhury, Emre Kiciman, Mark Dredze,
Glen Coppersmith, and Mrinal Kumar. 2016. Dis-
covering shifts to suicidal ideation from mental
health content in social media. In Proceedings of the
2016 CHI Conference on Human Factors in Com-
puting Systems, CHI ’16, pages 2098–2110, New
York, NY, USA. ACM.

Virgile Landeiro Dos Reis and Aron Culotta. 2015. Us-
ing matched samples to estimate the effects of exer-
cise on mental health from twitter. In Proceedings of
the Twenty-Ninth AAAI Conference on Artificial In-
telligence, AAAI’15, pages 182–188. AAAI Press.

Mark Dredze, Michael J Paul, Shane Bergsma, and
Hieu Tran. 2013. Carmen: A Twitter geolocation
system with applications to public health. In AAAI

Workshop on Expanding the Boundaries of Health
Informatics Using AI (HIAI).

Bobby Duffy, Kate Smith, George Terhanian, and John
Bremer. 2005. Comparing data from online and
face-to-face surveys. International Journal of Mar-
ket Research, 47(6):615.

Janine D Flory and Rachel Yehuda. 2015. Comorbid-
ity between post-traumatic stress disorder and ma-
jor depressive disorder: alternative explanations and
treatment considerations. Dialogues in clinical neu-
roscience, 17(2):141.

Bibo Hao, Lin Li, Ang Li, and Tingshao Zhu. 2013.
Predicting mental health status on social media. In
Cross-Cultural Design. Cultural Differences in Ev-
eryday Life.CCD 2013, Lecture Notes in Computer
Science, pages 101–110. Springer, Berlin, Heidel-
berg.

Xiaolei Huang, Michael Smith, Michael Paul, Dmytro
Ryzhkov, Sandra Quinn, David Broniatowski, and
Mark Dredze. 2017. Examining patterns of in-
fluenza vaccination in social media. In AAAI Work-
shops.

Xiaolei Huang, Michael C Smith, Amelia M Jami-
son, David A Broniatowski, Mark Dredze, San-
dra Crouse Quinn, Justin Cai, and Michael J
Paul. 2019. Can online self-reports assist in
real-time identification of influenza vaccination up-
take? a cross-sectional study of influenza vaccine-
related tweets in the usa, 2013–2017. BMJ open,
9(1):e024018.

Rebecca Knowles, Josh Carroll, and Mark Dredze.
2016. Demographer: Extremely simple name de-
mographics. In Proceedings of the First Workshop
on NLP and Computational Social Science, pages
108–113.

Mrinal Kumar, Mark Dredze, Glen Coppersmith, and
Munmun De Choudhury. 2015. Detecting changes
in suicide content manifested in social media fol-
lowing celebrity suicides. In Proceedings of the
26th ACM conference on Hypertext and hypermedia.
ACM.

Benjamin Mandel, Aron Culotta, John Boulahanis,
Danielle Stark, Bonnie Lewis, and Jeremy Rodrigue.
2012. A demographic analysis of online sentiment
during hurricane irene. In Proceedings of the 2nd
Workshop on Language in Social Media, pages 27–
36. Association for Computational Linguistics.

Lewis Mitchell, Kameron Decker Harris, Morgan R
Frank, Peter Sheridan Dodds, and Christopher M
Danforth. 2013. The geography of happiness:
connecting Twitter sentiment and expression, de-
mographics, and objective characteristics of place.
PLOS ONE, 8(5).

Margaret Mitchell, Glen Coppersmith, and Kristy
Hollingshead, editors. 2015. Proceedings of the

119



Workshop on Computational Linguistics and Clin-
ical Psychology: From Linguistic Signal to Clinical
Reality. North American Association for Computa-
tional Linguistics, Denver, Colorado, USA.

Michael J Paul and Mark Dredze. 2011. You are what
you tweet: Analyzing Twitter for public health. In
Proceedings of the 5th International AAAI Confer-
ence on Weblogs and Social Media, ICWSM11. As-
sociation for the Advancement of Artificial Intelli-
gence.

Michael J. Paul and Mark Dredze. 2017. Social Moni-
toring for Public Health. Morgan & Claypool Pub-
lishers.

Ted Pedersen. 2015. Screening Twitter users for de-
pression and PTSD with lexical decision lists. In
Proceedings of the Workshop on Computational Lin-
guistics and Clinical Psychology: From Linguistic
Signal to Clinical Reality, pages 46–53.

Ross L Prentice. 1986. A case-cohort design for epi-
demiologic cohort studies and disease prevention tri-
als. Biometrika, 73(1):1–11.

Daniel Preotiuc-Pietro, Maarten Sap, H Andrew
Schwartz, and LH Ungar. 2015. Mental illness
detection at the world well-being project for the
clpsych 2015 shared task. NAACL HLT 2015,
page 40.

Marcel Salathe, Linus Bengtsson, Todd J Bodnar, De-
von D Brewer, John S Brownstein, Caroline Buc-
kee, Ellsworth M Campbell, Ciro Cattuto, Shashank
Khandelwal, Patricia L Mabry, et al. 2012. Dig-
ital epidemiology. PLoS computational biology,
8(7):e1002616.

H. Andrew Schwartz, Johannes Eichstaedt, Margaret L.
Kern, Gregory Park, Maarten Sap, David Stillwell,
Michal Kosinski, and Lyle Ungar. 2014. Towards
assessing changes in degree of depression through
Facebook. In Proceedings of the Workshop on
Computational Linguistics and Clinical Psychology:
From Linguistic Signal to Clinical Reality, pages
118–125. Association for Computational Linguis-
tics.

120



Proceedings of the Sixth Workshop on Computational Linguistics and Clinical Psychology, pages 121–125
Minneapolis, Minnesota, June 6, 2019. c©2019 Association for Computational Linguistics

Reviving a psychometric measure: Classification and prediction of the
Operant Motive Test

Dirk Johannßen
MIN Faculty,

Dept. of Computer Science
Universität Hamburg

& Nordakademie

Chris Biemann
MIN Faculty,

Dept. of Computer Science
Universität Hamburg

22527 Hamnburg, Germany
http://lt.informatik.uni-hamburg.de/

{biemann, johannssen}@informatik.uni-hamburg.de
{david.scheffer, dirk.johannssen}@nordakademie.de

David Scheffer
Dept. of Economics

Nordakademie
25337 Elmshorn, Germany

Abstract

Implicit motives allow for the characteriza-
tion of behavior, subsequent success and long-
term development. While this has been op-
erationalized in the operant motive test, re-
search on motives has declined mainly due to
labor-intensive and costly human annotation.
In this study, we analyze over 200,000 labeled
data items from 40,000 participants and uti-
lize them for engineering features for training
a logistic model tree machine learning model.
It captures manually assigned motives well
with an F-score of 80%, coming close to the
pairwise annotator intraclass correlation coef-
ficient of r = .85. In addition, we found a
significant correlation of r = .2 between sub-
sequent academic success and data automat-
ically labeled with our model in an extrinsic
evaluation.

1 Introduction

In psychology, texts have been analyzed
for so-called motives since the 1930s
Schultheiss and Brunstein (2010a). Implicit
motives are unconscious motives, which are mea-
surable by operant methods. Operant methods, in
turn, are psychometrics, which are captured by
having participants write free texts, i.e. partici-
pants are asked ambiguous questions or are shown
faint images, which they describe or interpret.
Classically, motives are labeled manually in these
descriptions for further analysis (Schultheiss,
2008). Knowledge of operant motives facilitate
clinical research on e.g. traumas, as conducted by
Weindl and Lueger-Schuster (2016). According to
Schultheiss (2008), there are three main motives
of the operant system: i) affiliation (hereafter
referred to as A), which is a desire for establishing
positive relationships, ii) achievement (hereafter
referred to as L), described as the capacity of
mastering challenges and gaining satisfaction

from such and iii) power (hereafter referred to
as M), which is the desire to have an impact on
one’s fellows. Originally, psychological motives
were measured with projective techniques, such
as the thematic apperception test (TAT, (Murray,
1943)) or with questionnaires (Schüler et al.,
2015). During the TAT, participants were shown
between 8 and 30 colorless images in two sessions
and were asked to tell stories for each of the 10
images per sessions, which took about 20-30
minutes. Besides this time consumption, the TAT
showed variable objectivity, thus an acceptable
inter-rater agreement could not be achieved.
Motives can be also measured by questionnaires,
which helps to achieve objectivity but measure
something different, i.e. explicit motives. The
hypothesis of those independent motivational
systems (explicit, implicit) was proposed and
shown by McClelland et al. (1989). Implicit
motives are aroused by affective incentives that
promise direct emotional rewards, whilst explicit
motives are aroused by rational incentives, which
include social expectations (Schüler et al., 2015).

Even though it is possible to predict the hierar-
chical development of managers, subsequent aca-
demic success and preferred clothing brands (as
reviewed in Section 3), research on motives has
declined mainly due to labor-intensive and costly
human annotation by well-trained psychologists.
In this work, we examine how far processing with
natural language processing (NLP) techniques can
automatize the assignment of operant motives. We
evaluate our approach intrinsically as well as ex-
trinsically for the prediction of subsequent aca-
demic success as reflected in grades of final stu-
dent’s bachelor’s theses.

As far as we are aware, this is the first work that
uses the OMT for training a machine learning al-
gorithm in order to classify yet unlabeled data and
investigate measurable connections between oper-
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ant motives and subsequent academic success.

2 The OMT and MIX

The operant motive test (OMT) was originally de-
veloped by Kuhl and Scheffer (1999). Different to
the TAT by Murray (1943), for measuring motives
with the OMT, participants are shown sketched
scenarios with multiple persons in underspecified
situations, such as displayed in Figure 1.

The OMT has the two main advantages, that
participants are asked to state very short answers
in contrast to whole stories of the TAT and that
the OMT introduces additional levels of affective
valence to the three main motives ranging from 1
to 5, allowing psychologists to differentiate affects
of participants even further. Level 1 stands for
self-regulating, 2 for incentive-driven, 3 for self-
driven, 4 for active avoidance and 5 for passive
avoidance.

Figure 1: Sketched scenery for participant to answer
four (OMT) questions on the narration and involved
emotions (Kuhl and Scheffer, 1999)

A so-called zero-motive or zero-level (anno-
tated as 0 for both, the motives and levels) are la-
beled if no clear motive or level can be identified,
resulting in 4 X 6 possible target classes (0, A, M,
L with levels 0 to 5). Even though cases are rare,
it is possible to assign a level other than 0 with a
0 motive, i.e. no motive could be identified since
motives and levels are orthogonal classifications.

A closely related psychometric test is the
so-called Motive Index (MIX), developed by
Scheffer and Kuhl (2006). The MIX is measured
similarly to the OMT with slightly altered ques-
tions for an even faster assessment, making the
MIX suitable for shortened aptitude diagnostics.

3 Related Work

McClelland and Boyatzis (1982) showed during
an assessment center study that managers with
a highly developed power motive were signifi-
cantly more likely to reach higher hierarchy lev-
els within 18 years. Weindl and Lueger-Schuster

(2016) utilized the OMT for clinically inves-
tigating survivors of childhood abuse in foster
care settings, finding connections between cer-
tain motive level constellations and symptoms of
abuse. Schmidt and Frieze (1997) utilized the mo-
tive model of McClelland and Boyatzis (1982) on
142 college students and concluded that a stronger
power motive occurrence mediated product in-
volvement such as expensive cars or interview
clothing, whilst affiliation was associated with
purchasing gift cards. Schultheiss and Brunstein
(2010b) analyzed CEO speeches and were able to
predict individual and collective behavior of com-
pany members or companies. Schüler et al. (2015)
compared and related three different motive mea-
sures, namely the picture story exercise (PSE,
(Schultheiss and Pang, 2007)), the OMT and the
multi-motive grid (Sokolowski et al., 2000), and
showed that the measures differ in their scoring
system and thus show little overlap, indicating
them being unexchangeable. It is controversial
whether the achievement motive is connected with
academic success: Scheffer (2004) was able to
predict grades with a significant correlation of r =
.2, attributed to the intrinsic desire for excellence,
whilst McClelland (1988) found that the power
motive is rather correlated with academic success
if grades are exposed to peers due to the desire to
impress fellows.

Those studies show the validity and promising
predictive power of the OMT, which can be uti-
lized for aptitude diagnostics of different fields. In
terms of the bachelor thesis grades, which are per-
ceptible by peers, the predictability by the power
motive can be hypothesized.

4 Data

Data has been collected by having 40,000
anonymized participants textually associate im-
ages in German such as the one in Figure 1 on the
two questions i) Who is the main person and what
is important for that person? ii) How does that per-
son feel? The participants gave 220,859 answers
on 15 different images. After filtering (cf. Section
5.1), we retain 209,716 text instances.

Each answer was labeled manually with the mo-
tives 0, A, L or M and a level ranging from 0 to 5.
The annotators were psychologists, trained by the
OMT manual by Kuhl and Scheffer (1999). The
inter-annotator agreement with previously coded
motives using the Winter scale (Winter, 1994)
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reached as high as 97% and 95% for the two
annotators after the manual training. The pair-
wise intraclass correlation coefficient is an of-
ten utilized agreement measure, developed by
Shrout and Fleiss (1979). This coefficient was
measured to be .85 on average for the three mo-
tives (Schüler et al., 2015), thus showing the diffi-
culty to standardize the labeling process.

The class distributions of motives and levels
displayed in Table 1 show that the power motive
(M) is with 59% nearly three times as frequent as
the second largest class of achievement (L) with
19%. Furthermore, levels 4 and 5 together repre-
sent more than half of all level-labeled instances.

In addition to the roughly 220,000 labeled OMT
text data instances, a small dataset of related
but unlabeled MIX texts from 105 participants
is available, which come with the additional in-
formation of the bachelor thesis grades of the
anonymized participants. We will use this dataset
for the extrinsic evaluation below.

5 Methodology

The main goal of this work is the automatization
of the motive classification by training a machine
learning model. Another goal will be the first and
basic validation of the trained model by classi-
fying the yet unlabeled 105 additional texts and
hypothesizing a correlation between the achieve-
ment or the power motive with the bachelor thesis
grades.

5.1 Pre-processing

We pre-processed the data by first removing spam,
which mostly contained the same letters repeated,
empty answers or a random variation of symbols.
Also, we removed entries in different languages
other than German. Lastly, texts with encoding
problems were either resolved or removed. After
this pre-processing, the whole dataset consisted of
209,716 texts. The distribution of filtered ques-
tions is uneven.

0 1 2 3 4 5 Σ

0 7,921 0 2 1 2 6 7,932
A 11 2,888 9,581 1,361 7,617 6,822 28,280
L 6 2,455 12,697 6,405 7,542 3,742 32,847

M 25 11,338 12,353 15,248 36,103 23,610 98,677
Σ 7,963 16,681 34,633 23,015 51,264 34,180 167,736

Table 1: The OMT’s training classes distribution after
filtering and removing a held-out test and development
set (10% each).

5.2 Feature engineering
For engineering features, the texts mostly were
tokenized and processed per token. Engineered
features were the type-token-ratio, the ratio of
spelling mistakes and frequencies between 3 and
10 appearances.

Further features are LIWC and language
model perplexities. The psychometric dictio-
nary and software language inquiry and word
count (LIWC) was developed by Pennebaker et al.
(1999) and later transferred to German by
Wolf et al. (2008). The German LIWC allowed for
96 categories to be assigned to each token, rang-
ing from rather syntactic features such as personal
pronouns to rather psychometric values such as fa-
miliarity, negativity or fear.

Part-of-speech (POS) tags were assigned to
each token and thereafter counted and normalized
to form a token ratio. We trained a POS tagger via
the natural language toolkit (NLTK) on the TIGER
corpus, assembled by Brants et al. (2004) and uti-
lizing the STTS tagset, containing 54 individual
POS tags.

We trained a bigram language model for each
class and incorporated Good-Turing smoothing
for calculating the perplexity. During training, we
tuned parameters (e.g. which smoothing to use)
via development set and tested the model with a
held-out test set of 20,990 instances. The perplex-
ity of a model q is:

2−
1
N

∑N
i=1 log2 q(xi)

with p being an unknown probability distribu-
tion, x1, x2, . . . xN being the sequence (i.e. the
sentence) drawn from p and q being the probabil-
ity model.

5.3 Model training
Even though deep learning has shown to be pow-
erful, it often comes with a cost of losing trans-
parency, which is crucial for our task, in which
we seek to better understand the connection be-
tween psychology and language. Therefore we
utilized different classical machine learning algo-
rithms such as Naı̈ve Bayes, LMT or regression
and found the logistic model tree (LMT) imple-
mentation of Landwehr et al. (2005) to be the best-
performing one amongst the tested. A LMT is a
decision tree, which performs logistic regressions
at its leaves. The root differentiates the language
model’s perplexities (A, M, and L) and thereafter
performs the logistic regressions based on further
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features.
A qualitative post-hoc analysis by psychologists

has resulted in an agreement with the model’s pre-
dictions, except for too many assigned 0 labels and
motives.

6 Results

Based on the correlation-based Feature Subset Se-
lection by Hall (2000), the most influential fea-
tures are the LIWC categories I, Anger, Commu-
nication, Friends, Down, Motion, Occup, Achieve
and TV, as well as the perplexities of the language
models affiliation (A), performance (L) and power
(M) and attributive possessive pronoun (PPOSAT)
POS tag frequency.

When classifying unlabeled OMT related texts
of 105 anonymized participants, counting the mo-
tive predictions and analyzing a possible connec-
tion with the bachelor thesis grade and said counts,
a weak but significant Pearson correlation coeffi-
cient of r = .2 could be found between the power
motive and the thesis grade value (shown in Fig-
ure 2), whilst the achievement motive did not show
any correlation. A wordlist-based model, which
consists of 415 affiliation, 512 achievement, and
572 power words showed an insignificant correla-
tion of r = .07 with an F-score of 61.07%.

Predicted

A
ct

ua
l

0 A L M Σ
0 338 92 163 427 1,020
A 51 2,667 105 708 3,531
L 115 66 3,151 804 4,136

M 209 573 556 10,965 12,303
Σ 713 3,398 3,975 12,904 20,990

Table 2: The confusion matrix of the motive classifi-
cation task (without the levels) on the test set (10% of
available data) with filtered values.

The confusion matrices in Table 2 illustrate the
model’s performance for each class. The model
scores an F1 score of 65.4% for classifying the
levels and 80.1% for classifying the motives.

An error analysis revealed that misclassified in-
stances contain more words on average (24.2 ver-
sus 21.04). Also, misclassifications contain four
times the amount of fillers (e.g. you know, like, i
mean, Pennebaker et al. (1999)). Those instances
are focused on plural personal pronouns twice as
often and show a higher amount of answer par-
ticle. Moreover, misclassified instances contain
50% more often religious expressions, metaphors,

Figure 2: Correlation of r = -0.20 between LMT classi-
fier predicted counts of power motive answers and the
bachelor thesis grades. The German grading system
ranges from 1.0 (very good) to 5.0 (failed).

and topics of sadness. Most of the misclassified
instances show high perplexity scores of either
one motive, are written in all caps and contain
one-word sentences. When referring to the OMT
manual Kuhl and Scheffer (1999) used for training
psychologists on that labeling task, it is controver-
sial whether all caps words should be viewed as a
feature in itself and whether single word sentences
qualify for being labeled different than 0, hence
the OMT asks participants for stories rather than
keywords. The annotators seem to have developed
an intuition besides the OMT manual, as reflected
in their high intraclass correlation coefficients.

7 Conclusion

The psychometric OMT is hampered by costly and
labor-intensive manual annotation. Automatiza-
tion is possible by utilizing the proposed model
for motive and level classification. The anno-
tators have had an average intraclass correlation
coefficient of .85, whilst the overall F-score has
reached 80.1%, clearly exceeding F = 61.07% of
the wordlist-based model. Even though both mea-
sures are not directly comparable, the respectable
F-scores suggest that the feature-engineered ma-
chine learning model is approaching human-like
performance. Interestingly, the most influential
features relate to the OMT theory. Lastly, a first
theory validation has resulted in a significant r =
.2 correlation between the predicted power mo-
tive and bachelor thesis grades. Furthermore, of-
ten better performing neural approaches should be
considered for future work.
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Abstract 

Incoherent discourse in schizophrenia has 

long been recognized as a dominant 

symptom of the mental disorder (Bleuler, 

1911/1950). Recent studies have used 

modern sentence and word embeddings to 

compute coherence metrics for 

spontaneous speech in schizophrenia. 

While clinical ratings always have a 

subjective element, computational 

linguistic methodology allows 

quantification of speech abnormalities. 

Clinical and empirical knowledge from 

psychiatry provide the theoretical and 

conceptual basis for modelling. Our study 

is an interdisciplinary attempt at improving 

coherence models in schizophrenia. Speech 

samples were obtained from healthy 

controls and patients with a diagnosis of 

schizophrenia or schizoaffective disorder 

and different severity of positive formal 

thought disorder. Interviews were 

transcribed and coherence metrics derived 

from different embeddings. One model 

found higher coherence metrics for 

controls than patients. All other models 

remained non-significant. More detailed 

analysis of the data motivates different 

approaches to improving coherence models 

in schizophrenia, e.g. by assessing 

referential abnormalities.   

1 Introduction 

Language impairments in schizophrenia are 

frequent (Kuperberg, 2010), can impede 

communication and social integration, and are 

usually a predictor for poorer outcome (Roche et 

al., 2015). They include difficulties with 

structural aspects and pragmatic use of language 

as well as deficits in cohesion (Abu-Akel, 1997; 

Bartolucci and Fine, 1987; Chaika and Lambe, 

1989) and semantic coherence (Bedi et al., 2015; 

Ditman and Kuperberg, 2010; Elvevag et al., 

2007; Iter et al., 2018). Although incoherent 

speech is a prominent symptom of schizophrenia 

(American Psychiatric Association, 2013; 

Andreasen, 1979a; Ditman and Kuperberg, 2010), 

there have been few collaborations of psychiatry 

and linguistics to analyze the symptom with 

linguistic quantitative methodology.  

In psychopathological terms, incoherent 

speech is usually not described as a language 

disorder but as one possible manifestation of 

formal thought disorder (FTD) – a symptom 

occurring in a wide range of disorders, albeit 

predominantly in psychosis (Andreasen and 

Grove, 1986; Mercado et al., 2011; Roche et al., 

2015). FTD comprises diverse abnormalities of 

speech and thought, such as neologisms, flight of 

ideas, rumination and perseveration, and negative 

symptoms like alogia (Broome et al., 2017; Roche 

et al., 2015) – all of which are not necessarily 

related to incoherent speech. For example, 

neologisms might impair coherence (Lecours and 

Vanier-Clément, 1976), but can also facilitate 

expressing ideas (Bleuler, 1911/1975; Covington 

et al., 2005). Another example is perseveration, 

where constant repetitions indicate speech 

abnormality but do not have to impede coherence 

(Liddle et al., 2002). Still, especially ratings of 

Coherence models in schizophrenia 
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positive FTD bear relevance to assessing 

incoherent speech. For example, in the Scale for 

the Assessment of Positive Symptoms (SAPS), 

incoherent speech is defined as loss of 

associations within sentences which can result in 

incomprehensible “schizophasia” or “word salad” 

(Andreasen, 1979a). It is linked to other forms of 

positive FTD such as tangentiality (i.e. irrelevant 

responses to questions), derailment (i.e. loss of 

associations between larger units of speech), 

illogical, and indirect speech (Andreasen, 1984). 

It should be noted that incoherent speech varies 

across patients depending on the phase of illness 

and the presence and severity of other symptoms 

(Allen et al., 1993; Chaika, 1974; Roche et al., 

2015).  

In linguistics, incoherence refers to the deeper 

semantic sense of speech transcending the 

meaning of individual sentences. It is present 

locally, within and between sentences, as well as 

globally, as the overall topic or function of speech 

(Stede, 2007, p. 24f.). Rhetorical Structure 

Theory, for example, defines coherence through 

establishing relations between minimal discourse 

units and thereby building a structure which is 

reflective of the internal organization of discourse 

(Mann and Thompson, 1987). 

A linguistic, valid, reliable and objective 

measure of incoherent speech could serve to find a 

common language between psychiatry and 

linguistics and specify the definition of 

incoherence as part of FTD. This could be useful 

for further examining the concept and underlying 

mechanisms such as neurological correlates as well 

as for assessing prognosis and treatment 

responsiveness. 

1.1 Automated speech and coherence 

analysis 

Ditman and Kuperberg (2010) suggest that 

incoherent speech in schizophrenia appears to be 

connected to abnormal use of referential markers 

(see also Docherty et al. (1998), Rochester (2013) 

or Hinzen and Rosselló (2015)) and problems in 

“integrating meaning across clauses” (p. 7) which 

can lead to a lower similarity between sentences 

in schizophrenia. This latter observation invites 

for automated coherence analysis that models 

coherence as lexical cohesion or concept overlap. 

Latent Semantic Analysis (LSA) (Landauer and 

Dumais, 1997) is such a measure and has been 

tested in schizophrenia research (Bedi et al., 2015; 

Elvevag et al., 2007). In a recent study, Iter et al. 

(2018) could not distinguish between 

schizophrenia patients and healthy controls 

replicating the LSA-based models used in Bedi et 

al. (2015) and Elvevag et al. (2007). They point 

out three major shortcomings of the models: (1) 

the misinterpretation of verbal fillers as 

incoherent speech, (2) a bias to judging longer 

sentences as more coherent than short ones, as 

well as (3) a bias to judging repetitions as more 

coherent. Iter et al. (2018) were able to improve 

coherence models by Elvevag et al. (2007) and 

Bedi et al. (2015) by preprocessing their dataset 

and using modern word and sentence embedding 

techniques which have been shown to outperform 

LSA (Fang et al., 2016; Levy et al., 2015). 

Moreover, they credit the mentioned observations 

of referential problems in schizophrenia and 

propose a referential coherence model based on 

classifying ambiguous pronoun use to further 

improve the predictive value of their results.  

Our study aims to (1) assess whether the 

models used by Iter et al. (2018) can be 

transferred to the German language, and (2) to 

apply them to a larger sample of patients of 

varying stability. Specifically, we aim to examine 

(1) whether schizophrenia patients and controls 

can be differentiated based on automated 

coherence analysis, and (2) whether 

schizophrenia patients of varying stability can be 

differentiated not only based on clinical rating 

scales but also based on automated coherence 

analysis. (3) We aim to extend attempts by Iter et 

al. (2018) to further improve coherence models by 

quantifying idiosyncrasies of speech in 

schizophrenia.  

2 Method 

2.1 Participants 

N = 30 participants took part in this study (see 

Table 1 for characteristics of the sample). n = 10 

were patients from the Psychiatric University 

Clinic at St. Hedwig Hospital Berlin and n = 10 

patients were recruited from the pool of 

participants in the MPP-S study (clinical trials ID: 

NCT02576613). Participants were: (1) inpatients 

(n = 5) or outpatients (n = 15) with a diagnosis of 

schizophrenia (n = 15) or schizoaffective disorder 

(n = 5) according to Diagnostic and Statistical 

Manual of Mental Disorders, Fourth Edition, Text 

Revision (DSM-IV-TR), confirmed by trained 
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clinicians; (2) showed native proficiency in 

German language; (3) had no organic mental 

disorder or relevant severe somatic disease; (4) no 

active substance dependence. The control group (n 

= 10) was recruited from the local community. 

Healthy controls were screened by experienced 

clinicians with the Mini-International 

Neuropsychiatric Interview (M.I.N.I.) (Sheehan et 

al., 1998). 

The study was approved by the local ethics’ 

committee.  

2.2 Procedure 

Speech samples for automated analysis were 

obtained by trained clinicians with a short semi-

structured interview, the Narrative of Emotions 

Task (NET) (Buck et al., 2014). It includes three 

questions about four emotions: sadness, fear, 

anger and happiness: (1) What does this emotion 

mean to you? (2) Describe a situation where you 

felt this emotion. (3) Why do you think you felt 

this emotion in this situation? The interview is 

designed to prompt participants to define this 

range of simple emotions with the intention to 

“assess the richness and coherence with which 

one explains emotional and social events“ (Buck 

et al., 2014, p. 235). Semi-structured interviews 

have already been used in studies on automated 

speech analysis in schizophrenia (Elvevag et al., 

2007; Minor et al., 2019). The structured format 

of the NET interview allows direct comparison 

between subjects and open questions generate 

 Patients  

n = 20 
Controls  

n = 10 
Statistics with positive 

FTD  

n = 10 

without positive 

FTD  

n = 10 

Age (years) 48.1 (12.17) † 45.7 (11.7) 44.5 (13.79) F a = .21 

Sex (male) n = 8 n = 5 n = 5 χ² c = 2.5 

Verbal IQ 104.5 (15.39) 106.6 (14.17) 106.6 (9.28) F = .08 

Inpatients n = 5 n = 0 - χ² = 6.67** 

F20.0 n = 7 n = 7 -  

F25.0 n = 3 n = 3 -  

Antipsychotic medication n = 9 n = 10 - χ² = 1.05 

CGI 5.9 (.88) 4.2 (1.48) - t = -3.13** 

Duration of illness (years) 21.5 (13.7) 15.2 (11.74) - t = -1.12 

SAPS   -  

positive FTD 2.9 (.74) .4 (.52)  t = -8.78** 

Incoherence 1.9 (1.45) .1 (.32)  t = -3.84** 

Tangentiality 2.4 (.7) .1 (.32)  t = -9.48** 

Derailment 2.4 (1.51) .0  t = -5.04** 

Illogicality 1.9 (1.45) .0  t = -3.48** 

Circumstantiality 1.5 (1.65) .7 (.95)  t = -1.33 

Pressured speech 2.1 (1.45) .2 (.63)  t = -3.8** 

Distractibility 1.8 (1.4) .0  t = -4.07** 

Clanging 1.2 (1.14) .0  t = -3.34** 

Hallucinations 1.9 (1.91) 1.3 (1.77)  t = -.73 

Delusions 3.2 (.79) .9 (1.2)  t = -5.07** 

Bizarre Behavior 1.6 (1.35) .1 (.32)  t = -3.42** 

Inappropriate Affect 1.1 (1.37) .0  t = -2.54** 

SANS   -  

Flat Affect 1.9 (1.66) 1.7 (1.16)  t = -.31 

Alogia 1.2 (1.32) 1.1 (1.29)  t = -.17 

Avolition/Apathy 2.3 (1.49) 2.1 (1.37)  t = -.31 

Anhedonia/Asociality 2.6 (1.43) 2.5 (1.35)  t = -.16 

Attention 1.2 (1.32) .3 (.95)  t = -1.75 
† Mean (SD); a ANOVA; b t-test independent samples; c χ²-test; **p < .05 

Table 1:  Characteristics of sample. 
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larger samples of free speech. All NET interviews 

were recorded. They were transcribed by the first 

and third author. 

The assessment also included a test of verbal 

intelligence, the exploration of demographic data 

and the M.I.N.I. (Sheehan et al., 1998) for 

controls. After the session, interviewers rated 

patients for psychopathology. 

2.3 Measures 

Psychopathology: Psychopathology was rated by 

trained clinicians with common psychiatric rating 

scales: the Scale for the Assessment of Negative 

Symptoms (SANS) (Andreasen, 1989) and the 

Scale for the Assessment of Positive Symptoms 

(SAPS) (Andreasen, 1984). Both scales have 

good psychometric properties and have frequently 

been used in schizophrenia research (Norman et 

al., 1996; van Erp et al., 2014). The patient sample 

was divided in two groups based on SAPS ratings 

of global positive FTD, including ratings of 

incoherence or tangentiality. The group with 

positive FTD was defined by SAPS ratings of at 

least mild (≥ 2) global positive FTD and at least 

mild incoherence or tangentiality (≥ 2).  

Severity of illness: The Clinical Global 

Impression – Severity Scale (CGI) (Guy, 2000) 

allows trained clinicians to assess the severity of 

a patient’s illness on a scale from 1 (not at all ill) 

to 7 (extremely severely ill).  

Verbal intelligence: “Crystallized” verbal 

intelligence was assessed with a German 

vocabulary test, the Wortschatztest (WST) 

(Schmidt and Metzler, 1992). 

3 Data Analysis 

3.1 Preparation of data 

The dataset consists of 241 min 51 sec of 30 

recorded NET interviews. Interview length 

ranged between 3 to 22 min, with an average 

length of 8 min. The interviewer’s speech has 

been left out of more complex analysis because 

the interviewer’s speech can be reduced to the 

questions mentioned above.  

However, questions have been used to 

categorize participants’ speech as definitions of 

emotions (question 1), descriptions of situations 

(questions 2) and reasoning why a situation 

evoked an emotion (question 3) (Buck et al., 

2014). When interviewers deviated from the NET 

interview, those remarks were removed to ensure 

comparability. After cleaning transcripts of 

interviewer’s speech, the dataset for baseline 

analysis consists of 21,668 words, ranging from 

137 to 2,641 words, with an average of 722.3 

words per participant.  

For the other coherence models, verbal fillers 

and sentences only containing stop words have 

also been excluded from analysis, because they 

have been shown to bias coherence measures (Iter 

et al., 2018). This reduced the dataset to 20,421 

words, ranging from 121 to 2,551 words, with an 

average of 680.7 words per participant (see 

Table 2).  

3.2 Speech analysis of transcripts 

All speech analysis uses models inspired by those 

of Iter et al. (2018) which they base on research 

by Elvevag et al. (2007) and Bedi et al. (2015). 

Iter et al. (2018) name these approaches the 

Tangentiality and the Incoherence model, 

following the above definitions in the SAPS 

(Andreasen, 1984). In the Incoherence Model 

(Bedi et al., 2015), the cosine similarity between 

pairs of adjacent sentences embeddings serves as 

a measure of coherence. The Tangentiality model 

(Elvevag et al., 2007) models coherence as the 

slope of a linear regression line for the cosine 

similarities between a question and a moving 

 
Total 

N = 30 

Patients  

n = 20 

Controls  

n = 10 

Statistics 

Word 

count 

 with positive 

FTD  

n = 10 

without 

positive FTD  

n = 10 

  

Raw data 

 

21,668 

722.27 (468.14)† 

10,089 

1,008.9 (647.62) 
4,352 

435.2 (172.21) 
7,227 

722.27 (272.48) 
F a = 4.72** 

Without 

stop words 

20,421 

680.7 (455.31) 
9,605 

960.5 (625.66) 
3,984 

398.4 (164.42) 
6,832 

683.2 (271.98) 
F = 4.81** 

† Mean (SD); a ANOVA; **p < .05 

Table 2: Dataset. 
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fixed-sized window of the response. A steeper 

negative slope means that the response is 

becoming less similar to the question over time.  

A steeper positive slope indicates that the 

response is getting more similar to the question 

over time, i.e. what psychiatry calls a 

circumstantial response (Andreasen, 1984). In 

either case, incoherent responses are 

characterized by steeper slopes. The 

differentiation of positive and negative slopes and 

the following necessity to calculate with absolute 

values has not been emphasized by Elvevag et al. 

(2007) or Iter et al. (2018). 

Both the Incoherence and the Tangentiality 

model define coherence “as the concept overlap 

between two texts” (Iter et al., 2018) – either 

between utterances of the same speaker or 

between a question and the following response. 

These definitions reflect the intuition that, in 

order to be deemed coherent, a contribution to a 

verbal interaction is expected to adhere to the 

topic mutually established by the participants at 

any given stage of the conversation. The word 

distributions that form the basis for this kind of 

analysis are thus to be conceived of as a kind of 

epiphenomenon of more general principles of 

communication.  

Baseline coherence model: The first step of 

speech analysis aims to test the Incoherence and 

Tangentiality model on the raw dataset. No 

filtering of stop words or fillers was performed 

except for the unavoidable loss of words not 

covered by vocabulary of the respective models. 

Baseline models use mean vector sentence 

embeddings, i.e. the mean of all word vectors per 

sentence or window of tokens (Iter et al., 2018). 

The vectors are given by a word2vec model 

(Mikolov et al., 2013) and a GloVe model 

(Pennington et al., 2014) trained on German data. 

The Tangentiality model at baseline uses a fixed-

size window of four tokens. 

In contrast to Iter et al. (2018), we refrained 

from using LSA in our analysis due to the lack of 

availability of such a model that has not already 

performed a TF-IDF-weighting (Lintean et al., 

2010) at the stage of training. Additionally, the 

weighting scheme used at the training of the 

model at hand differs from that adopted by Iter et 

al. (2018). Consequently, in order to preserve a 

certain level of comparability, we decided not to 

use the available LSA model. However, the use of 

word2vec for our baseline is justifiable by the fact 

that the main improvement from baseline to any 

of the other embeddings is not so much the choice 

of model but rather the filtering of stop words and 

fillers as well as the different weighting schemes.  

New coherence models: Following Iter et al. 

(2018), we test mean of word vectors and three 

types of sentence embeddings on our 

preprocessed dataset: TF-IDF (Lintean et al., 

2010), Smooth Inverse Frequency (SIF) (Arora et 

al., 2016) and Sent2Vec (Pagliardini et al., 2018).  

For TF-IDF, we use the parameterization of 

Lintean et al. (2010), also used by Iter et al. 

(2018): multiplying each word embedding by the 

raw (non-logged) term frequency (#of times that 

word occurs in the sentence) and dividing by the 

(non-logged) document frequency (#of 

documents in which the term is used in a corpus). 

As a reference corpus for document frequencies 

we used a lemmatized dump of German 

Wikipedia (2011). Words not appearing in any 

document of the reference corpus were discarded, 

as closer investigation revealed them to be 

artifacts of the preprocessing steps rather than 

very uncommon and highly predictive words. 

Sent2Vec can be seen as an extension of 

Word2Vec in that its objective has been modified 

to encompass whole sentences rendering their 

embeddings predictive of the sentences 

surrounding them. Finally, SIF starts out by 

representing sentences by a weighted average of 

their word embeddings.  In a further step, the 

projections of the average vectors on their first 

singular vector are removed, the effect of which 

is intended to be the removal of biases along 

directions reflecting idiosyncrasies of the 

underlying data. The principal goal of such 

weighting schemes lies in reducing the influence 

of very common words that contribute little to 

nothing semantically to the overall meaning of the 

sentence.   

4 Results 

4.1 Sample characteristics 

Patient groups and controls did not differ 

significantly regarding age and verbal IQ. Patients 

with and without signs of positive FTD did not 

differ significantly regarding duration of illness. 

Patients with positive FTD were more often 

inpatients and rated to be more severely ill than 

those without positive FTD, as measured by CGI. 

As expected, patients with positive FTD had higher 
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clinical ratings for a number of symptoms than 

patients without positive FTD, including SAPS 

global positive FTD, incoherence, and 

tangentiality. See Table 1 for an overview of ratings 

of psychopathology and significant differences.  

4.2 NET interviews 

Interview length and word count differed 

significantly between groups: Patients with 

positive FTD had longer interviews and used more 

words than controls. Patients without positive FTD 

had shorter interviews and used less words than 

controls. This difference persisted after cleaning 

transcripts of stop words. The amount of verbal 

fillers and sentences only containing stop words 

did not differ significantly between groups. The 

dataset is presented in Table 2. 

4.3 Coherence models 

Incoherence model: Mean values for cosine 

similarities were calculated per interview. Group 

means were compared by ANOVA after testing for 

normal distribution (results for all models are 

presented in Table 3, extended results can be found 

in Appendix A). Group differences were only 

significant for TF-IDF term weighting using GloVe 

word embeddings: healthy controls showed higher 

coherence scores than patients without ratings of 

positive FTD who in turn exhibited higher 

coherence scores than patients with ratings of 

positive FTD. Coherence metrics were 

significantly negatively correlated with SAPS 

ratings of various positive symptoms: clothing and 

appearance (r = -.62; p < .05), social and sexual 

behavior (r = -.5; p < .05), global severity of 

bizarre behavior (r = -.48; p < .05), and symptoms 

of positive FTD: derailment (r = -.5; p < .05), 

tangentiality, (r = -.4; p < .1), incoherence  

(r = -.45; p < .05), illogicality (r = -.48; p < .05), 

clanging (r = -.41; p < .1), and inappropriate affect 

(r = -.5; p < .05). SANS ratings of negative 

symptoms were not significantly correlated with 

coherence metrics. As Iter et al. (2018), we did not 

detect any significant group differences at baseline 

for the Incoherence model. Removing verbal fillers 

and sentences composed entirely of stop words did 

not change this result for mean vector sentence 

embeddings, which were also used at baseline. 

Sent2Vec and SIF embeddings, and TF-IDF 

weighting using word2vec word embeddings also 

did not yield significantly different coherence 

metrics between groups.  

Tangentiality model: First, absolute values of 

the computed slopes in the Tangentiality model 

were determined. This is necessary as high 

(negative or positive) values for slopes indicate 

incoherence. Thus, calculating means without 

absolute values could lead to false interpretations. 

Second, mean slopes were calculated per 

individual response, i.e. per question and emotion, 

yielding 12 values per interview. Those were 

further combined to mean values per each of the 

three questions and per each of the four emotions 

as well as to one overall mean slope per interview. 

Group means were compared by ANOVA after 

testing for normal distribution. Since results did not 

differ for comparisons of overall means versus 

means per question/emotion, we only report results 

for overall means. Overall mean slopes did not 

differ significantly between groups for any of the 

embeddings. 

4.4 Improving coherence models in 

schizophrenia 

Following observations of abnormalities in 

referential meaning made by Hinzen and Rosselló 

(2015), Iter et al. (2018) incorporate the presence 

Incoherence model 

Sentence Word F a 

Baseline Word2Vec .510 

Mean 

Vector 

GloVe .338 

Word2Vec .109 

TF-IDF 
GloVe 4.735** 

Word2Vec .857 

SIF 
GloVe 2.012 

Word2Vec 2.068 

Sent2Vec Sent2Vec .300 

Tangentiality model 

Sentence Word F 

Baseline Word2Vec 2.273 

Mean 

Vector 

GloVe .334 

Word2Vec .547 

TF-IDF 
GloVe .594 

Word2Vec 1.777 

SIF 
GloVe .719 

Word2Vec .821 

Sent2Vec Sent2Vec 1.517 
a ANOVA; **p < .05 

Table 3: Group differences in coherence metrics. 
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of ambiguous pronouns in the data into their 

means of classification. They define ambiguous 

pronouns as either referring cataphorically or not 

having a referent at all. In contrast to Iter et al. 

(2018), we refrained from using automated 

coreference resolution which appeared to be 

relatively error-prone. We believe the evaluation 

on the basis of manual annotation to be more 

informative. We therefore manually marked 

ambiguous pronouns throughout the interview 

transcripts which allowed for determining a total 

number of ambiguous pronouns per interview. 

The average number of ambiguous pronouns was 

significantly higher for patients with ratings of 

positive FTD than for the other two groups 

(F = 4.79; p < .05). There was no significant 

difference between controls and patients without 

ratings of positive FTD. However, since 

pressured speech and word count differed 

significantly between groups, we repeated the 

comparison controlling for word count by only 

analyzing a window of the first 120 words per 

transcript. With this adjustment, the significant 

difference disappeared. 

More detailed analysis of results revealed 

significant group differences in the amount of 

unknown words that were discarded before 

coherence metrics were computed because they 

were not contained in the respective model: 

patients with ratings of positive FTD used 

significantly more unknown words than patients 

without ratings of positive FTD or controls  

(F = 5.85; p < 0.05). When controlling for word 

count, this significant difference disappeared. 

However, it is worth differentiating unknown 

words: They can either be uncommon or quite 

specific actual words (e.g. exacerbation) or 

neologisms that are more or less intelligible (e.g. 

Rotwut: “red-rage”; e.g. vergehlich: approx. 

“fleeting”, no exact translation possible). While 

no control subject and only one patient without 

positive FTD used neologisms, five patients with 

ratings of positive FTD used neologisms  

(χ² = 8.75; p < .05). This difference remained 

significant after controlling for word count  

(χ² = 6.67; p < .05). 

Closer investigation of transcripts revealed that 

participants with high scores for the Incoherence 

model (TF-IDF, GloVe) often repeated target 

words such as “sad” or “fear”. Low scores 

coincided with less repetitions – in some but not 

all cases. This is a mere qualitative observation. 

5 Discussion 

This study tested different computational linguistic 

approaches to modeling coherence in 

schizophrenia. The Incoherence model, using TF-

IDF sentence embeddings and GloVe word 

embeddings, was able to distinguish between 

healthy controls and patients with or without 

ratings of positive FTD. Results from other 

approaches were not significant which demands 

for cautious interpretation. Although the 

significant group difference matches clinical 

impression, we argue to treat the result with 

caution. When judging the performance of a 

coherence model in schizophrenia, it might be 

misleading to merely base it on significant group 

differences. This approach by Iter et al. (2018) is 

based on the assumption that the speech of patients 

with schizophrenia contains less contextual 

overlap than the speech of healthy controls and that 

a model that detects this difference is correct and 

“outperforming” models that lack significant 

results. However, this basic assumption also 

requires critical evaluation. Perseveration poses 

one potential problem: This symptom of positive 

FTD involves constant repetitions and thus, 

influences models that are based on similarity 

between sets of key words, without actually 

accounting for whether the speech is intelligible 

(Iter et al., 2018). Since perseveration indicates 

speech abnormality but does not have to impede 

coherence (Liddle et al., 2002), it can bias 

automated coherence models. Future studies 

should clinically assess perseveration when 

recruiting patients to ensure that it is equally 

distributed. In comparison with controls though, 

the problem would remain. Based on our results, it 

remains unclear whether coherence modelled as 

context overlap differs significantly between 

patients with schizophrenia and healthy controls.  

We would also like to emphasize that, while 

interpretation of the Incoherence model is intuitive, 

results in the Tangentiality model are substantially 

more complex. To our knowledge, the 

differentiation between negative and positive 

slopes has not been made in previous studies 

(Elvevag et al., 2007; Iter et al., 2018), albeit its 

relevance for interpretation. It remains open 

whether this measure accurately models incoherent 

features of speech in schizophrenia. 

It should be noted that another possibility for the 

lack of significant results might be the quality of 
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the trained models. In contrast to other studies 

testing automated coherence analysis in 

schizophrenia (Bedi et al., 2015; Elvevag et al., 

2007; Iter et al., 2018), our models were trained on 

the German version of Wikipedia and may be 

inferior to models trained in English. Under the 

reasonable assumption that the English models 

were trained on the respective Wikipedia dump, the 

training data nearly triples that available for a 

German model.1 The resulting differences in 

representational quality are likely to be substantial.  

Additionally, German morphology may have to 

be taken into account as an aggravating factor as 

training was performed without any preprocessing 

beyond conversion to lower case letters. Being 

considerably richer than its English counterpart, it 

makes the demand for greater amounts of training 

data even more pressing, since the model has to 

generalize over a wider morphological spread. This 

problem is illustrated in Table 4 containing a 

sample of the cosine similarities computed with 

our GloVe model. Here the word pair anger/ 

happiness achieves a higher score than the noun 

anger and its derivate angry, and similarities are 

even lower between the inflections of the adjective 

angry. Furthermore, the grammar of German 

famously features a productive rule of noun 

composition that in some cases leads to the 

exacerbation of the problem of out-of-vocabulary-

words. For example, in one instance, 14 out of 31 

the words not covered by our model were instances 

of such compound nouns.  

More detailed analysis of our results inspires to 

improve coherence models by taking into account 

other ways of modelling coherence than context 

overlap and by controlling for possible 

confounding variables in the speech of patients 

with schizophrenia. We agree with Iter et al. (2018) 

that quantifying ambiguous pronoun use can be a 

valid approach to operationalizing a characteristic 

of incoherent speech in schizophrenia that has been 

frequently described (Ditman and Kuperberg, 

2010; Docherty et al., 1998; Hinzen and Rosselló, 

2015; Rochester, 2013). Moreover, unknown 

words that are automatically removed from 

analysis because they are not contained in the 

vocabulary of the coherence model might 

confound results. In our sample, patients with high 

                                                           
1 The English Wikipedia constitutes 11.7% of the articles of 

all language editions combined whereas the German version 

represents only 4.6%. 

(see en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia) 

ratings of positive FTD did use more uncommon, 

specific or neologized words. While 

incomprehensible neologisms can be associated 

with “schizophasia” (Lecours and Vanier-

Clément, 1976), they are not necessarily a marker 

for incoherence. They can even enrich 

(therapeutic) discourse, e.g. as descriptions of 

novel, otherwise  inexpressible ideas  (Bleuler, 

1911/1975; Covington et al., 2005). Thus, 

discarding them without further analysis might 

over- or underestimate the coherence of speech of 

thought disordered patients. Plus, we point out the 

importance of controlling for word count when 

examining prevalence of speech abnormalities. Iter 

et al. (2018) missed the opportunity of this 

adjustment despite large differences in word count 

between patients and controls, thereby possibly 

overseeing a confounding variable. Pressured 

speech is a common symptom of positive FTD in 

schizophrenia and can be correlated with 

incoherence (Andreasen, 1979b, 1984) – still, mere 

higher production of speech is no sign of 

incoherence. This limited our analysis on the first 

120 words of responses – future research could test 

whether markers of incoherence vary depending on 

which part of the response is examined.  

In conclusion, while automated coherence 

models can further improve understanding of 

incoherent speech in schizophrenia, our results 

emphasize the importance of carefully analyzing 

the data at hand while considering potential 

relationships between incoherence and other 

relevant variables. Moreover, they underline the 

necessity for the establishment of some standard 

with regards to the vector models underlying 

analysis. Nevertheless, this interdisciplinary 

approach can enable mutual stimulation between 

linguistics and psychiatry. 

Word Pair Cosine Similarity 

Wut, Freude 0.5278492 
Wut, wütend 0.48702702 

wütende, wütend 0.29909012 

wütenden, wütend 0.28667736 

Table 4: Sample word pairs with their 

corresponding cosine similarities. 
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A  Appendices 

 

Incoherence model 

Sentence Word 
Patients with 

positive FTD 

Patients without 

positive FTD 
Controls F a p 

Baseline Word2Vec .740 (.071) † .721 (.057) .748 (.057) .510 .606 

Mean 

Vector 

Glove .827 (.05) .806 (.075) .814 (.045) .338 .716 

Word2Vec .778 (.048) .769 (.045) .775 (.046) .109 .897 

TF-IDF 
Glove .228 (.054) .249 (.046) .291 (.037) 4.735** .017 

Word2Vec .587 (.07) .558 (.082) .597 (.052) .857 .435 

SIF 
Glove .103 (.05) .061 (.059) .064 (.045) 2.012 .153 

Word2Vec .097 (.053) .046 (.062) .073 (.054) 2.068 .146 

Sent2Vec Sent2Vec .164 (.021) .157 (.025) .163 (.018) .300 .743 

Tangentiality model 

Sentence Word 
Patients with 

positive FTD 

Patients without 

positive FTD 
Controls F p 

Baseline Word2Vec .263 (.217) .444 (.338) .221 (.156) 2.273 .122 

Mean 

Vector 

Glove 2.022 (1.481) 2.534 (1.755) 2.326 (.822) .334 .719 

Word2Vec 1.577 (.852) 2.058 (1.285) 1.857 (.909) .547 .585 

TF-IDF 
Glove 5.512 (1.874) 5.823 (2.784) 6.812 (3.465) .594 .559 

Word2Vec 3.89 (.933) 4.965 (1.704) 5.479 (2.707) 1.777 .188 

SIF 
Glove 4.709 (1.293) 5.143 (1.196) 4.76 (1.75) .275 .762 

Word2Vec 4.1 (1.044) 5.008 (2.195) 4.256 (1.642) .821 .451 

Sent2Vec Sent2Vec 2.889 (.776) 2.381 (.873) 2.979 (.834) 1.517 .237 
† Mean (SD); a ANOVA; **p < .05 

Appendix A: Extended experimental results. 
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Abstract

Verbal memory is affected by numerous clin-
ical conditions and most neuropsychological
and clinical examinations evaluate it. How-
ever, a bottleneck exists in such endeavors be-
cause traditional methods require expert hu-
man review, and usually only a couple of test
versions exist, thus limiting the frequency of
administration and clinical applications. The
present study overcomes this bottleneck by
automating the administration, transcription,
analysis and scoring of story recall. A large
group of healthy participants (n = 120) and pa-
tients with mental illness (n = 105) interacted
with a mobile application that administered
a wide range of assessments, including ver-
bal memory. The resulting speech generated
by participants when retelling stories from the
memory task was transcribed using automatic
speech recognition tools, which was compared
with human transcriptions (overall word er-
ror rate = 21%). An assortment of surface-
level and semantic language-based features
were extracted from the verbal recalls. A fi-
nal set of three features were used to both pre-
dict expert human ratings with a ridge regres-
sion model (r = 0.88) and to differentiate pa-
tients from healthy individuals with an ensem-
ble of logistic regression classifiers (accuracy
= 76%). This is the first ‘outside of the labo-
ratory’ study to showcase the viability of the
complete pipeline of automated assessment of
verbal memory in naturalistic settings.

1 Introduction

Assessing human memory is one of the most im-
portant ways in which neurocognitive function
is established. Memory is of central interest
in numerous neurodevelopmental, neurodegener-
ative and neuropsychiatric conditions, as well as
in brain injuries that affect cortical and subcortical
brain systems (Baddeley and Wilson, 2002).

Given the importance of verbal memory, it is a
core component of the globally employed Wech-
sler Memory Scale (Wechsler, 1997). The Logi-
cal Memory subtest requires the repetition of short
stories that have been spoken by the examiner,
both immediately and after a delay. Administering
these assessments requires participants to be phys-
ically present with the examiner, who then gives
scores manually by assigning points for key words
or thematic units correctly recalled. The required
time-consuming human review combined with the
availability of only a couple of test versions limits
their use and as such contributes to the bottleneck
in the assessment of verbal memory. This unfortu-
nately translates into infrequent assessments.

Automating certain aspects of such assessments
holds promise of enabling more regular assess-
ments as well as remote ones, which may be ben-
eficial for monitoring treatment effectiveness and
may also avert tragedy. Given that the verbal
memory task is spoken, it is well-suited for autom-
atization by leveraging recent advances in speech
technology and machine learning. It has become
possible to assess not just the words generated,
but deeper measures of semantic understanding,
which can be used to develop objective and sen-
sitive metrics from the speech of patients with
dementia (Fraser and Hirst, 2016; Yancheva and
Rudzicz, 2016; Zhou et al., 2016), aphasia (Fraser
et al., 2013), autism (Losh and Gordon, 2014;
Prud’hommeaux et al., 2017; Goodkind et al.,
2018), and mental illness (Elvevåg et al., 2007,
2010; Rosenstein et al., 2015; Bedi et al., 2015;
Iter et al., 2018; Corcoran et al., 2018; Holm-
lund et al., 2019b). However, it is now time to
move beyond simple proof of concept and trans-
late such findings into viable clinical tools (Foltz
et al., 2016). Indeed, since machine learning based
approaches make it possible to mimic the actual
assessment processes employed by expert humans,

137



the modeling and prediction of cognitive functions
can be done by a machine in much the same man-
ner as by humans. Thus, the entire pipeline can be
automated from administration and transcription,
to analysis and actual scoring of memory recall.

In the present research, we applied computa-
tional approaches to the speech generated from
participants retelling stories from the verbal recall
task in order to characterize the quality of their re-
call and determine the accuracy of this characteri-
zation. The approach developed natural language
processing (NLP) measures that were designed
to align with features related to verbal memory
and story recall in order to best assess the data.
This study focused on two computational tasks:
1) automatically assigning ratings to participants’
retells based on how much of the content from the
original story they remembered, and 2) performing
a classification task to distinguish psychiatric pa-
tients from healthy participants. The study further
examined how well these measures can be incor-
porated into a full analysis pipeline starting from
data collection on a mobile platform outside of
the traditional laboratory (thus in the real-world,
perhaps noisy, environment), to automated speech
recognition (ASR), and then to the conversion of
the language to predictions of recall quality.

2 Related Work

NLP has been used in a range of clinical appli-
cations from detecting depression in twitter feeds
(Coppersmith et al., 2015) to analyzing coherence
in patient-clinician interactions (Elvevåg et al.,
2007). In each case, text is reduced to a set of
variables to relate to clinical measures of interest.

There are several classes of variables that can
encode characteristics of texts. One class of mea-
sures are considered surface features of language.
This includes counts of words, phrases, and words
related to cognitive and affective processes (Pen-
nebaker et al., 2015; Prud’hommeaux and Roark,
2011). A second class of measures examines
structural features of language, such as parses of
the syntactic structure, the probabilities that word
pairs would likely occur together (e.g., n-grams),
and the cohesion and coherence of a text. Finally,
semantic features assess the meaning expressed in
texts, such as choice of words as they relate to a
specific topic, as well as encoding the underlying
meaning of words, sentences, or whole passages.
Such measures are often based on corpora that en-

code general knowledge of the world or a domain
to measure meaning at a conceptual level rather
than through the counting of direct overlap.

Previous studies have measured story recall by
computing the distance between two pieces of text
(Lehr et al., 2012, 2013). For example, a partic-
ipant’s retell can be compared against the orig-
inal story to determine the amount of informa-
tion retained. One approach to measuring this
distance is computing a word alignment between
the texts, which relies on participants using exact
words and phrases to achieve a high memory score
(Prud’hommeaux and Roark, 2011). A more ro-
bust approach is to measure the distance in a de-
rived embedding space between two pieces of text.
Latent Semantic Analysis (LSA) (Landauer et al.,
1998) applies a singular value decomposition to
a matrix of word-document co-occurrences in a
large corpus. It then uses the cosine distance be-
tween representations which is able to account for
semantic relationships in which a participant may
make small changes in concepts such as “store”
and “market”. Recent studies (Dunn et al., 2002;
Rosenstein et al., 2014) have used LSA to success-
fully model recall data from the Logical Memory
subtest of the Wechsler Memory Scale to quantify
the degradation of performance with increasing re-
trieval intervals.

More recently, word embedding models have
been applied to assessing clinical discourse. Iter
et al. (2018) modeled the coherence of patient
discourse using LSA, word2vec (Mikolov et al.,
2013) and GloVe (Pennington et al., 2014). While
LSA derives its semantic context from a bag-of-
words across documents, the word2vec word em-
bedding model derives its representation by con-
sidering the contexts in which each word appears
by examining the window of words around each
word. This window measures context, either tak-
ing into account the order of the words in that win-
dow or independent of word order. An advantage
of the latter approach is that the method learns
both semantic associations and syntactic word or-
der.

3 Data

The present study was the result of data collection
through a mobile application for the purpose of
longitudinally tracking the mental state of psychi-
atric patients (Cohen et al., 2019; Holmlund et al.,
2019a). The application is composed of a num-
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ber of assessment tasks that engage participants
in spoken and touch-based interactions in order
to capture daily measures of cognition, affect and
clinical state.

As part of the overall examination, participants’
verbal memory was assessed. Stories were pre-
sented orally in a male voice and the participant
was then immediately asked to retell the story
with as many details as possible. After a delay
of approximately one day, they were prompted to
retell the same story. Each participant was pre-
sented with one new story per session and all sto-
ries were sampled across participants. There were
a total of 24 different stories developed to be struc-
turally similar to the Logical Memory subtest of
the Wechsler Memory Scale-III (Wechsler, 1997).
Multiple versions were created to enable frequent
administration, as there exist only two test ver-
sions in the Wechsler Memory Scale which lim-
its the frequency of administration and hence its
clinical application. The stories were narrative in
nature and ranged from 61 to 82 words in length.
They each had two characters, a setting, an action
that caused a problem, and a resolution. An exam-
ple story is as follows:

“On Monday morning, the woman woke
up more tired than usual. When she
walked downstairs to make herself a cup
of coffee, she found her husband in the
kitchen. She was surprised because he
usually left an hour before she woke up.
Her husband greeted her and reminded
her that daylight savings time was over.
Realizing the clocks were wrong, she
happily ran upstairs and jumped back
into bed.”

Since this research concerned itself with evalu-
ating the viability of leveraging speech technolo-
gies to automate a traditional verbal memory task,
our focus was on usability engineering to ensure
a robust design that could be implemented on a
large scale, out of the controlled laboratory, and
self-administered by the participant themselves.
Therefore, the traditional matching of groups was
not considered a priority, and nor is this feasi-
ble in machine learning studies that seek sample
sizes in the thousands. Our participants comprised
105 stable patients with mental illness at a sub-
stance use treatment program and 120 undergrad-
uate students at Louisiana State University pre-
sumed to be healthy (henceforth termed ‘healthy

participants’; see Holmlund et al., 2019a for de-
tails). This research program was approved by the
relevant ethics committee (LSU Institutional Re-
view Board #3618) and participants provided their
informed written consent to this study. The 105
patients produced 750 retell responses, of which
575 were immediate retells and 175 were delayed
retells. Each patient produced between 2 and 19
retells, with an average of 7.35 and standard de-
viation of 4.50. The 120 healthy participants pro-
duced 427 retell responses, of which 216 were im-
mediate retells and 211 were delayed responses.
Each produced between 2 and 15 retells with an
average of 4.97 and standard deviation of 2.76.
The scale of the collected data was impressive in
size and quality given that an experimenter was not
present during administration.

4 Human Rating of Story Recall

The audio of the memory recalls were transcribed
by humans. Trained human raters read the tran-
scriptions and assigned scores on the quality and
amount of concepts and themes recalled, including
characters, events, dates, descriptors, and feelings.
The scores assigned were on a scale from 1 to 6,
with 1 indicating no details were recalled, and 6
indicating all major and almost all minor concepts
and themes were recalled. The responses were
rated by three trained human raters with clinical
experience. A subset (326) of the responses were
rated by two independent raters in order to verify
inter-rater reliability (r = 0.92). The high degree
of agreement suggests that the rating rubric was
reliable and thus appropriate for use in training a
machine learning algorithm.

Over all the ratings, healthy participants gener-
ally received higher ratings for the amount of con-
tent recalled from the original story. For the im-
mediate retells, they received an average rating of
4.31 (SD = 1.38) as compared to patients’ aver-
age rating of 3.15 (SD = 1.44, t = 9.5, p < .001).
The biggest differentiator between the two groups
was in delayed retell (healthy participants average
= 3.95, SD = 1.45; patients average = 2.24, SD =
1.66; t = 9.8, p < .001). Figure 1 shows that the
average ratings assigned to patients on both the
immediate and delayed retell were significantly
lower than the average ratings assigned to healthy
participants. The wide error bars indicate a large
variability in the averages among both groups.

The two groups of participants differed both in
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Figure 1: Average ratings by participant type. Error
bars represent standard deviations of the samples.

the number of words typically spoken in a retell,
and also in the relevance of their retell to the orig-
inal story. While the histograms in figure 2 are
somewhat biased since there was an uneven break-
down in the number of samples analyzed between
the two groups, they do show that the peak of
the distribution for patients is skewed more to the
lower word counts than the peak for the healthy
participants.

A noteworthy observation from the data is the
amount of missing or silent responses. The tasks
were self-administered by the participant outside
of a traditional controlled setting, and there were
several responses that were either silent or along
the lines of “I don’t remember”. As expected, this
type of missing data was more prevalent among
patients than healthy participants, with 5% of the
patient immediate retells and 19% of the patient
delayed retells being less than 5 words or silent.
While this is a constraint in live data collection in
uncontrolled real world settings, it is a trait of re-
alistic data that it will never be perfect and forced
the creation of models capable of generating pre-
dictions on imperfect data. Instead of including
silent responses (and thus allowing a classifier to
learn that this is a trait common to patients), all
silent responses were eliminated in order to create
models that learn based on the language produc-
tion, not the lack of any language.

5 Overview of Analysis Approach

There were four major components to this study.
The first was feature engineering in order to de-
termine a set of features that could be instanti-
ated through computational NLP approaches and
would assess important aspects of recall. We nar-
rowed the large feature set down to only those

most relevant to the constructs of story memory.
Second, we built a regression model that could
predict the ratings an expert human would assign
to a story recall. Third, in order to show the pre-
dictive power of our data, we used the same fea-
tures in a classification model to predict whether
a participant was a patient or healthy participant.
Fourth, in order to fully automate the pipeline,
these analyses were completed on transcripts de-
rived using ASR rather than the human transcrip-
tions.

6 Feature Engineering

In designing NLP-based features to assess recall,
it was critical to consider what aspects were most
significant. A retell can be characterized by the
amount of information recalled, the level of de-
tail, changes in structure, as well as the quality
of expressed language. Linguistic surface features
provide indications of the overall amount of in-
formation recalled. Overuse of particular parts
of speech, such as determiners, have been shown
to provide indications of language ability, in that
certain language constructions may indicate more
sophisticated ability (Bedi et al., 2015). Retells,
however, are affected by transformations of words
within semantic memory (Kintsch, 1988). Indeed,
surface features of a story (e.g., exact wording) are
quickly lost in memory, but the gist is retained. Al-
though a story may contain the word “market”, a
person may recall it as a “store”. Thus, features
that can account for semantics may be more ef-
fective at measuring the degree to which a mem-
ory has changed, with subtle effects of synonymy.
Therefore, we investigated a variety of feature
types ranging from linguistic surface features such
as word counts to semantic features like cosine
similarity between embedded representations.

The surface features included either raw or
normalized counts of the number of tokens
(word count), types (unique word count), n-grams
(counts of word sequences of length n), or partic-
ular parts of speech. The surface features, while
not the most sophisticated, nonetheless proved to
be highly predictive. For instance, a simple count
of the tokens informed how detailed the retell was.
Whether the details aligned with the original story
or not was revealed by the more advanced surface
and semantic features. We further explored the use
of specific parts of speech and ambiguous pronoun
usage as Iter et al. (2018) concluded these are
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Figure 2: Immediate (left) and delayed (right) retell word count histograms by participant type.

traits of disordered speech. Since our data were
composed of short responses that were fairly con-
strained in content, these features did not prove to
be especially useful.

A step beyond raw counts is overlapping sur-
face features, e.g. alignment, between the original
story and the retell (Prud’hommeaux and Roark,
2012). The number of overlapping types between
the original story and the retell measured how
many concepts were remembered. For instance, if
a retell stated that the event took place on “an af-
ternoon” when it was actually “a rainy afternoon”
in the original story, the type overlap can pick up
on a missing detail. These counts offered a seman-
tic relatedness indicator since recall of words from
the original prompt was a good measure of mem-
ory, however, more interesting were metrics that
could measure semantic similarity directly, some-
what independent of surface features.

Semantic features can be analyzed by using dif-
ferent types of embedded representations and met-
rics to score the distance between these represen-
tations. Word embeddings are widely employed to
represent the semantic content as well as syntactic
relationships of variable-length pieces of text. In
this study, we tested pre-trained word embeddings,
including word2vec and GloVe, and found that the
pre-trained word2vec Google News corpus word
embedding model (3 million 300-dimensional em-
beddings) produced results most correlated with
our data.

Calculating the cosine distance between the av-
erage (both tf-idf weighted and unweighted) of
the word embedding representations of two doc-
uments is a standard metric in NLP. We tested this
in the current study, as well as the word mover’s
distance (WMD). Cosine distance was not as ef-
fective as WMD as it tends to smooth out the im-
portance of individual words.

WMD is a good metric for analysing recall data
as it captures word meaning and how semantically

distant each word in a document is to its closest
aligned word in another document. Thus, for ver-
bal memory assessment, it provides a way to char-
acterize how much semantic change there is from
the original story to the recalled story. Put simply,
WMD finds a mapping from each word in a doc-
ument to its closest counterpart in the other and
the distance is calculated as the sum of all Eu-
clidean distances between matched words. Figure
3 illustrates the WMD calculation on document 1
(D1) and document 2 (D2) from a single source
document (D0). Ignoring stop words, the model
first finds a pairing between the most semantically
similar words in the two documents. The arrows
drawn between words in the documents represent
a matching and are labeled with their distance con-
tribution. WMD calculates a total distance as a
function of all word pairings. D1 and D2 have
an equal ‘bag of words’ distance of 0 from D0 as
there are no overlapping content tokens, but se-
mantically, D1 is much closer than D2. WMD is
a more sophisticated method than cosine distance
and has been shown to outperform it in many clas-
sification tasks (Kusner et al., 2015). For exam-
ple, we compared the embedded representation for
each participant’s retell to the embedded represen-
tation for each original story using both the cosine
metric and WMD, and overall the WMD metric
correlated -0.82 with the human ratings while the
cosine metric correlated -0.72.

A final feature considered was retell structure.
Prior work has shown that language coherence can
be useful clinically and predict risk of psychosis
onset. To measure coherence, word embeddings
are generated of n contiguous words in the retell
and the semantic similarity to the embedded rep-
resentation of the next n words is computed. Then
the window is moved ahead by one word to make
the next comparison, and then all the semantic
similarities are averaged (Elvevåg et al., 2007).
This approach provides a smoothed metric of the
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Figure 3: Example adapted from original paper by Kus-
ner et al. (2015). The source sentence D0 and two
query sentences, D1 and D2, aligned by words, and
document distance computed by some function of to-
tal word pair distances.

cohesiveness of a retell, in that if the response is
tangential or switches topics, it was assigned a
lower overall coherence. In the present study, us-
ing a window size of four words on the retells cor-
related at 0.39 to the human ratings of the retells,
indicating that better retells tended to be more co-
herent.

7 Human Rating Prediction Models

To fully automate the modeling of memory recall,
a regression model was created that assigned a per-
formance score to a story retell, treating immedi-
ate and delayed retells as the same task. Using a
combination of univariate statistical tests and re-
cursive feature elimination on the feature set, we
identified the best combination of 3 features. They
were not collinear and accounted for aspects of
the rating task that align well with attributes that
trained humans look for when rating recall. The
features assessed the overall amount of content
generated, the direct overlap of word types with
the original story and the overall semantic change.

A ridge regression model was trained with a
regularization parameter set to 0.01. We chose
only three features to incorporate into the model
in order to derive a system that is simple and
interpretable. The three features used to gener-
ate ratings were the common types between the
original story and retell (mean regression coeffi-
cient of 3.14), the word type count in the retell
(mean regression coefficient of 2.47), and the
word mover’s distance between the original story
and retell (mean regression coefficient of -2.71).
4 shows the correlations of each of the features
to the rating given to the retell. The overall aver-
age correlation (Pearson r) with the human rating
over 10-fold cross-validation through the data was
0.88. This average correlation of 0.88 of the model

to the average human rating was in line with the
0.9 correlation between human raters. The impli-
cation is that automated assessment performs on
par with humans, and additionally is an unbiased
and convenient method. Success notwithstanding,
it should be noted that the model performed poorly
on responses that should have received low scores
because key details of the original story were not
recalled, but achieved a high word count, token
overlap, and a reasonable word mover’s distance.
For instance, when a participant was prompted to
retell the “balloon story” yet could not remem-
ber much, since prompted to talk about balloons,
they were nonetheless able to ramble on about bal-
loons, in essence ‘fooling’ the regression model.

8 Classification of Clinical Group
Membership

The ability to automatically score recall is most
definitely noteworthy, but the predictive power of
the features was additionally demonstrated with
a classification task which successfully identified
the clinical group membership of the participant.
Given that participants recalled each story twice,
three classes of features were derived from the
data: (i) how similar the initial retell was to the
original story, (ii) how similar the delayed retell
was to the original story, and (iii) how similar the
initial retell was to the delayed retell.

As mentioned in the data section above, a goal
of the current study was for the model to perform
well in participants who were unable to complete
both parts of the task. Therefore, an ensemble
classifier was necessary to retain data for partial
task completion. Each classifier made a classifica-
tion based on features derived from a single ses-
sion and the resulting subject-level classification
was made from a combination of the individual
session’s prediction probabilities. This allowed
silent or missing retells to be discarded yet still
make predictions based on language data.

Prior applications of computational approaches
in the cognitive health field have tended to perform
classifications on a session-level (Prud’hommeaux
and Roark, 2011; Rosenstein et al., 2014) rather
than examining recall over multiple sessions. It
was a goal of this research program to build
a longitudinal model of behavior of an individ-
ual participant, so while the classifiers generated
probability calculations at the session-level, all of
these probabilities were aggregated over time and
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Figure 4: Scatter plots of our top features with human ratings. The number of common word types between the
original story and the retell has a Pearson r correlation to average human ratings of 0.86, the number of word types
in the retell has a Pearson r correlation of 0.82, and the word mover’s distance between the original story and the
retell has a Pearson r correlation of -0.82.

Patient Healthy
# immediate retells 575 216

# delayed retells 175 211
Average retells 7.35, 4.97,
per participant SD = 4.50 SD = 2.76

Range of retells [2,19] [2,15]
per participant

Table 1: Breakdown of retell counts.

tasks to make a final prediction at the subject-
level. Leave-one-out cross-validation was per-
formed across data from individual participants,
training on all participants but one, and then sub-
sequently testing on the one who was left out.
Table 1 below contains a detailed breakdown of
how many retells constituted profiles of the differ-
ent groups, excluding any silent responses or re-
sponses with less than 5 words, which resulted in a
disproportionate loss of delayed retells in patients.

The features used in the retell classifier were
the number of unique types in the retell, the num-
ber of overlapping types between the original and
retell, and the word mover’s distance between the
original and retell. Unsurprisingly, word mover’s
distance proved to be the most significant feature
in the classifier. The delayed retell classifier was
composed of the same features, but with calcula-
tions made on the delayed retell in lieu of the im-
mediate retell. The last classifier, which focused
on the change between the initial and delayed
retell utilized two features: the number of com-
mon types between the immediate and delayed
retell and the word mover’s distance between the
immediate and delayed retell.

The workflow for the ensemble classifier is
shown in figure 5. The three classifiers were lo-
gistic regression classifiers optimized individually

Figure 5: Ensemble Classifier Diagram.

at a session-level. For instance, the retell classifier
was trained on all retell features in the data, and
predicted only on these inputs. Each classifier re-
turned a tuple for each session of the probability
that the session belonged to a healthy participant,
Px(h), and to a patient, Px(p), where h repre-
sented the healthy class and p represented the pa-
tient class, x represented the classifier type, either
retell, reretell, or change, and Px(h)+Px(p) =
1. The model then summed the probabilities com-
ing from each classifier and normalized the sum-
mation to reach a final class membership probabil-
ity.

P (p) = Pretell(p) + Preretell(p) + Pchange(p)
P (h) = Pretell(h) + Preretell(h) + Pchange(h)

The final prediction was a patient if P (p)> P (h),
otherwise it was a healthy participant. Put simply,
the class with the largest overall probability was
taken as the prediction.

The model correctly classified 78% of the pa-
tients and 74% of the healthy participants. Table 2
shows the confusion matrix from this classification
model. The delayed retell classifier was the most
accurate of the three as it was the biggest differen-
tiator in performance between the two classes.

Patients misclassified as healthy had highly
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Predicted Predicted Total
Healthy Patient

True Healthy 89 31 120
True Patient 23 82 105

Total 112 113

Table 2: Confusion matrix of ensemble classification
model. Model accuracy = 76%, precision = 73%, recall
= 80%, F1 score = 76%.

rated retells that overlapped both semantically and
at a word level with the original stories. Healthy
participants misclassified as patients had multiple
“I don’t remember” or silent responses so their
memory performance was characterised as poor.

9 Automated Speech Recognition

These results demonstrate that transcribed retells
can be accurately characterized through computa-
tional methods. However, humans transcriptions
in real-time are not practically viable. There-
fore, to test how the methods would work in a
fully automated pipeline, the same retells as gener-
ated by ASR were assessed. The audio files were
run through two systems: (i) the latest Google
Speech API (https://cloud.google.com/speech-to-
text) which is a deep learning-based model trained
on general English language, and (ii) a task-
specific model that used a Deep Neural Network
- Hidden Markov Model (Zhang et al., 2014) con-
taining 5 hidden layers and 350 p-norm (p = 2)
non-linearity neurons with a group size G = 10 per
hidden layer, trained using Librispeech’s (Panay-
otov et al., 2015) 960 hours of clean native (L1)
reading data (Cheng, 2018). No speech data from
the current dataset were used to train this acous-
tic model, but a 5-gram model based on the retells
was used for the recognition.

Using Google’s acoustic model, the average
word error rate compared to human transcriptions
across all patient retells was 26.51% and 16.38%
across all healthy participant retells, totalling
20.90% on average. Using the task-specific model,
the average patient word error rate was substan-
tially less at 13.36% and the average healthy par-
ticipant word error rate was 5.90% with an over-
all average of 10.79%. Some word errors were
due to different word normalizations, for example
“hashbrowns” versus “hash browns”. Although
transcriptions derived via ASR strayed somewhat
from human transcriptions, the same ridge regres-

sion model described above, employing the same
parameters, was then applied to the ASR-derived
transcripts. As compared to the correlation r =
0.88 on a human transcription trained and tested
regression model, the Google ASR trained and
tested model achieved an r = 0.86, and the cus-
tom ASR trained and tested model achieved an r =
0.87. The change in performance on the classifica-
tion ensemble model was similar; compared with
an accuracy of 76% on the human model, both the
Google ASR model and the custom ASR model
achieved an accuracy of 74%. Thus, even with 10-
20% word error rate, the model’s predictive per-
formance only lost a few percentage points, likely
because it captures multiple aspects of the ex-
pressed language and so is highly robust to small
errors if the overall sense is retained. The impor-
tant implication is that audio collected from par-
ticipants over mobile devices in realistic environ-
ments can be automatically transcribed with suf-
ficient accuracy to provide useful predictions. Of
note however, the nature of the current task and the
fact that the retells had all been transcribed by hu-
mans who could screen for any potentially identi-
fying information, ensured that there was zero risk
of any identifying information being uploaded to
the Google ASR system and thus critically main-
tained participant privacy. However, research that
includes sensitive information (e.g., discussion of
symptoms or things of a personal nature) must take
additional measures to comply with relevant legis-
lation and privacy protection rules.

10 Assessment Pipeline

This study - as illustrated in Figure 6 - demon-
strates the solution to the bottleneck caused by
time-consuming human review that is required in
traditional settings and the resulting infrequent ad-
ministration of verbal memory tests in current as-
sessment practice. Our methodology enables the
frequent and remote assessment of verbal mem-
ory and provides metrics of significant value in the
new era of personalized medicine (Insel, 2017).

11 Conclusion

In conclusion, this study has overcome a classic
bottleneck in traditional assessment practice and
demonstrated that the promise of a truly person-
alized medicine approach to verbal memory as-
sessment is realistic. The current study has val-
idated the metrics on scores from expert human
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Figure 6: The complete pipeline of automated verbal memory assessment: It begins with a participant verbally
retelling a story previously presented. Next, the retell is transcribed by an automatic speech recognition system.
Once the speech is converted to text, various features are extracted, and sent to both a regression and classification
model for ratings and categorization. Once complete, actionable inferences about cognitive state can be taken.

raters, and validated the actual assessment tool in
terms of its functionality and usability. The de-
sign is demonstrably and sufficiently robust that
this assessment tool is now ready to be applied
within clinical settings to track patients longitu-
dinally and inform clinicians accordingly. Fu-
ture studies need to ‘close the triage’ by providing
semi-immediate feedback from the assessment to
the relevant entity. However, establishing the clin-
ical and behavioral implications of such new met-
rics - such that they are calibrated correctly - re-
mains an extremely complex empirical task which
will necessitate the incorporation and modeling of
multiple and dynamic data streams, as variables
should not be interpreted in isolation when action-
able clinical inferences are to be made.

12 Acknowledgements

This project was funded by grant 231395 from
the Research Council of Norway awarded to Brita
Elvevåg.
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Abstract

In this paper we describe the UniOvi-WESO
classification systems proposed for the 2019
Computational Linguistics and Clinical Psy-
chology (CLPsych) Shared Task. We explore
the use of two systems trained with ReachOut
data from the 2016 CLPsych task, and com-
pare them to a baseline system trained with
the data provided for this task. All the clas-
sifiers were trained with features extracted just
from the text of each post, without using any
other metadata. We found out that the baseline
system performs slightly better than the pre-
trained systems, mainly due to the differences
in labeling between the two tasks. However,
they still work reasonably well and can detect
if a user is at risk of suicide or not.

1 Introduction

The objective of this shared task is to predict the
degree of suicide risk of a person given the posts
that they have made on Reddit. Participants can
take part in three different subtasks, which simu-
late multiple scenarios related to this kind of prob-
lems. We will be participating in task A, where we
need to assess the level of risk of users given the
posts that they have made in the r/SuicideWatch
subreddit. In order to participate in this task, all
the ethical review criteria mentioned in the shared
task paper (Zirikly et al., 2019) were met.

Our main objective is to try to reuse two sys-
tems that we have developed and trained for the
CLPsych 2016 shared task (Milne et al., 2016),
and to evaluate how these systems perform com-
pared to a baseline model trained specifically for
this task. We also want to evaluate the use of cross-
lingual word embeddings, which could be useful
in similar tasks which use posts from forums writ-
ten in different languages besides English.

The remainder of the paper is organized as fol-
lows. In Section 2 we are going to present the data

used for these models. In Section 3 we will de-
scribe the systems that we have submitted for the
task. In Section 4 we will present the results that
we have obtained for each submitted model. Fi-
nally, we will summarize our conclusions in Sec-
tion 5 .

2 Data

2.1 Baseline system

The baseline system was trained using the data
provided for this shared task, which is an adap-
tation of the University of Maryland Reddit Sui-
cidality Dataset (Shing et al., 2018), constructed
using posts from Reddit. For task A, there are 847
labeled posts made by 496 different users on the
SuicideWatch subreddit. Each user is annotated
with one of the following 4 labels: No risk, Low
risk, Moderate risk and Severe risk, indicating the
degree of suicide risk of the user. In order to ob-
tain the final label of the user’s level of risk his
posts are divided into several annotation units, and
the highest risk level of the annotation units is as-
signed to the user. However, for this task we only
rely on the final label of the user in order to train
the systems.

2.2 Pretrained systems

The other two systems presented in this paper were
trained using the data provided for the CLPsych
2016 shared task. This data is a collection of posts
obtained from ReachOut, an Australian mental
heath forum dedicated to help young people. It
consists of 65,024 posts from the site structured in
XML format, with 1,227 of them being labeled.
Each post is annotated with one of the following 4
labels: Green, Amber, Red and Crisis, which de-
scribe how much a post requires the attention of a
mental health professional.
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Label Frequency
RO SW

No Risk / Green 549 127
Low Risk / Amber 249 50
Moderate Risk / Red 110 113
Severe Risk / Crisis 39 206
Total 947 496

Table 1: Frequency of labels in the data.

2.3 Comparing both datasets
In order to reuse the systems trained for the
CLPsych 2016 Shared Task, we can establish the
following mapping between the labels provided
for SW users and the ones from RO posts:

• No Risk - Green

• Low Risk - Amber

• Moderate Risk - Red

• Severe Risk - Crisis

However, while ReachOut posts were labeled
taking into account the need of a mental health
professional to assist the user, SuicideWatch posts
were labeled based on the user’s degree of suicide
risk. While these labels can be similar, the annota-
tion process and criteria was not the same in both
cases, which can lead to some differences between
them. Furthermore, ReachOut labels are assigned
at a post level, while SuicideWatch ones are at a
user level.

As we can see in table 1, 549 of the 947 posts
in the ReachOut dataset belong to the Green class,
while 206 of the 496 users in the SuicideWatch
dataset belong to the Severe Risk class. Both
datasets are imbalanced in different ways: the
most frequent label in the SW dataset (Severe
Risk) is the least frequent in the RO one, and the
most present label in the RO dataset (Green), is
not as frequent in the SW one.

3 Systems description

3.1 Text preprocessing
Some preprocessing steps were performed before
extracting the features from the text in order to re-
duce the noise of the original data. All HTML spe-
cial characters (e.g. ”&gt”) and stopwords were
removed, each post was tokenized into words us-
ing spaCy (Honnibal and Montani, 2017), and all
tokens were lowercased.

3.2 Features used

In order to train the models we relied just on fea-
tures extracted from the body of each post, without
relying on the title of the post or any other meta-
data. We used 4 different kind of features in our
systems:

• TF-IDF: We generated TF-IDF feature vec-
tors from the labeled dataset. We explored
the use of different n-gram sizes for the TF-
IDF representation, but unigrams led to better
results.

• Word embeddings: One of the systems was
trained using pre-trained multilingual word
embeddings aligned in a common vector
space (Conneau et al., 2017). A system
trained with this kind of features can work
reasonably well with posts written in differ-
ent languages besides English (Lample et al.,
2017). One of our objectives was to see if
there was a significant decrease in perfor-
mance between the models trained just for
English data and the cross-lingual one.

• Document embeddings: We also used
doc2vec (Le and Mikolov, 2014) to obtain
document level embeddings for each post.
We explored different kind of parameters for
the vector representation, and found out that
a window of 2 and a vector size of 100 gave
the best results.

• VAD score of the post: Finally, we also used
the NRC Valence, Arousal, and Dominance
Lexicon (Mohammad, 2018) to obtain a nor-
malized VAD score for each post. This score
consists of three different values: the level
of pleasure/displeasure of the post (Valence),
the active/passive dimension (Arousal) and
the powerful/weak dimension (Dominance).

3.3 Systems

Using the features described before, we have sub-
mitted the following 3 systems:

• pretrained svm: This system consists of a
Support Vector Machine (SVM) trained on
the ReachOut data, using as features a com-
bination of the TF-IDF representation of the
post, its document embedding and its value
for each dimension of the VAD score. The
document embeddings were trained using the
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whole collection of posts provided in the
CLPsych 2016 Shared Task, which consists
of 65,000 unique posts. We used this clas-
sifier to annotate the degree of risk of every
post of each user. After that, all the labels ob-
tained for each user were normalized and fed
as input to a logistic regression classifier that
returned the final score of the user.

• pretrained rnn: This system consists of a Re-
current Neural Network (RNN) trained on the
ReachOut data, using as features the cross-
lingual aligned word embeddings. The RNN
is composed of gated recurrent units (GRU),
which are shown to be better than tradi-
tional units and comparable to more complex
units like LSTMs, while being faster to train
(Chung et al., 2014). In order to avoid over-
fitting, we apply dropout and layer normal-
ization (Ba et al., 2016) to the network. This
classifier was used to annotate the posts of
each user, and these annotations were nor-
malized and fed to a logistic regression clas-
sifier, following the same process as with the
pretrained svm system.

• custom svm: The final system that serves as
a baseline is a SVM trained on the Suicide-
Watch data, using as features the TF-IDF rep-
resentation of the post and its VAD score. In
order to train the model, we first asigned to
every post of each user the same label as the
final one of the user. After that, we trained the
SVM on this data. The model works exactly
the same as the first SVM: it annotates each
post of the user, and then we aggregate these
labels using a logistic regression classifier to
obtain the final label of the user.

The hyper-parameters of the models were tuned
using an exhaustive grid search over a subset of
the possible parameters with 5-fold cross valida-
tion on the train set. Both SVMs use an rbf kernel,
while the RNN is composed of one layer of 256
GRU cells.

We used available scikit-learn (Pedregosa et al.,
2011) implementations of both the SVM and Lo-
gistic Regression classifiers, while the recurrent
neural network was implemented specifically for
this task using Tensorflow (Abadi et al., 2015).

System Accuracy F1
pretrained svm 0.53 0.28
pretrained rnn 0.51 0.27
custom svm 0.61 0.32

Table 2: Macro-averaged results of each system using
5-fold cross validation on the train data.

4 Results

In order to obtain the results shown in this section,
we performed 5-fold cross-validation on the train-
ing data. In table 2 we can see the accuracy and
macro-averaged f1 score of each of the submitted
systems. As we can see, the results of the models
trained on ReachOut data are quite similar, with
the SVM obtaining better accuracy and f1 scores
than the RNN with cross-lingual embeddings. Our
baseline SVM trained on the SuicideWatch data
performed better than the other two systems both
in terms of accuracy and f1-score.

In table 3 we can observe the results of the sub-
mitted systems for the test set. The three systems
have difficulties distinguishing between the three
levels of risk (Low, Moderate and Severe), which
made them obtain a low macro-averaged f1-score
and accuracy. However, the systems performed
significantly better in terms of flagged (no risk vs
risk) and urgent (moderate and severe risk vs low
and no risk) f1-scores, with the best systems ob-
taining a score of 0.89 and 0.88 respectively.

5 Conclusions

In this paper we evaluated the use of systems
trained on ReachOut data from previous CLPsych
shared tasks for the current 2019 task. We ob-
served a small decrease in performance with re-
spect to a baseline system trained on this task’s
data, mostly related to the different annotation in-
structions and criteria used in both tasks. How-
ever, there are still some similarities in the tasks
that make the pretrained systems perform reason-
ably well for this task.

We also explored the performance of cross-
lingual word embeddings for this kind of prob-
lems. Using this type of embeddings we observed
that the performance is pretty similar to other sys-
tems trained on different features. It could be in-
teresting to explore these systems, which could
work on data from many other forums written in
different languages.
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System Accuracy F1 Urgent f1 Flagged f1
pretrained svm 0.49 0.27 0.87 0.79
pretrained rnn 0.52 0.30 0.88 0.84
custom svm 0.51 0.31 0.82 0.89

Table 3: Results of the systems for the test set.
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Levenberg, Dan Mané, Rajat Monga, Sherry Moore,
Derek Murray, Chris Olah, Mike Schuster, Jonathon
Shlens, Benoit Steiner, Ilya Sutskever, Kunal Tal-
war, Paul Tucker, Vincent Vanhoucke, Vijay Vasude-
van, Fernanda Viégas, Oriol Vinyals, Pete Warden,
Martin Wattenberg, Martin Wicke, Yuan Yu, and Xi-
aoqiang Zheng. 2015. Tensorflow: Large-scale ma-
chine learning on heterogeneous systems. Software
available from tensorflow.org.

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E Hin-
ton. 2016. Layer normalization. arXiv preprint
arXiv:1607.06450.

Junyoung Chung, Caglar Gulcehre, KyungHyun Cho,
and Yoshua Bengio. 2014. Empirical evaluation of
gated recurrent neural networks on sequence model-
ing. CoRR, abs/1412.3555.

Alexis Conneau, Guillaume Lample, Marc’Aurelio
Ranzato, Ludovic Denoyer, and Hervé Jégou. 2017.
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Abstract

This paper describes our system submission
for the CLPsych 2019 shared task B on sui-
cide risk assessment. We approached the prob-
lem with three separate models: a behaviour
model; a language model and a hybrid model.
For the behavioral model approach, we model
each user’s behaviour and thoughts with four
groups of features: posting behaviour, senti-
ment, motivation, and content of the user’s
posting. We use these features as an input
in a support vector machine (SVM). For the
language model approach, we trained a lan-
guage model for each risk level using all the
posts from the users as the training corpora.
Then, we computed the perplexity of each
user’s posts to determine how likely his/her
posts were to belong to each risk level. Finally,
we built a hybrid model that combines both
the language model and the behavioral model,
which demonstrates the best performance in
detecting the suicide risk level.

1 Introduction

Every year, there are over 800,000 people who die
of suicide (WHO, 2019). Although health care
systems play a major role in assessment of sui-
cide risk, given limited time, clinicians are unable
to assess thoroughly all the risk factors. One of
the most important warning signs for suicide is
the expressions of suicidal thoughts. The standard
practice of clinicians asking people about suici-
dal thoughts cannot effectively predict and prevent
suicide, because most patients who died of suicide
did not report any suicidal thoughts when asked by
a doctor (McHugh et al., 2019; Chan et al., 2016),
therefore, many of them were assessed to have a
low or moderate risk before their suicide attempts
(Powell et al., 2000).

The CLpsych 2019 shared task B (Zirikly et al.,
2019) attempts to address the challenge of auto-
matic suicide risks asssessment using people’s fo-
rum postings. The aim of the task is to distinguish

the levels of suicide risks among users who posted
any contents in the suicide watch (SW) subreddit.
The dataset includes all the posts (N = 31,553) in
any subreddit from 621 users who had posted on
SW. One of the four risk levels ranging from ”No
Risk” to ”Severe Risk” was assigned to each user
according to their SW posts. The annotation pro-
cess is described in Shing et al. (2018).

We treat the task as a multi-classification prob-
lem. We approach it with three models: a be-
havioural model (BM), a suicide language model
(SLM) and a hybrid model (HMBM SLM ) that
combines the (BM) and (SLM) models. The SLM
offers good classification accuracy, but it does not
provide any human interpretable reason for its
classification decisions. Hence, we define a col-
lection of features to better capture users’ posting
behaviours and thoughts, then we use these fea-
tures in the BM. The overall results show that the
hybrid model (HMBM SLM ) performs the best in
identifying the risk level with a f1 score 38% for
the CLPsych task B.

2 Related work

Suicide is a complex behaviour involving biologi-
cal, psychological and social factors. For psycho-
logical factors, a large amount of literature sug-
gests that a history of psychiatric disorders, es-
pecially affective disorders, is a strong predictor
of suicide (Angst et al., 2002; Brent et al., 1993;
Bostwick and Pankratz, 2002). Another important
precursor of suicide is self-harm or previous at-
tempt. Biological and social factors that contribute
to suicide include: substance abuse (Vijayakumar
et al., 2011; Hawton et al.; Bergen et al., 2012;
Chan et al., 2016; Joiner, 2007), gender (males
have a higher suicide risk) and living alone(Joiner,
2007).

The suicidal behaviour model by Wilson et al.
(2005); Cukrowicz et al. (2011) proposed that
the unmet need of belonging (e.g. relationship

152



breakup) and the self perceived burden were the
major motivations for suicidal behaviors (Trout,
1980). Other motivations include: having a neg-
ative self-image, hopelessness (Kovacs and Garri-
son, 1985), and having a plan of the suicidal at-
tempt. The duration, intensity, and frequency of
the suicidal desires also indicate the pertinacity to
the attempt.

The majority of the prior work on the sui-
cide risk detection focuses on manually generated
(BoW) features centering only around the textual
cues of the user’s post (Varathan and Talib, 2014;
O’Dea et al., 2015), such as the LIWC pre-trained
word embeddings (Husseini Orabi et al.) or su-
pervised learning topics (e.g., latent Dirichlet al-
location) (Ji et al., 2018). Unlike these studies, we
design a model that leverages user’s behavioural
data in combination with a suicide language model
to detect the suicide risk level. Our features intend
to capture the language and behavioral character-
istics proposed by clinical literature as suicide risk
factors. For example, we develop a feature vec-
tor that represent suicide motivations. Examining
the validity of these features in our experimental
model provides us a way to understand the preva-
lence of these characteristics in people with differ-
ent suicide risk levels.

3 Suicide risk identification models

In this study, we propose three models to mea-
sure suicide risk levels. BM uses user’s posting
behaviours and manual selected language charac-
teristics to predict suicidal risk level. SLM learns
the language characteristics of each risk level. The
hybrid model (HMBM SLM ) combines the advan-
tages of the BM and SLM models.

3.1 Behavioral model

Most of the existing studies focus on the lan-
guage used in expressing suicide thoughts, and
only a small number of them examine the behav-
ioral and thought patterns on social media. For
instance, Colombo et al. (2016) use twitter fol-
lowers, friends, and number of retweets to repre-
sent the connectivity between users having suicide
ideas. Based on the clinical literature, we engi-
neer four sets of features that capture user behav-
iors and thoughts for the Behavioural model (BM),
including: posting behaviour, sentiment, content,
and motivation for suicide. Posting behaviours
consist of users’ posting patterns in SW, mental

health related subreddits and all the other subred-
dits. Sentiment features consist of a sentiment
profile for each user, user’s sentiment towards se-
lected topics (e.g., friends and family). Content
features consist of Linguistic Inquiry and Word
Count (LIWC) (Pennebaker et al., 2001), EM-
PATH (Fast et al., 2016) and count vectors normal-
ized by TF-IDF (Salton and McGill, 1986). For
the motivation features, we use a word count ap-
proach to define whether the user have suggested
any motivations.

Some of these features were constructed us-
ing Suicide Watch (SW) posts only, while others
were constructed using all the reddit posts from
the users. Although many of these posts might
not be directly related to suicide thoughts, we hy-
pothesized that using irrelevant posts to define a
user’s interaction behaviour and emotional magni-
tude would help to identify the virtual community
of the users with suicide risk.

3.1.1 Sentiment
Sentiment profile. The sentiment of each user’s
previous posting was used to identify the similar-
ity between users’ postings. This set of features
are represented as a vector of sentiment value cor-
responding to a user’s previous posting. Then, we
use the Levenshtein Distance to compute the sim-
ilarity between two such vectors (Yujian and Bo,
2007).

Topic Sentiment. We inspect the sentiment
of specific topics in the SW posts. We extract
the sentences containing keywords related to fam-
ily members (e.g. mom, dad), partners (e.g.
boyfriend), and self (e.g. myself). We then use
sentiStrength (Thelwall et al., 2010) to detect the
sentiment values of these sentences and aggregate
the topic sentiment at a user level.

3.1.2 Posting behaviours
Frequency of posting We use the number of
posts, word count in each post, whether and when
a user posts more frequently as features. To check
whether a user has recently started posting more
frequently, we define a posting frequency vector
by computing the average posting time interval be-
tween any two posts from a user. We use a slid-
ing window from the head to the tail of the fre-
quency vector to identify which time interval(s)
are at least one standard deviation below the mean
of all intervals. Users are highly likely to post
more frequently if the last window is one standard
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deviation below the mean. Frequency of posting
is inspected in the SW posts, all user posts, and
posts involving mental illnesses and drugs use. To
extract the posts involving mental illnesses and
drugs use, we compile a dictionary of mental ill-
nesses names and symptoms. Posts that contain
words from this dictionary are selected. Mean-
while, posts from subreddits that are associated
with mental illnesses self help groups (e.g., self-
harm, TwoXADHD) are also extracted.

3.1.3 Motivation factors
Financial problems, drug use, mental illness his-
tory, relationship break up, hopelessness, suicide
tools and self-harm have been found to be pre-
dictive to suicidal behaviors (Kessler et al., 1999).
In our study, we compile dictionaries for each of
the motivation factors. Terms in drug use, mental
illness and suicide tools dictionaries are extracted
from websites using the webscraping techniques.

3.1.4 Content feature
We use both the open and closed BoW approaches
to generate the content feature. For the open vo-
cabulary approach, we counted the term frequency
and normalized it with tf-idf. For the closed vo-
cabulary approach, we used LIWC and Empath.
Both tools are used to count words from prede-
fined psychologically meaningful categories.

3.1.5 Clustering
We use model-based clustering (Banfield and
Raftery, 1993) to group sentiment, posting be-
haviour and motivation factors. Model-based clus-
tering assumes that the data are formed by mul-
tiple Gaussians. The clustering algorithm tries to
recover the models that generate the data. The best
model is selected according to the Bayesian infor-
mation criterion (BIC). We adopt five clusters as
our solution.

3.2 Suicide language model

The behavioural model (BM) enables us to ob-
serve the behavioral and thought differences
among individuals with various suicide risk levels.
However, one disadvantage of the BM approach is
that we might miss some relevant cases that do not
contain words in the manually selected dictionary,
or include irrelevant cases but contain the dictio-
nary words.

With this challenge in mind, we also tackle
the suicide risk classification problem with sui-

cide language modeling (SLM). Language model-
ing is used in domains such as machine translation,
speech recognition and text classification (McCal-
lum et al., 1998; Brants et al., 2007; Coppersmith
et al., 2014). The principle of language model-
ing is to compute a probability distribution over
words in order to determine how likely a specific
language model is to generate a given document.
In our case, we train one model for each risk level.
Then, we calculate a document’s likelihood (per-
plexity) for all the models, and select the model
with the best score.

4 Dataset and experiment setup

The dataset used for training the models is pro-
vided by the CLPsych shared task B (Zirikly et al.,
2019). It contains 621 reddit users who had posted
on SW with an overall of 31,553 posts. The users
are labeled as ”no risk” (class A), ”low risk” (class
B), ”moderate risk” (class C), and ”severe risk”
(class D). Dataset statistics is presented in table 1.
From the training set, it is shown that nearly half
of the posts were labeled as ”severe risk”, class
B only accounts for less than 10% of the posts.
Nearly half of the posts in both the training and
testing sets did not have any contents in the post
body.

Table 1: Basic Statistics for train and test set

Train postNum/% WC U P/U SW/U emP
A 10662 (34%) 52 127 84 1.28 6070
B 2715 (9%) 101 50 54 1.18 984
C 5726 (18%) 79 113 51 1.36 2556
D 12450 (39) 72 206 60 2.64 5344

Test 9610 63 125 77 1.49 4704
Note: A:no risk, B:mild risk, C: moderate risk, D: severe
risk. postNum: number of posts. WC: average word count in
posts. U: users. P/U: post per user. SW/U: suicideWatch post
per user. emP: posts without content in the post body.

4.1 Suicide language model setup
We train the (SLM) language model with the min-
imal processed data (raw text), and tokenized and
truecased data. For the raw text model, the data
are preprocessed as follows: Sentences are split
by the NLTK sentence splitter and then spaces
are inserted around each full stop to make sure
mis-spelled cases are parsed correctly. For exam-
ple, ”tomorrow.And today” is processed as ”to-
morrow . And today”. For the tokenized and
truecased model, we apply the tokenizer and true-
caser from the Moses machine translation toolkit
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(Koehn et al., 2007).
The language model is trained with KenLM’s

default settings (modified Kneser-Nay smoothing)
(Heafield et al., 2013). In each model, all the posts
from a redditor and annotated with a specific risk
level are used as the training corpora. All the posts
from a redditor are treated as a single document.
To assign a risk level to the document, we calcu-
late its perplexity for each language model, and
assign the document’s class based on the language
model that produces the lowest perplexity score.
We experiment with the context windows of 3 to
6-gram, and find that 4-gram works the best.

5 Experiments

In the SLM, for each document, the model with
the lowest perplexity is assigned to the document.
Perplexity is the inverse probability of a test set,
normalized by the number of words, a low per-
plexity indicates that the probability distribution is
good at predicting the sentence (Sennrich, 2012).
Given a sample test, we calculate its likelihood for
all the models, and select the model with the best
score.

In the BM, we use random forest to select
the top 300 features to use in the final predic-
tion. We validate our BM features on the multi-
classification problem using support vector ma-
chines (SVM) in scikitlearn 1. We use the 5-fold
cross validation on training data and grid-search
parameters to explore both the kernels and margin
of the hyperplane (C parameter).

Furthermore, we construct a hybrid model
based on our observations on the prediction results
from the SLM and the BM. In the training pro-
cess, we observe the BM is weak in distinguishing
classes B and C, but the SLM is better in identi-
fying class B. Therefore, we adopt the class B re-
sults from the SLM. We also find that some posts
in class A are suicide experiences from someone
associated with the authors, but not the authors
themselves. The BM is better than the language
model in identifying these cases, so we use the
BM for class A. However, if the confidence score
is lower than 0.4, the SLM becomes better at iden-
tifying class A. Therefore, we replace the results
with confidence score lower than 0.4 with those
from the SLM model.

1https://scikit-learn.org/stable/

6 Results

Table 2 shows the test set results of the three
models. Table 3 shows f1 for flagged vs. non-
flagged and urgent vs. non-urgent. Flagged vs.
non-flagged distinguished class A from the rest of
the classes. Urgent vs. non-urgent distinguished
classes A, B with classes C, D. The hybrid model
had the best average f1 macro in the risk assess-
ment task.

Table 2: Results for risk assessment task

Model Risk level P R F
BM A 53 78 63

B 22 15 18
C 14 14 14
D 55 42 48

F1AV G 36
SLM A 73 25 37

B 27 23 25
C 12 7 9
D 49 83 62

F1AV G 33
HMBM SLM A 56 72 63

B 25 39 30
C 12 11 11
D 55 42 48

F1AV G 38
P: precision (%), R: recall (%), F: f1 macro average (%).
F1AV G: f1 (%) macro average of four classes.

Table 3: Results for flagged and urgent cases

Flagged Urgent
P R F P R F

BM 91 76 83 80 69 74
SLM 79 97 87 69 89 78
HMBM SLM 89 81 85 81 65 72

P: precision (%), R: recall (%), F: f1 macro average (%).

In our test set result, we find that SLM is over-
fitting. SLM classifies most of the posts to class D
in the testing set. Whereas, the BM has consistent
good performances on classes A and D, but poor
performances on classes B and C.

7 Conclusion

Our results demonstrate that suicide risk can be
gauged by user’s posting behaviors. Suicide risk
factors identified by clinical literature are useful
in automatic detection of suicide risks. Suicide
language can be modeled by statistical language
model, especially for risk level B and D, in which
cases it surpasses the behavioral model. Hence, a
combination of the two models results in a more
accurate user classification. As a future work, a
further analysis of each feature would gauge its
contribution towards identifying suicide risk lev-
els.
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Abstract

This paper describes IDLab’s text classifica-
tion systems submitted to Task A as part of
the CLPsych 2019 shared task. The aim of
this shared task was to develop automated sys-
tems that predict the degree of suicide risk of
people based on their posts on Reddit.1 Bag-
of-words features, emotion features and post-
level predictions are used to derive user-level
predictions. Linear models and ensembles of
these models are used to predict final scores.
We find that predicting fine-grained risk lev-
els is much more difficult than flagging po-
tentially at-risk users. Furthermore, we do not
find clear added value from building richer en-
sembles compared to simple baselines, given
the available training data and the nature of the
prediction task.

1 Introduction

The goal of the CLPysch 2019 shared task is to
predict the degree of suicide risk based on online
postings of users. This shared task is motivated by
the long-term lack of progress in predicting sui-
cide risk. McHugh et al. (2019), after reviewing
more than 70 studies, argues that suicidality can-
not be predicted effectively using traditional stan-
dard procedures, e.g., questions of clinicians about
suicidal thoughts: the authors claim that a large
fraction of patients (i.e., 80%) who committed sui-
cide, did not admit contemplating suicide when
asked by a general practitioner. Another study by
Franklin et al. (2017) also concludes that predic-
tion of suicide risks has not improved over the last
50 years and suggests that machine learning learn-
ing methods can contribute towards solving that
challenge.

Typically, there are long periods of time be-
tween clinical encounters of patients. During these
periods, some patients are engaged in frequent use
of social media. Coppersmith et al. (2017) states

1www.reddit.com

that such usage of social media can be exploited
to build binary risk classifiers. However, when
such systems are deployed, the number of people
flagged as “at risk” will exceed clinical capacity
for intervention. This in turn motivates the design
of more fine-grained prediction models, predict-
ing various risk levels, as proposed for the current
shared task.

Our system uses a combination of (i) bag-of–
word features, (ii) emotion labels, and (iii) infor-
mation derived from post-level risk features (see
Section 3.1 for more details). Using these features,
we apply linear models to predict the scores. We
explore different combinations to evaluate the per-
formance of the different models.

The remainder of the paper is organized as fol-
lows: Section 2 describes the data and the shared
task. Section 3 presents the details of the imple-
mented system and the features. Section 4 shows
the experimental results obtained from the test
data. To compare our results to other participants
in the shared task, we refer the reader to Zirikly
et al. (2019). To conclude, we summarize our find-
ings and present future directions in Section 5.

2 Data and Task A

The dataset used in the shared task is sampled
from the University of Maryland Reddit Suici-
dality Dataset (Shing et al., 2018). It is con-
structed using data from Reddit, an online site for
anonymous discussion on a wide variety of topics.
Specifically, the UMD dataset was extracted from
the 2015 Full Reddit Submission Corpus2,using
postings in the r/SuicideWatch subreddit (hence-
forth simply SuicideWatch or SW) to identify
anonymous users who might represent positive in-
stances of suicidality and including a compara-
ble number of non-SuicideWatch controls. The
dataset is annotated at user level, using a four-

2https://www.reddit.com/r/datasets/comments/3mg812/
full reddit submission corpus now available 2006/
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point scale indicating the likelihood of a user to
commit suicide: (a) no risk, (b) low risk, (c) mod-
erate risk, and (d) severe risk. The corpus includes
posts from 21,518 users and is subdivided into
993 labelled users and 20,525 unlabelled users.
Out of the 993 labeled users, 496 have at least
posted once on the SuicideWatch subreddit. The
remaining 497 users are control users (i.e., they
have not posted in SuicideWatch or any mental
health related subreddits). The data is provided
in a comma-separated values file that includes the
post titles, content, timestamps, and anonymized
unique user ids. The goal of shared Task A is
to predict users’ suicide risk into one of the four
classes (i.e., (a)-(d)) given the fact that he/she has
posted on SuicideWatch.

3 Systems Description

This section provides an overview of features ex-
tracted from posts, followed by a short system de-
scription of our submitted runs.

3.1 Features

TF-IDF features: We used the TF-IDF weighting
scheme as text representation. The TF-IDF feature
vectors of n-grams were generated for our dataset.
We experimented with n-grams for n ranging from
1 to 5. In our preliminary investigations, we ex-
plored various kinds of features, such as character
level n-grams, or textual statistical features (such
as the total number of posts), but these did not lead
to increased performance metrics.
Emotion features: We hypothesize that individ-
uals contemplating suicide will tend to express
emotions with negative sentiment, more than in-
dividuals without suicidal thoughts. Therefore,
we use a pre-trained model called DeepMoji3 that
predicts emotions from text (Felbo et al., 2017).
For an individual post of a user, a 64-dimensional
emotion feature vector is generated by the model,
with each dimension corresponding to the proba-
bility for one out of 64 different emojis. We take
the element-wise maximum, average and standard
deviation of this vector as features to represent a
user’s emotions.
Suicide risk features: We reason that post-level
binary risk estimates can help in making the user-
level risk level prediction. To achieve this, we
semi-manually annotated 605 posts from the un-
labelled dataset as follows. First, we trained a TF-

3https://github.com/bfelbo/DeepMoji

IDF based logistic regression classifier to predict
the four class labels (a)–(d), using labelled data for
496 users. We adopt that classifier to assign four
probabilities, one for each class (a)–(d), to each
post in the unlabelled dataset. We take a random
sub-sample of the automatically labelled posts, or-
der it in terms of no-risk probability, and manually
label posts taken in turn from the top and bottom
of the ordered list. We thus obtain a balanced set
of 605 annotated posts (302 ‘risk’, 303 ‘no-risk’),
spending a total annotation time of 5 hours. Sub-
sequently, a TF-IDF based logistic regression bi-
nary classifier was trained on these manually an-
notated posts. Finally, the post-level binary pre-
dictions were then aggregated into user-level sui-
cide risk features by taking the maximum, mean,
and standard deviation of the predicted post-level
scores. The motivation behind this annotation ex-
periment was to investigate the effectiveness of a
cheap additional annotation effort in boosting the
final model’s prediction accuracy. By ‘cheap’ an-
notation effort, we refer to annotations on the post-
level as opposed to user-level, binary as opposed
to 4-label, and directly balanced as opposed to a
larger random sample to obtain the same amount
of at-risk posts.

3.2 Models
Three different systems were explored for our sub-
mission to the shared task. A logistic regression
classifier and two ensemble-based classifiers.

1. Baseline classifier: a logistic regression clas-
sifier (Pedregosa et al., 2011) is trained based
on TF-IDF weighted bag-of-word features.

2. Ensemble without Risk classifier: this en-
semble combines the scores from the baseline
logistic regression classifier, a linear SVM
classifier and the emotion classifier. The lin-
ear SVM, included in scikit-learn (Pedregosa
et al., 2011) is trained on the TF-IDF repre-
sentations. This ensemble uses an additional
logistic regression classifier (at the next level)
to predict the final classes.

3. Ensemble (all): this model combines the
scores from all classifiers as illustrated in
Fig. 1. This ensemble uses a second level
Logistic Regression classifier similar to the
previous ensemble.

With this system choice, we are able to mea-
sure the impact of combining linear classifiers
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Figure 1: Main elements of the presented system setup.

with emotion features compared to a simple lin-
ear model (second vs. first run), and to measure
the added value from the additional post-level an-
notations (third vs. second run).

4 Experimental Results

In this section, we present the final test results of
the three submitted systems on the official test set.
The test set consists of a total of 189 posts from
125 different users. The official evaluation metric
used in the shared task is the macro F1 score on all
four classes. Table 1 depicts the official models’
performance on the test data. Our baseline clas-
sifier outperforms the ensemble models. This can
be explained by (i) bias in the training/test split
during development, (ii) the small number of an-
notated training instances, or (iii) the partly sub-
jective nature of the task, and in particular the dis-
tinction between fine-grained levels such as ‘low
risk’ and ‘moderate risk’. Note that, however, our
most advanced model did perform best for the sim-
pler task of detecting potentially at-risk (‘flagged’)
users. Further research is required to investigate
these potential issues.

Models Precision Recall F1

Baseline 0.444 0.457 0.445
Ensemble w/o Risk 0.428 0.402 0.407
Ensemble (all) 0.445 0.419 0.426

Table 1: Official results

In addition, two more metrics were used. The
first metric is the F1 score for flagged versus non-
flagged users. The flagged vs. non-flagged F1 is
relevant for a use case in which the goal is to
distinguish users that can be safely ignored (cat-

egory (a), no risk) from those that require atten-
tion (i.e., categories (b), (c), (d)), such as when
human moderators need to investigate the risk fur-
ther. Table 2 shows the performance of the models
in binary classification of flagged and non-flagged
users, whereby the ensemble with sentiment fea-
tures (‘Ensemble w/o Risk) outperforms the lin-
ear baseline, but the overall ensemble with binary
post-level risk predictions performs slightly bet-
ter still. Given the much higher scores, the task
of flagging potentially at-risk users appears much
simpler than making fine-grained risk-level pre-
dictions.

Models Precision Recall F1

Baseline 0.904 0.806 0.852
Ensemble w/o Risk 0.848 0.903 0.875
Ensemble (all) 0.850 0.914 0.881

Table 2: Flagged vs Non-flagged

The second metric is the urgent versus non-
urgent F1 score that measures distinction between
users who are at a severe risk of suicide (category
(c) and (d)) and other users. Table 3 shows the
models’ performance for classifying users into ur-
gent and non-urgent classes. The overall higher
scores in Table 3 indicate that the binary classifica-
tion of urgent from non urgent users is fairly sim-
pler task when compared to the fine-grained risk
level classification.

Models Precision Recall F1

Baseline 0.833 0.750 0.789
Ensemble w/o Risk 0.795 0.725 0.758
Ensemble (all) 0.792 0.762 0.777

Table 3: Urgent vs Non-urgent
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5 Conclusion and Future work

In this paper, we described the Ghent University-
IDLab submission to the CLPysch 2019 shared
Task A. We found that the baseline classifier based
on logistic regression outperformed the ensemble
of classifiers. Specifically, our baseline model ob-
tained a macro F1-score of 0.445 on the shared
task. Our system also achieves a macro F1-score
of 0.881 and 0.789 on flagging non-risk users and
distinguishing urgent from non-urgent users, re-
spectively. The more advanced models (i.e., en-
sembles) did not bring any added value in the fine-
grained user level risk prediction. This can be due
to the limited number of training examples in the
provided dataset, bias in train/test splits during de-
velopment and the subjective nature of the task.

As next steps, we plan on investigating alterna-
tive ways of splitting train from test data such as
stratified cross-validation (i.e., to avoid different
distributions of the target variable in the train/test
splits). We also want to explore more sophisti-
cated ways of ensembling and stacking techniques
while also taking into account the time stamp
meta-data of posts.
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Abstract 
We aimed to predict an individual suicide risk level from longi-
tudinal posts on Reddit discussion forums. Through participat-
ing in a shared task competition hosted by CLPsych2019, we 
received two annotated datasets: a training dataset with 496 
users (31,553 posts) and a test dataset with 125 users (9610 
posts). We submitted results from our three best-performing 
machine-learning models: SVM, Naïve Bayes, and an ensemble 
model. Each model provided a user’s suicide risk level in four 
categories, i.e., no risk, low risk, moderate risk, and severe risk. 
Among the three models, the ensemble model had the best 
macro-averaged F1 score 0.379 when tested on the holdout test 
dataset. The NB model had the best performance in two addi-
tional binary-classification tasks, i.e., no risk vs. flagged risk 
(any risk level other than no risk) with F1 score 0.836 and no 
or low risk vs. urgent risk (moderate or severe risk) with F1 
score 0.736. We conclude that the NB model may serve as a tool 
for identifying users with flagged or urgent suicide risk based 
on longitudinal posts on Reddit discussion forums. 

Keywords: suicide, Reddit, machine learning, predictive mod-
eling 

I. Introduction  
Suicide poses a challenge to our society. It is the 10th 
leading cause of death in the United States for all ages, 
and most importantly it is the second leading cause of 
death for 64 millions of youths between the ages of 10 and 
24.(NIMH, 2018)(Howden and Meyer, 2011)  
Meanwhile, the use of social media among the young 
population is getting more poupular.  

Social media websites such as Reddit discussion forums 
serve as a common platform for people to express their 
thoughts, and many people feel more comfortable dis-
cussing or sharing their mental state including suicidal 
thoughts on social media than they are in person. Moreo-
ver, people who can get access to the internet may not 
have adequate resources for mental health care. In con-
trast to the electronic health records that recorded the in-
teractions between patients and clinical care providers, 
on-line social media posts illustrate conversations be-
tween a user and an online audience mostly comprised of 
non-clinicians. In March 2019, Reddit was estimated to 
have 542 million monthly visitors and 234 million unique 
users, 53.9% of which with bases in the United 
States.(Wikipedia,  ) There is a need to study potential 

suicide risks based on social media posts as a part of pub-
lic health surveillance.(De Choudhury et al., 2017) 

Current state-of-art approaches for mental health condi-
tion prediction leveraged machine learning (ML) and nat-
ural language processing (NLP). Common ML algorithms 
include support vector machines, Naïve Bayes, etc. NLP 
techniques include part of speech, bag-of-words model-
ing, word embeddings, etc. The performance of those 
models measured by micro-averaged F1 score ranged be-
tween 0.4 and 0.76,(Calvo et al., 2017) and by macro-av-
eraged  F1 score ranged between 0.5 and 0.84.(Shing et 
al., 2018) A macro-averaged score computes the metric 
independently for each risk level (class) and then takes 
the average across all levels regardless of the number of 
samples in each risk-level group, whereas micro-average 
treats each post equally regardless of class. Thus, a 
macro-averaged score carries more per-post weight for 
those risk levels (categories) with fewer posts.      

In this study, we hypothesized that we can develop ad-
vanced data-driven predictive models that can predict in-
dividual suicide risk level from longitudinal posts on Red-
dit discussion forums. 

Our study has three key contributions. First, we devel-
oped 10 feature domains based on NLP and feature engi-
neering, described in Section II.2, including clinical find-
ings and semantic role labeling (those were not com-
monly included in previous shared tasks competition for 
social media data(Shing et al., 2018)) for the prediction of 
suicide risk from Reddit posts. Second, we developed 
several state-of-the-art machine learning models includ-
ing deep neural network models for the prediction task. 
Third, we developed a modeling strategy for improving 
prediction accuracy. 

II. Methods 
This section describes study datasets, text preprocessing, 
feature engineering, predictive modeling, and evaluation 
metrics. 

II.1 Datasets  

We received two datasets from the CLPsych2019(Zirikly 
et al., 2019): 1) a training dataset and 2) a test dataset.  
Both datasets comprised annotated posts on the Reddit 
discussion form and its sub-discussion forms, also known 
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as subreddits. The training dataset study period is be-
tween 2005 and 2015, comprising 31,553 posts from 496 
Reddit users with the cohort definition: a user had at least 
one post on the SuicideWatch subreddit; users who posted 
on the SuicideWatch may not be of risk to suicide. The 
data elements in the training dataset included a user id, a 
subreddit name, a post title and body from the user’s posts 
in any subreddit, and post timestamp in a unified time 
zone. The CLPsych2019 organization provided the gold 
standard for the training dataset.(Shing et al., 2018; 
Zirikly et al., 2019)  Following the same cohort definition, 
the test dataset comprised 9,610 posts from 125 Reddit 
users. We received the training and test datasets one 
month and five days before the competition deadline, re-
spectively.   

The study is approved under the Children’s Hospital of 
Philadelphia IRB. 

II.2 Natural Language processing and Feature Engi-
neering 

II.2.1. Text preprocessing  

We performed a series of preprocessing pipeline includ-
ing sentence splitting, tokenization, removal of stop 
words, part of speech tagging, and lemmatization.(Posada 
et al., 2017) 

II.2.2 Feature domains from users’ posts 

Similar to the work by Shing et. al.(Shing et al., 2018), 
we developed the following feature domains: 

Clinical findings: A social media post may contain clini-
cal findings such as depression, schizophrenia, cancer, 
etc. We utilized the clinical Text Analysis and Knowledge 
Extraction System (cTakes)(Savova et al., 2010) devel-
oped by the Mayo clinic, to extract clinical findings from 
each post. cTAKES extracts each finding with a Concept 
Unique Identifier (CUI) represented in the standard Uni-
fied Medical Language System (UMLS) developed by the 
National Library of Medicine (NLM). We also flagged 
suicide attempt related CUIs (SA CUIs) using a pre-de-
fined CUI list from our previous suicide attempt study 
with electronic health records (EHR).(Tsui et al., 2019) 

Social determinants of health (SDOH): We classified 
each sentence into one or more of the 11 social categories 
that we previously developed.(Quan et al., 2019; Liu et 
al., 2019)  The 11 categories included: 1) social environ-
ment, 2) education, 3) occupation, 4) housing, 5) eco-
nomic, 6) health care, 7) interaction with legal system, 8) 
social support circumstances and social network, 9) trans-
portation, 10) spirituality and 11) other (e.g., exposure to 
disaster, war, other hostilities, and access to weapons, 
etc.). 

Emotion and health-disorder association: We identified 
posts’ lemmas that matched terms in the Word-Emotion 
Association Lexicon developed by Mohammad et. 
al.(Mohammad and Turney, 2013), as well as a lexicon 
compiled from terms available in the list of psychological 
disorders(,  ). We identified words in a post associated 
with emotion categories, e.g., joy, sadness, fear, etc. 

Readability score: Readability score provides a gauge for 
the level of understanding of a document. We used spaCy 
library to calculate 7 readability scores for each post: (1) 
automated readability index, (2) Coleman-Liau index, (3) 
Dale-Chall index, (4) Flesch-Kincaid grade level, (5) 
Flesch-Kincaid reading ease index, (6) forecast index and 
(7) smog index. 

Semantic role labeling (SRL): SRL is a linguistic process 
that identifies semantic roles, e.g., subject, object and 
verb, of a sentence. We used two latest state-of-the-art 
statistical SRL models: Bidirectional Long Short-Term 
Memory  (BiLSTM) model(He et al., 2017) and the Em-
beddings from Language Models (ELMo)(Peters et al., 
2018), which provides deep contextualized words repre-
sentations, to identify the semantic role labels and predi-
cate-argument structure from each sentence in a user’s 
post. The identified predicate-argument information indi-
cates detailed semantic structure and roles, i.e., “who” did 
“what” to “whom” at “where” and “when”. Table 1 shows 
an example. SRL plays a critical role for revealing self-
referential thinking. 

Table 1. Semantics analysis of a sample sentence from a 
Reddit forum. The right column in the table demonstrates 
the identified argument labels (subject and object labels), 
predicate and negation labels from the sentence on the left 
column after applying SRL process; the arg0 tag, the arg1 
tag, and argm-negation tag represent the subject “I”, the 
object “the loneliness and pain”, and the sentence nega-
tion, respectively.  
Sentence in a post Predicate-argument structure 

“I can't handle 
the loneliness and 
pain anymore.” 

"arg0": " I", 
"argm-mod": " ca", 
"argm-negation": " n't", 
"predicate": " handle", 
"arg1": "the loneliness and pain" 

Sentiment levels: A sentiment level provides a gauge for 
the level of sentiment of a sentence. We used Stanford 
CoreNLP(Manning et al., 2014) to identify 5 sentiments: 
“Very Negative", "Negative", "Neutral", "Positive", "Very 
Positive” for each post. To create the features, per user, 
we calculated the following averages: 1) micro average: 
the sum of all sentiments across all the post of a user di-
vided it by the total number of sentences across those post 
per that user; 2) macro average: the sum of each post level 
sentiment vector of a user divided by the total number of 
post by that use; 3) post-level vector: the sum of all senti-
ment vectors in a post divided by the total number of the 
sentence in that post. 

Topic modeling: Topic modeling provides an unsuper-
vised-based learning to map each post into a predefined 
number of topics. We used the unsupervised learning La-
tent Dirichlet Allocation (LDA) to identify 10, 20 and 30 
topics from all the posts.  

Empathy topics: We used Empathy text analysis tool to 
identify 196 pre-defined topics(Fast et al., 2016) from 
each of the posts, e.g., death, negative emotion, sadness, 
etc. Each post has an empathy vector, Ei

196x1, where i rep-
resents a post, and each topic, ei,j ∈ 𝑍, [0,100]. 
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Doc2Vec model: We built a Doc2Vec model via distrib-
uted bag of words (DBOW) based on the training Reddit 
posts, and represented each Reddit post as a 300x1vector. 

Aggregate Statistics (AS): We created summary statistics 
features that characterize users’ posting habits. Table 2 
summarizes the list. 

Table 2. Aggregate statistics based on feature domains 
Feature 
Domain 

Statistics at the post and user levels 

Clinical 
Finding 

• Individual CUI counts from all posts 
• Average count of each CUI per post 
• Average count of each CUI per CUI-post (CUI-

post refers to the post with at least one identi-
fied CUI) 

• Total count of distinct CUIs from all posts 
• Total count of SA CUIs per user 
• Total count of SA CUI-posts per user (SA CUI-

post refers to the post with at least one identi-
fied SA CUI) 

• Total count of distinct SA CUIs per user 
Semantic 
Role La-
beling 
(SRL) 

• Average count of each arg0 and arg1 per post 
• Minimum/Maximum counts of each arg0 and 

arg1 in one post 
• Average count of “negative”-arg0 per post (An 

“negative”-arg0 refers to the arg0 with an 
argm-negation modifier for the predicate as 
shown in Table 1) 

• Minimum/Maximum count of each “negative”-
Arg0 in one post 

• Count of distinct arg0 and distinct arg1 values 
per user 

• Minimum/Maximum count of distinct arg0 and 
arg1 values in one post 

• Average number of part-of-speech tags (nouns, 
verbs, adjectives, adverbs, etc.) in the last two 
years 

SDOH • Total number and percentage of sentences in 
each social determinants of health category 

Forum 
Posting 
Behavior 
(FPB) 

• Number of total posts for the user in all subred-
dits 

• Number of total posts for the user in in the last 
two years 

• Number of weeks with posts to the Sui-
cideWatch subreddit 

• Number of active days between the first and 
last posts 

• Average post time difference between 2am 
(EST) and the post time in the last two years 

• Average length (characters) of posts in the last 
two years 

• Days since last post to the SuicideWatch sub-
reddit 

• proportion of the user’s posts containing the 
word ‘edit’ in the last two years 

• Proportion of posts made between 2a and 6m 
EST 

• proportion of posts made during weekends 
(Saturday and Sunday) in the last two years 

• Maximum number of consecutive weeks in 
which users’ made posts to SuicideWatch in the 
last two years. 

• All subreddits that the user posted to in the last 
two years 

• Number of posts to SuicideWatch by week in 
the last two years (1x104 vector) 

• Number of posts made by users to Sui-
cideWatch in the last two years. 

Senti-
ment 

• Proportions of sentiment score at post and sen-
tence levels 

Readabil-
ity 

• Averages of 7 readability at post and sentence 
levels 

Emotion • Average count of each emotion-related term 
across all posts 

Topic 
modeling 

• Average count of each topic across all posts 

II.3 Predictive modeling and evaluation 

We developed seven machine learning models: Naïve 
Bayes (NB), gradient boosting (GB), random forest (RF), 
support vector machine (SVM), and deep neural networks 
including augmented convolution neural networks (CNN) 
and long short-term memory neural networks (LSTM). 
Unlike conventional deep neural networks, we developed 
augmented deep neural networks included input not only 
from freetext posts (Doc2Vec) but also the user-level ag-
gregate statistics defined in Section II.2. 

 
Figure 1. Experimental design and modeling process. 

Figure 1 outlines our modeling and evaluation process. 
We trained and optimized models in a nested 5-fold cross-
validation approach, and each model was optimized based 
on macro-averaged F1 score, which is the main measure 
for ranking models developed by the shared-task partici-
pants. First, we oversampled the sparsely-represented 
classes to alleviate the existing class imbalance.(Chawla 
et al., 2002) Then, we conducted imputed missing values 
with variable means, and either did not scale variables, or 
scaled values ∈ 𝑅 to [0, 1]. Then we performed a two-
phase feature selection process. First, we applied a corre-
lation-based feature-selection filter(Hall, 1999), and then 
conducted a forward greedy search over an increasing 
number of features selected based on information gain 
feature ranking.(Tsui et al., 2017)  

For the competition, each team was limited to submit up 
to three models’ results, we chose top two models and 
added an ensemble model based on our three best-per-
forming models. We used the 5-fold average of macro-
averaged F1 scores to evaluate each model. The models 
used to submit results to the competition were re-trained 
with the full training dataset following the same approach 
used during cross-validation. 

We created an ensemble classifier from our best 3 
performing models. Predictions from these models were 

164



used to tally votes and generate the final predictions of the 
ensemble classifier. Since there were more risk categories 
(4) than the number of classifiers (3) in the ensemble, it is 
possible that all models produce different predictions. In 
this scenario, we created a rule by favoring the classes that 
were likely to be misclassified. 

Besides macro-averaged F1, our evaluation metrics in-
clude macro-averaged accuracy, precision and recall. We 
further compared the performance based on binary classi-
fications, i.e., flagged risk (low, moderate, and severe 
risks) vs. no risk, and urgent risk (moderate, and severe 
risks) vs. others. 

III. Results  
Table 3.  Risk level distributions in two datasets. 

Table 3 shows the distributions of users in 4 different 
risk categories in the training and test datasets. Both 
datasets have low counts in the low risk level and 
share almost the same distribution. 
Table 4. Average 5-fold predictive model performance 
from the training dataset, measured by the macro-av-
eraged F1 score followed by the number of variables 
(features) used by a model in parentheses. 

 NB  GB RF SVM CNN LSTM 
Marco-
F1 score 

0.422 0.412 0.395 0.432 0.367 0.147 

# of var-
iables 

75 100 100 100 796 796 

 

  

Figure 2. Confusion matrix of the NB model (left) and 
the SVM model (right). 

 
Figure 3. Confusion matrix of the ensemble model. 

Our macro-averaged F1 scores from the training dataset 
ranged from 0.147 to 0.43. Table 4 summarizes the 

performance of the 6 models. SVM and NB had best F1 
scores. Based on these results, we applied three models to 
the test dataset: SVM, NB, and an ensemble model built 
from the top three models: NB, SVM, and GB. The rule 
for breaking the tie in the ensemble model was to set the 
order of the preference: B (highest), C, A, then D (lowest).  

Figures 2-3 show the confusion matrices of the 3 models, 
and Table 5 summarizes the performance of the three 
models submitted to the competition. These models’  
macro-averaged F1 scores on the holdout test dataset 
ranged from 0.338 to 0.379. The ensemle model had the 
best macro-F1 score 0.379, which was ranked 3rd among 
the particpating teams for this shared task 
competition.(Zirikly et al., 2019)  
Table 5. Model performance from the test dataset. 
Level A-D represent no risk, low risk, moderate risk, 
and severe risk, respectively. 

Table 6.  Top 10 features from the feature space 
Rank Domain Feature Description 
1 SRL Max. count of arg1 with value ‘I’ in one post 
2 SRL Max. count of arg1 with value ‘me’ in one 

post 
3 FPB Number of posts to SuicideWatch in the last 

two years  
4 FPB Number of weeks with any SuicideWatch 

posts in the last two years 
5 SRL Max. count of arg1 with value ‘myself’ in one 

post 
6 Empathy Max. value of negative emotion in a post 
7 SRL Average count of arg1 with value ‘I’ 
8 Emotion Average count of 'disgust'-related terms 

across all posts 
9 Empathy Max. value of ‘death’ topic across all posts 
10 FPB Max. number of SuicideWatch posts in any 

week in the last two years 

The NB model had the best performance in two additional 
binary-classification tasks, i.e., no risk vs. flagged risk 
(any risk level other than no risk) with F1 score 0.836 and 
no or low risk vs. urgent risk (moderate or severe risk) 
with F1 score 0.736.  
We started modeling from a total of 7,603 features from 
10 feature domains in Section II.2, and Table 6 lists top 
10 features from the whole training dataset ranked in the 
order of information gain. Among the top 100 features, 
there were 35 clinical finding features, 25 Empathy fea-
tures, 17 SRL features, 14 user post-pattern features from 
forum posting behavior (FPB), 6 Readability features, and 

 Training Dataset Test Dataset 
No risk 127 (25.6%) 32 (25.6%) 
low risk 50 (10.08%) 13 (10.4%) 
moderate risk 113 (22.78%) 28 (22.4%) 
Severe risk 206 (41.53%) 52 (41.6%) 
Number Subred-
dits covered 

3662 1593 

 NB  SVM Ensemble 
Marco-F1 score  
(4 risk levels) 

0.338 0.370 0.379 

Accuracy 0.352 0.408 0.392 
F1 score  
(Flagged vs. no risk) 

0.836 0.789 0.818 

F1 score (Urgent vs. 
non-Urgent) 

0.736 0.603 0.648 

Level-A  
Precision/Recall/F1 

0.471/0.250/ 
0.327 

0.442/0.594/ 
0.507 

0.486/0.562/ 
0.522 

Level-B  
Precision/Recall/F1 

0.286/0.308/ 
0.296 

0.154/0.308/ 
0.205 

0.217/0.385/ 
0.278 

Level-C  
Precision/Recall/F1 

0.260/0.714/ 
0.381 

0.280/0.250/ 
0.264 

0.286/0.429/ 
0.343 

Level-D  
Precision/Recall/F1 

0.706/0.231/ 
0.348 

0.677/0.404/ 
0.506 

0.609/0.269/ 
0.373 
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3 Emotion features. Among 17 SRL features, 6 of them 
were related to self-referencing. 

IV. Discussion and Limitations 
In this study, we developed a wealth of structured features 
from longitudinal freetext posts, built 6 state-of-the-art 
machine learning models, and tested 3 models in a test 
dataset from the CLPsych2019 organizers. We demon-
strated that data-driven machine learning models identi-
fied users with risk of suicide based on their Reddit posts. 
The SVM model had best macro-averaged F1 score for 
classifying 4 categories of suicide risk, which could be 
attributed by its hyperspace parameters and nonlinearity; 
the NB model had accurate macro-averaged F1 scores for 
classifying binary groups: flagged vs. no risk, and urgent 
risk vs. non-urgent risk groups. The NB performance may 
be attributed by its simple assumption and a relatively 
smaller number (75) of variables compared with others.  

Based on the top 100 features used by the SVM model, 
we found that SRL, Empathy, Readability, Clinical find-
ings, and user post patterns identified in FPB were im-
portant for classification. Most importantly, our top find-
ings revealed that frequent self-referencing like ‘I’, ‘me’, 
and myself’ (ranked 1, 2, 5, 7, 19) and negated self-refer-
encing (ranked 35) posed an elevated risk as illustrated in 
literatures.(Burke et al., 2017; Quevedo et al., 2016) 

On the other hand, LDA topic modeling, sentiment anal-
ysis, and social determinants of health did not play critical 
roles for classification in our experiments.  We attributed 
its low impact due to the variety of subreddits in the co-
hort, which possibly makes it challenge to effectively 
group certain topics for classifying suicide risk levels.  
Our sentiment tool was based on the context of movie re-
views, which may not be applicable to the suicide predic-
tion task from Reddit posts. For social determinants of 
health, we built the model based on clinical data, which 
may be limited for social media data. 

The oversampling strategy for model training improved 
predictive performance. Our conjecture is that over-
sampling enables a classifier to better tune its parameters 
for those rare occurrences.  

The deep neural networks (CNN and LSTM) did not per-
form well. Both DNNs employed all the features identi-
fied in the feature engineering section. The potential ex-
planation is that there were limited number of users in low 
and moderate risk levels and there were many input vari-
ables. Another factor we may consider in the future is the 
development of more complicated DNN structure and/or 
the use of multiple DNNs to catch the temporal, wide va-
riety of feature space, and system non-linearity.   

V. Conclusions  
In this study, the ensemble model had best macro-aver-
aged F1 score, and Naïve Bayes performed best for iden-
tifying users with flagged or urgent suicide risk based on 
longitudinal posts on Reddit discussion forums in con-
junction with features from clinical findings, empathy 
categories, semantic role labeling, user post-patterns, 
readability, and emotion. 
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Abstract

This paper describes the participation of the
USI-UPF team at the shared task of the 2019
Computational Linguistics and Clinical Psy-
chology Workshop (CLPsych2019). The goal
is to assess the degree of suicide risk of social
media users given a labelled dataset with their
posts. An appropriate suicide risk assessment,
with the usage of automated methods, can
assist experts on the detection of people at
risk and eventually contribute to prevent sui-
cide. We propose a set of machine learning
models with features based on lexicons, word
embeddings, word level n-grams, and statistics
extracted from users’ posts. The results show
that the most effective models for the tasks are
obtained integrating lexicon-based features, a
selected set of n-grams, and statistical mea-
sures.

1 Introduction

According to the Center for disease Control and
prevention (CDC) there is one death by suicide
in the United States every twelve minutes (Stone
et al., 2018). Worldwide, suicide is one of the
main causes of death for those with ages between
15 and 29 years old, and Europe is the continent
with the highest suicide mortality rate according
to the World Health Organisation (WHO) (WHO,
2016). People requiring hospital admission for
treatment of mental disorders are particularly at
high risk (Mortensen et al., 2000). According to
the WHO, the role of major depression in suicide
is strong, having been present in 65-90% of the
cases with psychiatric pathologies (WHO, 2016).

Despite having brought many advantages to
society, the Web has also contributed negatively to
some aspects, such as easing the access to infor-
mation on how to commit suicide or stigmatising
people suffering from mental disorders (Biddle

∗ These two authors equally contributed to this work

et al., 2008). An evident case of these are the sites
created to promote suicide or eating disorders,
such as anorexia and bulimia nervosa. In fact, the
link between mental health issues and social media
usage has lead researchers to work on the devel-
opment of automated methods to detect different
mental disorders, like depression (Guntuku et al.,
2017). Furthermore, several works have studied
and characterised the behaviour of individuals
affected by mental disorders based on the analysis
of the data they generate online (De Choudhury
et al., 2013; De Choudhury, 2015; Prieto et al.,
2014).

This paper describes a set of models to address
the shared task tracks defined at the CLPsych2019.
Our approach is built upon a set of features based
on psychological processes, word embeddings,
and statistical and linguistic information extracted
from the users’ posts. Different machine learning
algorithms are tested to generate models suitable
for the risk assessment and screening of suicidal
ideation. Our team participated in the three tasks
proposed by the CLPsych2019 organisers.

The remainder of this paper is organised as
follows: Section 2 describes the tasks and the
dataset distributed for the shared task. Section 3
outlines the features engineering process under-
took. Experimental setup is reported in Section 4,
followed by the results and findings in Section 5.
Finally, conclusions are summarised in Section 6.

2 Tasks and Data

The CLPsych2019 shared task goal is to study
different variations on the assessment of suicide
risk from online postings (Zirikly et al., 2019).
To this end, the organisers propose three tasks,
in which participants are asked to determine a
user’s degree of suicide risk based on the textual
content of the posts they have produced. The
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main difference between the tasks concerns to the
information available from each user, i.e., partial
or complete access to a user’s posting history.

The data used in the shared task comprises of
a collection of posts retrieved from Reddit1, an
online site for anonymous discussion on a wide
variety of topics. Positive instances of suicidality,
that are users at risk of suicide, were collected
based on their participation in a discussion forum
called SuicideWatch (SW). This corpus, known
as the University of Maryland Reddit Suicidality
Dataset (Shing et al., 2018), includes posts from
more than 11, 000 users who posted at least once
on SW and a comparable number of control users
who did not.

A subset of the users who posted in SW were
labelled by human annotators using a four point
scale, including no risk, low risk, moderate risk,
and severe risk, summarised as follows: (a) No
Risk (or “None”): I do not see evidence that this
person is at risk for suicide. (b) Low Risk: There
may be some factors here that could suggest risk,
but I do not really think this person is at much
of a risk of suicide. (c) Moderate Risk: I see
indications that there could be a genuine risk of
this person making a suicide attempt. (d) Severe
Risk: I believe this person is at high risk of
attempting suicide in the near future.

A total of 993 users comprises the training set
and 248 the test set. A summary of the shared
task training dataset is shown in Table 1. It should
be noted that ethical review criteria discussed
in (Zirikly et al., 2019) had to be met in order to
gain access to the dataset.

Labels

a b c d control

# of Users 127 50 113 206 497

# of Posts 10, 662 2, 715 5, 726 12, 450 25, 462

Avg. # of Posts/User 83.95 54.30 50.67 60.43 51.23

Avg. # of Words/Post 63.20 111.25 89.69 82.29 37.30

Avg. # of Subredd./User 27.96 22.18 20.89 20.99 13.35

Table 1: Summary of CLPsych 2019 training dataset.

3 Feature Engineering

Our approach relies on features based on psycho-
logical processes, depression related vocabulary,
word embeddings and linguistic information ex-
tracted from the users’ posts.

1https://www.reddit.com/

The main objective of our models is to predict
the suicide risk of users based on their posts.
To build our predictive models we use a set of
features extracted from the concatenated posts of
the users. Later, we test different combinations of
these features along with some statistical machine
learning methods such as Logistic Regression,
Support Vector Machines and Decision Trees. In
addition, we use chi-square test (Forman, 2003)
as a feature selection method, which allows us to
identify the most predictive n-grams for each risk
level. The same features were extracted for the
models of tasks A, B and C. They are described in
the next sections.

3.1 Bag of words and N-grams

These type of features have been previously
used for detecting depression (Tsugawa et al.,
2015; Schwartz et al., 2014) and eating disor-
ders (Ramı́rez-Cifuentes et al., 2018). We apply a
tf.idf vectorisation of (1-5)grams at a word level
with the training set posts. To do so, we use
the TfIdfVectorizer from the scikit-learn Python
library2. We choose not to remove stop-words
given that self-references have been proved to
be predictive for depression screening (Guntuku
et al., 2017). However, we remove the n-grams
that appeared in less than five documents to reduce
the feature space. We consider a document as the
concatenation of the text in all the posts of a user.
Therefore, each user is represented by a single
document.

3.2 Word embeddings

We use GloVe (Pennington et al., 2014) pre-
trained word embeddings. The embedding repre-
sentation of the words found in each document are
averaged column-wise to obtain a k-dimensional
representation. In particular, we select the embed-
dings with 200 dimensions.

3.3 Lexicon-based features

Lexicon-based features are selected according to
the frequency of words belonging to all the cate-
gories of the LIWC2007 dictionary (Pennebaker
et al., 2008). We consider the frequency of
terms for each category, and also test a model
normalising these frequencies by the total number
of words in the posts of a user. As in (Pennebaker
et al., 2008), a list of antidepressants (TJ and

2http://scikit-learn.org/

168



Figure 1: Number of terms per X2 score bin for task A.
The same approach was considered to select features
for tasks B and C.

DR, 2017) and absolutist words categories are
added. We based our work on (Al-Mosaiwi and
Johnstone, 2018), who stated that the elevated use
of absolutist words is a marker specific to anxiety,
depression, and suicidal ideation.

3.4 Statistical features

We use as predictive features the following: total
number of posts per user, size of all the users’
posts given by the average post size, total number
of subreddits in which each user posted and num-
ber of posts of a user per subreddit (available only
for Tasks B and C).

3.5 Features Selection

Since using (1-5)grams generates a large
feature space, we conduct a chi-square test
(X2) (B. S Harish, 2017) to discard those n-grams
which are most likely to be irrelevant for the
classification. To this end, we first rank the
(1-5)grams according to how predictive they are
with respect to each class. Subsequently, we
analyse the distribution of the number of n-grams
per score for each class, and define a threshold
on the number of features to select based on this.
Figure 1 depicts the number of n-grams per X2

score bin for task A. As we observe, most of the
n-grams in each category have low scores. Since
the number of n-grams have been distributed in
ten score bins, we choose a set of bins with the
highest scores per class. The same approach is
followed for tasks B and C. For task A we choose
807 n-grams, for task B 871 n-grams, and for task
C 1, 596.

4 Experimental Setup

4.1 Pre-processing

We perform several text pre-processing steps prior
to feature extraction in order to reduce the noise
in the original posts. To this end, we use a
Python library called ekphrasis (Baziotis et al.,
2017). This library is tailored towards text from
social media sites. The tool performs tokenisation,
word normalisation, word segmentation (for split-
ting hashtags) and spell correction, using word
statistics. Furthermore, it applies different regular
expressions, in addition to the ones already nor-
malised by the task organisers to extract particular
units, such as percent, money, phone, number, etc.,
and separates them from the rest of the tokens.

We decide to keep the stop-words since words
such as pronouns, articles and prepositions reveal
part of people’s emotional state, personality, think-
ing style and connection with others. As a matter
of fact, such words that are called function words,
account for less than one-tenth of one percent of
an individual’s vocabulary but constitute almost 60
percent of the words a person employs (Chung and
Pennebaker, 2007).

4.1.1 Classifiers
We train different models combining the features
proposed in Section 3 in various ways. Since the
three shared task tracks are multi-class classifica-
tion problems we decide to follow a One-vs-All
(OvA) strategy. This approach, provides a way to
leverage binary classification.

In particular, we have four possible classes, one
for each suicide risk level. The OvA strategy
consists in fitting four separate binary classifiers,
where each class is fitted against the remaining
ones. One of the main advantages of this method
is its interpretability. Given that each class is
represented by a single classifier, it is possible
to inspect each corresponding classifier and gain
knowledge about each class in particular.

We chose two different classification algo-
rithms, Logistic Regression (LR) and Linear Sup-
port Vector Machine (SVM). To this end, we
use the scikit-learn library implementation of both
methods and set the corresponding parameter to
perform OvA training. L2 regularisation is em-
ployed to avoid overfitting. In addition to the
LR and SVM classifiers, we evaluated a Random
Forest classifier. However, the performance was
not competitive compared with the other methods
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Task/Model a b c d

Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

A: LR Reduced LIWC Stats 28.10 28.10 28.10 00.00 00.00 00.00 47.60 35.70 40.80 42.40 53.80 47.50

B: LR Reduced 28.60 31.20 29.90 45.50 38.50 41.70 11.80 07.41 08.90 40.30 48.10 43.90

C: LR Reduced LIWC Stats - - - 06.20 07.70 06.90 11.50 10.70 11.10 28.60 19.20 23.00

Table 2: Precision, Recall and F1 per class for the models with the best performance on the test set, according to
the macro-average F1. “Reduced” denotes the n-grams selected following the method described in Section 3.5,
“LIWC” corresponds to the lexicon-based features (Section 3.3), “Stats” represents the statistical features (Section
3.4) and, finally, LR stands for Logistic Regression.

and, therefore, we chose not to include in the final
submission.

In order to select the best models for each track,
we perform 5-fold stratified cross-validation on
the training set (993 labelled users). In particular,
we use macro-average precision, recall, and F1
to assess each classifier performance, as these are
the official CLPsych2019 shared tasks evaluation
metrics.

5 Results

Nine different models were selected for our sub-
missions to the shared task. The results obtained
for each task on the test set are presented in Table
2. Due to space constraints, we only show the
three models that achieved the highest effective-
ness for each task. In addition, Table 3 describes
the macro average F1 achieved by each of the
models presented in Table 2. In this table, Training
refers to the performance on the training set, Test
corresponds to the performance on the test set,
flagged is a F1 measure relevant to distinguish
users that can be safely ignored (class a) from
those that might require attention (classes b, c and
d). Urgent is a F1 measure that identifies users that
are at severe risk (classes c and d) from the others.

Task Training Test Flagged Urgent Rank
A 47.26 29.10 75.30 70.70 11th

B 52.69 31.10 74.30 66.70 6th

C 37.00 13.67 29.40 27.00 6th

Table 3: Macro Average F1 achieved by the selected
models for each task (Table 2). The results for the
training and test sets are presented. Rankings are out
of 12 systems submitted for task A, 11 for task B and 8
for task C.

We observe that for Tasks A and C, class b is
the hardest to predict. This could be caused by
the low number of training samples in comparison
with the rest of the classes and also by the fact that,
as the level of suicide risk is the lowest one, the

vocabulary of these users is not so different from
those in class A. The inclusion of additional users’
posts from other subreddits (Task B), allowed to
increase the performance on class b. Although,
it introduced some noise for classes c and d, as
the effectiveness decreased while predicting these
classes.

Users in class D make use of a vocabulary quite
distinctive from the rest of the users. In fact, such
vocabulary contributes to the improvement of the
performance when SW posts are included. The
overall effectiveness decreases by about a 50%
when such content is not used to train and test the
models (Task C).

Finally, regarding the n-grams selected using
X2, we notice that for task A, the X2 scores for the
predictive n-grams of classes b and c are relatively
low compared with the scores obtained for those
of class a and d. For task B the lowest scores are
obtained by the n-grams corresponding to class c.
Finally, for task C we find that “depression” is a
unigram which characterise control cases.

6 Conclusions

We presented different machine learning based
models for suicide risk assessment on social me-
dia. Such models were trained using several
features extracted from the text and metadata of
the posts generated by Reddit users. We also
considered the usage of X2 as a feature selection
method. The results obtained on the test set
showed that the most suitable models for the tasks
were given by the combination of lexicon-based
features, a selected set of n-grams, and statistical
measures.

Acknowledgments

This work was partially supported by the Spanish
Ministry of Economy and Competitiveness under
the Maria de Maeztu Units of Excellence Pro-
gramme (MDM-2015-0502).

170



References
Mohammed Al-Mosaiwi and Tom Johnstone. 2018. In

an absolute state: Elevated use of absolutist words is
a marker specific to anxiety, depression, and suicidal
ideation. Clinical Psychological Science, 6(4):529–
542.

M. B. Revanasiddappa B. S Harish. 2017. A compre-
hensive survey on various feature selection methods
to categorize text documents. International Journal
of Computer Applications, 164:1–7.

Christos Baziotis, Nikos Pelekis, and Christos Doulk-
eridis. 2017. Datastories at semeval-2017 task
4: Deep lstm with attention for message-level and
topic-based sentiment analysis. In Proceedings of
the 11th International Workshop on Semantic Eval-
uation (SemEval-2017), pages 747–754, Vancouver,
Canada.

Lucy Biddle, Jenny Donovan, Keith Hawton, Navneet
Kapur, and David Gunnell. 2008. Suicide and the
internet. BMJ (Clinical research ed.), 336:800–2.

Cindy Chung and James Pennebaker. 2007. The psy-
chological functions of function words. Frontiers of
social psychology. Social communication.

Munmun De Choudhury. 2015. Anorexia on tumblr:
A characterization study. In Proceedings of the
5th International Conference on Digital Health, DH
’15, pages 43–50, Florence, Italy.

Munmun De Choudhury, Michael Gamon, Scott
Counts, and Eric Horvitz. 2013. Predicting de-
pression via social media. In Proceedings of the
Seventh International Conference on Weblogs and
Social Media, ICWSM 2013, Cambridge, USA.

George Forman. 2003. An extensive empirical study
of feature selection metrics for text classification. J.
Mach. Learn. Res., 3:1289–1305.

Sharath C Guntuku, David B Yaden, Margaret L Kern,
Lyle H Ungar, and Johannes C Eichstaedt. 2017.
Detecting depression and mental illness on social
media: an integrative review. Current Opinion in
Behavioral Sciences, 18:43 – 49.

PB Mortensen, E Agerbo, T Erikson, P Qin, and
N Westergaard-Nielsen. 2000. Psychiatric illness
and risk factors for suicide in denmark. The Lancet,
355(9197):9 – 12.

James W. Pennebaker, Cindy K. Chung, Molly Ireland,
Amy Gonzales, and Roger J. Booth. 2008. The
development and psychometric properties of LIWC
2007. Technical report. UT Faculty/Researcher
Works.

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. Glove: Global vectors for word
representation. In Proceedings of the 2014 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1532–1543, Doha,
Qatar.

Victor M. Prieto, Sergio Matos, Manuel Alvarez, Fidel
Cacheda, and Jose Luis Oliveira. 2014. Twitter: A
good place to detect health conditions. PLOS ONE,
9(1):1–11.

Diana Ramı́rez-Cifuentes, Marc Mayans, and Ana
Freire. 2018. Early risk detection of Anorexia on
social media. In Internet Science, pages 3–14,
Cham.

H. Andrew Schwartz, Johannes C. Eichstaedt, Mar-
garet L. Kern, Gregory Park, Maarten Sap, David
Stillwell, Michal Kosinski, and Lyle H. Ungar. 2014.
Towards assessing changes in degree of depression
through facebook. In Workshop on Computational
Linguistics and Clinical Psychology: From Lin-
guistic Signal to Clinical Reality, pages 118–125,
Baltimore, Maryland USA.

Han-Chin Shing, Suraj Nair, Ayah Zirikly, Meir
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Abstract 

Social media posts may yield clues to the 
subject’s (usually, the writer’s) suicide risk 
and intent, which can be used for timely in-
tervention. This research, motivated by the 
CLPsych 2019 shared task, developed neu-
ral network-based methods for analyzing 
posts in one or more Reddit forums to as-
sess the subject’s suicide risk. One of the 
technical challenges this task poses is the 
large amount of text from multiple posts of 
a single user. Our neural network models 
use the advanced multi-headed Attention-
based autoencoder architecture, called Bi-
directional Encoder Representations from 
Transformers (BERT). Our system 
achieved the 2nd best performance of 0.477 
macro averaged F measure on Task A of the 
challenge. Among the three different alter-
natives we developed for the challenge, the 
single BERT model that processed all of a 
user’s posts performed the best on all three 
Tasks. 

1 Introduction 

Social media has become an important part of eve-
ryone’s life, and in particular online discussion fo-
rums related to mental health provide opportunities 
for individuals to share their feelings and their state 
of mind. These self-documented posts are valuable 
in assessing suicidality and potentially offering in-
terventions. Since the volume of posts and the time 
sensitivity of potential interventions, automation is 
critical for monitoring the forums.  

The CLPysch 2019 shared task1,2 used the Uni-
versity of Maryland Reddit Suicidality Dataset, 
which was developed using data from Reddit, a 
                                                             
*Contact author: mvd@acm.org 

well-known online site for anonymous discussion 
forums on a wide variety of topics. As described in 
Shing et al3 the data was extracted from the 2015 
Full Reddit Submission Corpus, including postings 
from one specific r/SuicideWatch subreddit forum 
(denoted as SW here), to identify suicidality risk of 
the post subject. The data contained post id, anon-
ymous user id, timestamp, subreddit name, post ti-
tle, and post body. The training data contained four 
labels, denoted by a to d, with increasing risk of 
suicidality of low risk to the highest risk. The or-
ganizers also provided a separate control group of 
users and their subreddit posts with no known sui-
cidality risk. The challenge involved three different 
subtasks, and they were: 
• Task A: Assess the subject’s suicide risk (a, b, 

c, or d) from a user’s SW postings only;  
• Task B: Similar to the Task A, but the user’s 

posts from other subreddits are also used; 
• Task C: Assess the subject’s suicide risk from 

a user’s Reddit posts other than from SW; 
Note that the prediction is not for a post but for a 
user (actually for the subject of a user’s posts). The 
training dataset contained 496 users with as an av-
erage of 1.85 posts per user. The test dataset con-
tained 125 users. The gold standard was based on 
a consensus of human annotators.3  

The challenge used macro average of the F 
measures of the four labels, a, b, c, and d as the 
system performance indicator. The evaluation also 
provided accuracy (number of correct predictions 
divided by the number of all predictions), and F 
measures of flagged and urgent predictions. The 
flagged predictions measure performance of iden-
tifying b, c, d, out of the four labels, and the urgent 
predictions measure the performance of identifying 
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c and d out of the four labels. We proposed three 
different methods based on BERT (Bidirectional 
Encoder Representations from Transformers).4 An 
important hypothesis we considered here was if a 
model that is built for general domain NLP and 
only fine-tuned with the suicide-related training 
data performs on suicide prediction. As such, we 
did not make use of the suicide literature or the the-
ories of suicide in our methods. 

2 Methods 

2.1 Pre-Processing and Data Preparation 

We pre-processed the text from the posts and 
presented the resulting text (a sequence of words) 
as the input to the model. This processing was com-
mon to all three methods and Tasks, although some 
steps are only relevant to certain Tasks, as de-
scribed below. 
• Removed stop words (am, the, for, etc.) and 

punctuations 
• Expanded contractions like couldn’t to could 

not for easier interpretation and to avoid awk-
ward splitting of words. 

• Concatenated words from all posts in a se-
quence of decreasing order of timestamp so 
that the most recent post is considered first 
based on the intuition that the latest psycholog-
ical state of a user is based on his or her most 
recent post. The first word in most recent post 
occupies the first word location in the se-
quence.  

• For Task B and C the subreddit name was pre-
pended to the corresponding posts. The intui-
tion was that the subreddit name might provide 
a clue to the model. 

In addition, we also made the following adjust-
ments to the data: 
• Class “b” was over sampled to class “a” in-

stance count by random oversampling class b 
instances. This was because, given its low fre-
quency in the given training data, our prelimi-
nary models couldn’t identify the class “b” 
very well. 

• For Task B, posts of the control users were ig-
nored from the training set for the simplicity 
and also because it was not necessary for the 
model to predict them in the test set. 

• For Task C, a None label was used for the con-
trol users and the model was trained using 5 

labels instead of 4. Then post processing con-
verted all None labels to class 'a' label as per 
the challenge requirements. 

2.2 Bidirectional Encoder Representations 
from Transformers (BERT) 

BERT4 is a new exciting development in neural 
network models research, demonstrating signifi-
cantly improved state-of-the-art performance on 
various general domain NLP tasks, including text 
classification. BERT pre-trained model produces 
sequence (i.e. sentence) level and word level rep-
resentations, which can be fine-tuned for task-spe-
cific outcomes. BERT includes an advanced auto-
encoder architecture to generate the representa-
tions. The pre-trained BERT model, after fine-tun-
ing for a task, has been shown to perform well on 
multiple general domain NLP tasks, using only an 
additional, simple feed-forward network with a 
softmax layer.4  

The BERT approach is distinctly different from 
the most biomedical NLP architectures where 
word2vec and similar representations of words are 
used as input that is processed by complex task-
specific, heavily-engineered architectures contain-
ing Bidirectional LSTMs, RNNs, and CNNs. 
BERT provides a broadly applicable pre-trained 
model which only need to be fine-tuned using task-
specific training data. BERT uses layers of neural 
network components known as Transformer en-
coders to generate representations of input words 
and sequences. See Figure 1. The Transformer en-
coders contain layers of bidirectional multi-headed 
self-attention5 encoders with residual connection 
around each layer. Intuitively, an Attention layer 
produces output (say, a sentence representation) 
that is based on any arbitrary word positions of the 
input sequence. See Figure 2. Multi-headed atten-
tion can simultaneously optimize for various input 
combinations.  

2.3 BERT-Fine-Tuning 

The pre-processed (combined) posts of each user is 
given as input to the BERT Model with a Linear 
classifier (SoftMax) to predict the output labels 
(Fig 1). Fine tuning helps to tune the initial embed-
dings of BERT to the CLPsych downstream task 
with the help of error backpropagation. The BERT 
Implementation in PyTorch6 was used to imple-
ment this architecture. The configuration that gave 
the best results on a validation subset of the train-
ing data was a maximum sentence length of  
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Figure 1. BERT architecture along with the feed-
forward network and the softmax layer 

384 tokens with a batch size of 16 and 75 epochs. 
Note that no theories of suicide or lexicons specific 
to suicide were used in the model. Instead we let 
BERT learn task-specific lexical clues through fine 
tuning on all of a user’s text and make predictions 
on unseen posts. 

 

Figure 2. The transformer architecture used in 
BERT, with acknowledgements to Vaswani et al5 

 

2.4 BERT-Sentence-Embedding + BiLSTM 
+ ATTN 

The sentences of the combined posts were ex-
tracted using NLTK. The representation for each of 
the sentences was obtained from the pre-trained 
BERT model. The [CLSo] BERT output, as shown 
in Figure 1, provides this representation. All sen-
tence representations of a user were concatenated 

as a sequence and fed into a BiLSTM+Attention7 
model with a linear projection layer and a softmax 
layer. The maximum number of sentences per user 
was set as 50 and the model was run for 200 epochs 
with a batch size of 10. The intuition behind this 
model is to see if sentence level aggregation at the 
input results in better learning and prediction from 
a user’s posts.  

2.5 BERT-Multiple-Instance-Learning 

Pre-Processing of a user’s posts was the same as 
before except that the posts, ordered in decreasing 
order of timestamps, were kept separate. Each post 
was separately processed by the fine-tuned BERT 
model (from Task A) and a post-level representa-
tion was produced at the [CLSo] output. Multiple 
independent BiLSTM+Attention7 models analyzed 
the post-level representations. The output vectors 
from the BiLSTM+Attention models were concat-
enated, fed to a Linear projection layer with ReLU 
activation and dropout of 0.4, and then finally to a 
linear projection layer with a softmax for classifi-
cation. 

We configured this multi-instance learning 
model with five BiLSTM+Attention models be-
cause an average user had at most 5 posts. If a user 
had more than 5 posts, all older posts (after 5 posts) 
were ignored and if user had less than 5 posts, nulls 
were fed as input to the corresponding models.  

The model takes time to fit to the data and 
gives poor results after the first 5 epochs but at 
around 10 epochs it tends to learn better and 
then overfits rather quickly. Thus, the use of the 
dropout layer was very important in this implemen-
tation to prevent overfitting. Our best configuration 
for this model ran 20 epochs with a batch size of 
16. The intuition behind this model is to retain the 
word level input but to aggregate decisions from 
separate models each of which analyzes a single 
post. 

3 Results 

The results, determined by the organizing team 
from our system output, for our models and the 
Tasks are shown in Table 1. Generally, across the 
broad, the BERT-Fine-Tuning model achieved the 
best results in our experiments. BERT-Multi-In-
stance-Learning model performed close to the fine-
tuning model, and in fact outperformed it on the 
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Tm Tm Tm
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flagged metric. We used the BERT-Sentence-Em-
bedding model only for Task A, and its perfor-
mance was the lowest of our models. 

In the challenge our BERT-Fine-Tuning model 
achieved the 2nd place on Task A (See Table 2). 
However, our models did not fare well on Task B 
and C, in part because we could not invest enough 
time and resources to analyze and/or enhance our 
models for these tasks in the short time that was 
available. Across all participating teams, the best 
performance on Task B was 0.451 macro F meas-
ure and Task C it was 0.268. So, the performance 
of all participating systems was low on Task C. 
 

4 Discussion and Conclusion 

The methods we proposed here did not make use 
of any suicide-specific domain knowledge and yet 
our system finished close second on Task A. This 
is significant because it indicates that the BERT 
model that uses transfer learning from general do-
main NLP can perform well on a domain-specific 
dataset8 after only fine-tuning for the specific do-
main. It suggests that the new generation of auto-
encoder architectures, with pre-trained models, can 
potentially reduce the need for domain-specific 
features, lexicons, and pre-training. However, it 
would be interesting to explore the possibility of 
further customization to the domain and improve-
ment such models can achieve from it.  

In developing the methods for this task, which 
we mapped the task to text classification, one of the 
challenges was how to deal with large input text.  
For example, for the Task A, 27% of users had 
more than one post, and 4% of users had more 5 
posts. Maximum length of a post (in the Task A 
training set) was 8457 words, and 124 posts had 
more than 512 words. Task B input is even larger 
since all posts are included not just SW. So, since 
our primary method (BERT-Fine-Tuning) used 
stop-word eliminated, truncated sequences up to 
384 words as the input, we attempted to include 
larger parts of a user’s posts with the other two 
methods. However, the results did not show im-
provement over the primary method, indicating 
that either the most recent words are the most im-
portant or our secondary methods do not represent 
larger text well.  

In conclusion, this study applied the state-of-
the-art, general domain, pre-trained neural network 
model, BERT, and achieved good performance on 
a domain-specific task. Future research includes 
error analysis, improvement of our methods with 
and without the use of domain-specific knowledge. 
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Abstract

This work presents the systems explored as
part of the CLPsych 2019 Shared Task. More
specifically, this work explores the promise of
deep learning systems for suicide risk assess-
ment.

1 Introduction

In the United States alone, on average, approxi-
mately 1 person every 11 minutes kills themselves
(Drapeau and McIntosh, 2017). In addition, the
situation is worsened by the fact that 124 million
Americans live in areas where there is a short-
age of mental health providers (Bureau of Health
Workforce, 2017). Meta-studies have shown that
the ability to predict suicide attempts has been
near chance for decades, and researchers have ar-
gued for the necessity to dedicate research efforts
to approaches based on machine learning (Walsh
et al., 2017). Machine learning systems which
predict suicide risk have the potential to improve
identification of people with heightened suicide
risk.

This work is part of the 2019 CLPsych Shared
Task1(Zirikly et al., 2019), which focuses on pre-
dicting someone’s degree of suicide risk using
posts they have made on the public forum Red-
dit. In this paper, we present our team’s results
from the Shared Task. Specifically, in this work,
we focused on two main objectives. The first
objective is the exploration of deep learning sys-
tems for this particular task. Deep learning sys-
tems have demonstrated high performance in var-
ious NLP tasks, including text classification, how-
ever as is highlighted in past work (Shing et al.,
2018), have yet to outperform more shallow ma-
chine learning models, such as Support Vector

1http://clpsych.org/
shared-task-2019-2/

Machines (SVM). In this work, we focus on ex-
ploring various deep learning architectures, in-
cluding convolutional neural networks, long short-
term memory networks, and neural network syn-
thesis. We find that deep learning models can
outperform more traditional machine learning sys-
tems for suicide risk assessment. In addition to
exploring the promise of deep learning for risk as-
sessment, we also present results for novelly tested
features for this particular task.
2 Dataset
This work leverages the data provided by the 2019
CLPsych Workshop organizers (Zirikly et al.,
2019). Our team’s use of this data and participa-
tion in these tasks met the ethical review criteria
discussed in Zirikly et al. (2019). The dataset in-
cludes a series of Reddit users who have posted
on the r/SuicideWatch subreddit, with annotations
from one of the following four categories: (a) No
Risk, (b) Low Risk, (c) Moderate Risk, and (d)
Severe Risk. For any models performing within
the scope of Task A, the dataset solely includes
r/SuicideWatch posts. The Task B dataset includes
all of the r/SuicideWatch posts as well as each
of the users’ posts on any other subreddit. The
Task C dataset only looks at the non-SuicideWatch
posts for these same users. The dataset includes a
post identifier, a user identifier, timestamp, sub-
reddit name, title of the post, and body of the post.

3 Feature Engineering

3.1 Preprocessing

Preprocessing steps were dependent on task and
model necessity. However, an overview of gen-
eral preprocessing steps adopted across many of
the systems included the following: joining of text
title and body, lowercasing text, removal of excess
punctuation/URLs/additional symbols, stop word
removal, and lemmatization.
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Figure 1: NeuNetS synthesized CNN architecture for
Tasks A and B. The only architectural difference be-
tween both models is the input dimension.

3.2 Bag of Words

We first apply the above preprocessing steps, and
then represent the concatenated post and title as a
bag of words vector, including unigrams and bi-
grams with tf-idf weighting.

3.3 Topics

We use Gensim’s LDA library to create topic mod-
els for each of the documents, one document be-
ing one post. This gave each document a topic
distribution, and those distributions were used as
features for the final model. We tested a range
of number of topics (specifically 10, 20, 30, 40,
50, 100, 150, 200, and 250 topics) and found the
macro-average precision, recall, and f1 score to re-
main the same, so the LDA model is ultimately
trained on 50 topics.

3.4 Syntax & Named Entities

We leverage SpaCy’s syntactic parser 2 to gener-
ate part-of-speech tags (POS) and named entities
(NER). POS tags include both coarse-grained POS

2https://spacy.io/

tags (Google’s Universal POS tagset) and fine-
grained POS tags (Penn Treebank POS tagset).
Counts of each type of tag (for both sets) are taken
across each post, and normalized by the word
count. For NER tags, counts are taken and nor-
malized by the number of named entities in the
document.

3.5 Word Embeddings
Various word embedding architectures are ex-
plored. For each type, the same data is used for
training specifically the entire task dataset (anno-
tated and unannotated).
Skip-gram: We compute 100-dimensional em-
beddings for the entire Reddit corpus using a Skip-
gram model (Mikolov et al., 2013), window size
5, and ignoring occurrences of words fewer than 5
times.
Retrofitted Skip-gram: For this representation,
the trained Skip-gram word embeddings are opti-
mized using the WordNet lexicon. This retrofitting
approach is taken from Faruqui et al. (2014),
where it was found to help improve performance
on text classification tasks.
FastText: We also compute FastText embeddings
(Joulin et al., 2016) for the entire Reddit corpus.
FastText is an extension to the Word2Vec Skip-
gram model. However, instead of training on indi-
vidual words, FastText breaks words into several
n-grams (sub-words). This helps capture morpho-
logical patterns and overcomes the limitation of
Skip-gram when facing out-of-vocabulary words.

3.6 Novel Features
To the best of the our knowledge, the following set
of features have yet to be explored for suicide risk
assessment and/or screening.

Personality features: We leverage the IBM
Watson Personality Insights API 3 to extract raw
scores and percentiles for a variety of personality
characteristics, including the Big Five (agreeable-
ness, conscientiousness, extraversion, emotional
range, and openness), as well as Needs (e.g. ex-
citement, harmony, etc.) and Values (e.g. con-
servation, hedonism, etc). Important to note, that
the API requires a sufficient amount of data to be
provided about a user to extract personality fea-
tures, namely at least 100 words per user to receive
any results, at least 300 words to receive statisti-
cally significant results, but preferably even more

3www.ibm.com/watson/services/
personality-insights/
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System P R F1
Task A

SVM (Skip-gram) .41 .38 .36
CNN (Skip-gram) .38 .35 .34
NeuNetS .51 .64 .57

Task B
kNN (Personality) .33 .33 .32
LSTM (Tone) .42 .40 .41
NeuNetS .49 .47 .48

Task C
RF (Big 5 only) .38 .34 .31
kNN (Big 5 only) .33 .33 .32
kNN (Big 5 + Values) .33 .33 .32

Table 1: Evaluation phase results. Results are re-
ported on a 20% held out portion of the training dataset.
Macro precision (P), recall (R), and F1-score reported.
Only top 3 systems are reported.

- 600 or 1200 words per user. Given this limita-
tion, these features are only explored for Task C,
the screening task, where the most data about a
user is given.

Tone features: We leverage the IBM Watson
Tone Analyzer 4 to extract tone measures with cor-
responding weights (13 measures in total). The
tone measures fall into 3 categories: emotion
(anger, disgust, fear, joy, sadness), language (an-
alytical, confident, tentative), and social (open-
ness, conscientiousness, extroversion, agreeable-
ness, emotional range). The tone measures include
both the document and sentence level. The docu-
ment level measures are an aggregation of the indi-
vidual sentence level tone measures. Analysis on
the sentence level provides insight into the range
in each tone weight across the whole text body.

4 Systems

Systems are trained for three specific tasks. Two of
the tasks (Task A and Task B) focus on risk assess-
ment. The third task (Task C) focuses on screen-
ing. In addition, all tasks focus on predicting risk
at the user level.

4.1 Linguistic & Personality Classification
Models

Four sets of features are included in the linguistic-
based system: topic distributions, syntax features,
NER features, and tf-idf vectors. The various fea-
ture sets are concatenated together to train mod-

4www.ibm.com/watson/services/
tone-analyzer

els at the post level. Majority voting is then used
to aggregate the post predictions to the user level.
Various machine learning algorithms are explored
including: Random Forest (RF), Naive Bayes, k-
Nearest Neighbors (kNN), and linear SVM. Given
the imbalanced distribution across class labels,
oversampling of the minority classes are per-
formed using the SMOTE technique (Lemaı̂tre
et al., 2017). During the evaluation phase, the RF
model performs marginally better than the rest of
the models and is therefore used as the model in
the final linguistic-based system. These models
are explored for Task A only. For the Personality-
based models similar algorithms are explored with
different subsets of the personality features tested.

4.2 Deep Learning Classification Models
4.2.1 Convolutional Neural Network
The goal of this system was to explore the po-
tential of a Convolutional Neural Network (CNN)
for risk assessment. As is highlighted in the task
dataset paper (Shing et al., 2018), CNNs have been
shown to be effective in many NLP tasks, espe-
cially in text classification problems. However,
in past work, CNNs have not outperformed more
shallow systems for suicide risk assessment. We
evaluate the potential of CNN models for this task
and explore the impact of various different word
embedding inputs. The systems we built using
CNNs focus solely on Task A, as this task presents
the most challenging problem for a deep learning
model, i.e. the smallest data size per user, on av-
erage ∼1.8 posts per user. CNNs are built us-
ing Keras 5 and parameters are optimized using
Hyperas 6. All CNN models are trained on the
post-level; user level predictions are made by aver-
aging across the classes’ probability distributions,
choosing the risk label with the highest probabil-
ity.

4.2.2 Long Short-Term Memory Network
The goal of this system is to transform a Red-
dit user’s history of posts into a sequence of tone
weights over time. This system was used solely
for Task B. Tone data was extracted at the docu-
ment level. The date/time range in post activity for
each user varied widely. Some users appeared to
be new to the website, while other users had been
active on Reddit for years. To partially correct for

5https://keras.io/
6https://github.com/maxpumperla/

hyperas
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System Accuracy Macro F1 Flagged F1 Urgent F1
Task A

CNN (Skip-gram) .52 .31 .89 .83
NeuNetS .43 .18 .86 .79
RF (Linguistic) .40 .15 .83 .76

Task B
LSTM (Tone) .42 .30 .79 .75
NeuNetS .42 .21 .82 .74
kNN (Personality) .34 .28 .75 .67

Task C
kNN (Big 5 + Values) .44 .17 .55 .46
kNN (Big 5) .42 .18 .49 .41
RF (Big 5) .44 .12 .51 .47

Table 2: Results on CLPsych 2019 test set.

this issue only the 10 most recent posts were con-
sidered for each user. Another issue arises that
the length of time between a users’ most recent
post and their 10th most recent post is not uniform.
Thus, any relationship between a tone feature and
time is not easily explained. Ultimately, for each
user their features are the set of tone weights ex-
tracted on their set of maximum 10 posts. Many
users had fewer than 10 posts, thus their input data
was padded with zeros to maintain a constant in-
put shape. Sequence classification modeling was
performed by way of Long-Short Term Memory
(LSTM) neural network. The model was utilized
to predict user risk of suicide based on each users
series of tone data and the corresponding risk level
label for the user.

4.2.3 Neural Network Synthesis
In addition to exploring CNNs and LSTMs,
we also explore Neural Network Synthesis (Ne-
uNetS). The main objective of NeuNetS (Sood
et al., 2019) is to speed up the design of a deep
neural network architecture for text or image clas-
sification by synthesizing the best deep learning
model for a particular dataset. NeuNetS has two
main stages: Coarse-grained synthesis and fine-
grained synthesis. Based on the data provided,
coarse-grained synthesis automatically optimizes
and determines the overall architecture of the net-
work - how many layers there should be, how
are they connected and so on. The novel step of
fine-grained synthesis enables NeuNetS to take a
deeper dive into each layer optimizing the indi-
vidual neurons and connections, e.g. what kind
of convolution filter should be applied, and which
neurons and edges should be optimized. NeuNetS

is explored for both Tasks A and B. Specifically,
the goal of these systems were to explore the po-
tential for leveraging a model like NeuNetS to
build a strong system for these particular tasks.
As model input, the NeuNetS models take the full
text (title and body) of users and generates its own
word embeddings. The system is trained on the
post-level; therefore, predictions for all posts of
one user are aggregated into one final label to as-
sess risk for a specific user by majority voting and
choosing the higher risk label in case of a tie. The
final model architecture can be seen in Figure 1.

5 Results

Results from the evaluation phase can be seen in
Table 1. Although various combinations were ex-
plored, only the Top 3 systems are reported. In the
evaluation phase, we explored various feature sets
as well as standard and deep learning type classi-
fication models. We also explored post level vs.
user level training. For both Tasks A and B, we
found the NeuNetS systems to perform the high-
est, reporting a macro F1-score of .57 and .48 re-
spectively. In addition, we found systems trained
at the post level to outperform user-based systems.

To further test the robustness of our systems,
the Top 3 performing systems are evaluated on the
test set. Results from the test phase can be seen
in Table 2. These results are reported for predic-
tions made on an unseen test set which were eval-
uated by the Shared Task organizers. We find the
CNN and the LSTM models to perform best across
Tasks A and B. Unexpectedly, NeuNetS reports a
low F1-score. Although NeuNetS has many pro-
cedures in place to prevent overfitting, such as
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dropout and regularization, it seems that it still
faces the same challenges as more manually de-
signed deep learning architectures. We believe, by
design, NeuNetS is more suitable for classification
tasks trained on large and balanced data sets (e.g.
for text classification the training file size limit is
5GB). For Task A the training data for each label
was below the minimum required to train a robust
model using NeuNetS. Furthermore, the training
data provided for Tasks A and B was imbalanced,
providing almost 5 times more labelled posts for
label d than for label b. During training this might
cause the model to steer in the wrong direction.
This, plus the fact that NeuNetS trains word em-
beddings on the input alone might be a reason that
the resulting model overfits to the training data.
Even though various techniques are included in
NeuNetS to reduce overfitting, the training data
might just be too imbalanced and too small to be
a suitable use case for NeuNetS. Also interest-
ingly, for the NeuNetS system, majority voting did
not allow for any predictions of labels b or c al-
though they appeared as intermediate results for
some posts. Hence the macro-average F1 score for
tasks A and B are rather low. Alternative ways to
aggregate might improve these results, e.g. by av-
eraging the confidence scores that are returned for
each label. Although we see unexpected results
for NeuNetS, we find other deep learning designs
to perform well in the tasks, such as the results for
the CNN and LSTM systems. These results sug-
gest there is still promise in pursuing deep learn-
ing systems for tasks that face data size challenges,
such as suicide risk assessment.
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Abstract

This work aims to infer mental health status
from public text for early detection of suicide
risk. It contributes to Shared Task A in the
2019 CLPsych workshop by predicting users’
suicide risk given posts in the Reddit subforum
r/SuicideWatch. We use a convolutional neu-
ral network architecture to incorporate LIWC
information at the Reddit post level about top-
ics discussed, first-person focus, emotional ex-
perience, grammatical choices, and thematic
style. In sorting users into one of four risk cat-
egories, our best system’s macro-averaged F1
score was 0.50 on the withheld test set. The
work demonstrates the predictive power of the
Linguistic Inquiry and Word Count dictionary,
in conjunction with a convolutional network
and holistic consideration of each post and
user.

1 Introduction

Psychological distress in the form of depression,
anxiety, and other mental health issues can have
serious consequences for individuals and society
(WHO, 2017). Unfortunately, stigma surround-
ing poor mental health may prevent disclosure
of suicidal ideation. For example, Oexle et al.
(2017) found that perceived stigma and the associ-
ated secrecy around mental illness were positively
linked with feelings of hopelessness and suicidal
ideation. McHugh et al. (2019) found that the stan-
dard practice of clinicians asking people about sui-
cidal thoughts fails in many cases, as 80% of pa-
tients who ultimately died of suicide reported no
suicidal thoughts when prompted by their general
practitioner.

∗* These authors contributed equally

There is a need to supplement traditional meth-
ods for evaluating suicidality that minimize the
need for direct disclosure from the individual.
Some of those suffering from mental health chal-
lenges have adopted social media outlets, such as
Reddit’s r/SuicideWatch, as a means to cope (Park
et al., 2012; Robinson et al., 2016). Recent re-
search finds promising links between an individ-
ual’s mental well-being and the linguistic content
they share on social media (Coppersmith et al.,
2014; De Choudhury et al., 2016; Vioulès et al.,
2018; Shing et al., 2018).

The Sixth Annual Workshop on Computational
Linguistics and Clinical Psychology (CLPsych
2019) includes a shared task on predicting a Red-
dit user’s degree of suicide risk based on their
posts in the r/SuicideWatch forum (Zirikly et al.,
2019). The task involves assigning a degree of
risk (no, low, moderate, or severe) to a user on
Reddit based on content they have posted on Red-
dit. For this task, researchers were given access
to the University of Maryland Reddit Suicidality
Dataset (Shing et al., 2018), made available with
assistance by the American Association of Suici-
dology. This dataset consists of ∼1000 users an-
notated with the four-level scale, and a larger set
of 20,000 unannotated users.

2 Prior work

The baseline deep learning model for classifying
suicide risk on Reddit, by Shing et al. (2018),
builds on the convolutional neural network (CNN)
for language processing as laid out by Kim (2014).
Shing et al.’s CNN makes use of unigram word
embeddings, concatenated by post and then by
user, then constructs an overall user score using
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Model Precision Recall F1

CNN + GloVe vectors 0.55 0.43 0.42
Affect-only CNN + LIWC 0.53 0.47 0.49
Primary: CNN + all LIWC 0.65 0.55 0.56

Table 1: Average performance of our models in 10-fold
cross-validation on the training set

Model Full F1 Flagged F1 Urgent F1

Primary 0.37 0.88 0.77
Leave none out 0.50 0.90 0.82
Balanced classes 0.41 0.90 0.80

Table 2: Performance of our models by macro-
averaged F1 on the test set. ‘Full F1’ indicates score
across four classes, while ‘flagged’ and ‘urgent’ F1
reflect binary splits between no/some risk and non-
severe/severe risk, respectively. All three submitted
models use a convolutional network plus all LIWC fea-
tures.

sliding windows over that sequence. In a sepa-
rate approach, Shing et al. use an SVM to con-
sider post-level features but make an overall risk
assessment based on the most concerning individ-
ual post. Neither method incorporates distinct in-
sights from individual posts—where, for instance,
a long series of moderately concerning posts might
indicate more serious risk. Our model incorpo-
rates information from multiple posts within the
CNN framework.

We additionally leverage prior social media
work (Braithwaite et al., 2016; Coppersmith et al.,
2015) that finds suicidality can be predicted from
a particular feature set, the Linguistic Inquiry and
Word Count (LIWC) dictionary, as distributed by
Tausczik and Pennebaker (2010).

3 Methods

All modeling methods were applied to the de-
identified Reddit data as part of Shared Task A.
Approval from CMU IRB was obtained on March
11 2019, and we adhered to the ethical review cri-
teria laid out by Zirikly et al. (2019).

3.1 Modeling with word embeddings

Convolutional neural networks form the basic ar-
chitecture for our models. Following Shing et al.
(2018) and Kim (2014), we concatenate word em-
beddings for each word in a post, then concate-
nate these embedding sequences for all posts in
order of occurrence. Our implementation uses pre-
trained GloVe word embeddings by Pennington

et al. (2014) and code snippets from Neubig et al.
(2019).

In both of these experiments, we transform all
posts by a user into a two-dimensional array of
dimension num total words×embedding size.
For the CNN, filter parameters that must be trained
are then window size × embedding size ×
num filters. Given the small size of the expert-
annotated dataset, we next explore ways to reduce
the number of features a network needs to train.

3.2 Modeling with post-level features

We next consider post-level features. In this
dataset the post body field is often empty, pre-
sumably when the post comprises only an im-
age or other embedded media, so features must
be robust to this variation. In all subsequent
models, each post component (title or body) is
represented as a one-dimensional vector of size
num post features. Calling each such 1-D vec-
tor xij , we chronologically concatenate these vec-
tors for each post title and non-empty body for
user i into a longer 1-D vector:

xi = xi1 ⊕ xi2 ⊕ ...⊕ xin.

Thus we represent each user with the concatenated
vector of all post features from posts 1 : n, where
n is their total number of post titles and non-empty
post bodies. The resulting vector for user i has
shape 1 × (n ∗ num post features). Users are
then batched for quicker training. Each user vec-
tor is padded to the length of the longest one, re-
sulting in a batch of k user vectors having shape
k× (nmax ∗ num post features). Masking pre-
vents back-propagation of weights to padding vec-
tors.

Others’ prior work successfully incorporated
LIWC features into suicidality detection (e.g.
Lightman et al. (2007)). Thus, we experiment with
sets of LIWC features as the summary of each post
by a user, then concatenate these features from
all of a user’s posts. In order to maintain cross-
post context while reducing the number of fea-
tures, the first model considers only features from
the ‘affect’ category. Using just these sentiments
appeared likely to predict self-destructive mental
state (Kumar et al., 2015). Subsequent models use
all 45 features provided in the LIWC dictionary.

We next apply a convolutional neural network
to this 1-D sequence of LIWC features. Our
network uses the keras implementation of a
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one-dimensional CNN (Chollet et al., 2015), set-
ting both stride length and window size equal to
num post features and using num filters =
10 filters. This structure means that each win-
dow looks at LIWC features from a single post
title or body, and extracts relationships between
these features into 10 filter representations. The
model forgoes pooling (following Springenberg
et al. (2014)) in favor of maintaining independent
information about each post. Thus, after convo-
lution, the batch of k users with max number of
posts nmax has shape k× (nmax ∗ num filters).

Convolution is followed by a dropout layer set-
ting 30% of input units to 0 at any given timestep,
intended to reduce overfitting. The next two lay-
ers are fully connected, with 250 and 100 nodes,
respectively, and rectified linear activation func-
tions; thus, after passing through the second linear
layer, the data has shape k × 100. Finally, labels
are generated by a softmax output layer. Training
seeks to minimize cross entropy, and uses 10-fold
cross-validation (CV) on the training set.

‘Affect-only’ model
This model uses the four affect categories relating
to negative sentiment: ‘negative affect,’ ‘anger,’
‘anxiety,’ and ‘sadness’. We selected this sub-
set as a reasonable approximation of negative va-
lence, and to test its predictive performance with-
out broader information.

‘Primary’ model
The best-performing model on a set-aside devel-
opment set serves as our primary model. This
model differes from the affect-only model in in-
corporating all 45 LIWC categories as post fea-
tures.

‘Balanced classes’ model
Next, we provide our model with custom weights
corresponding to the penalty incurred while mis-
classifying each class. We provide larger weights
for the underrepresented ‘low risk’ and ‘moderate
risk’ classes to force the model to pay more atten-
tion to these categories while training.

‘Leave none out’ model
This final model used all available data for train-
ing. In the primary and balanced models, it was
clear that while training set performance continues
to improve, development set performance levels
off somewhere around 150 epochs. That is, cross-
validation results were optimized at epoch 235 for

Figure 1: Confusion matrix on the test set from the
best-performing model

the primary model, and 67 for the balanced classes
model. Taking the average, this system uses the
model state after epoch 150 to predict test set re-
sults.

Our primary evaluation metric is the resulting
macro-averaged F1 score of our models; we report
averages on a set-aside development set (see Table
1). For three approaches, we also present macro-
averaged F1 scores on an unseen test set.

4 Results

With our initial convolutional network model, us-
ing GloVe word embeddings in a convolutional
neural net in the style of Kim (2014), we confirm
similar performance to Shing et al. (2018) with a
macro-averaged F1 score of 0.42. We also find that
this model strongly overfits the data; it performs
exceptionally well on the training data (F1=0.95)
but fails to generalize well on development data
(F1=0.42). This overfitting is expected, since the
size of our dataset is not sufficient to successfully
train large models.

The high overfitting and our model’s inability to
further learn from the dataset encourage us to fo-
cus on simpler models, and to thoughtfully select
our features.

The best-performing models all use LIWC fea-
tures at the post level, concatenated by user, and
run through a one-dimensional CNN with stride
length and window size equal to the number of
features.

184



po
si

tiv
e_

af
fe

ct
ne

ga
tiv

e_
af

fe
ct

an
ge

r
an

xi
et

y
sa

dn
es

s
sw

ea
r

co
gp

ro
c

di
sc

re
p

ip
ro

n
ne

ga
te

de
at

h
ca

us
e

ce
rta

in
te

nt
at

se
e

he
ar

fe
el

pe
rc

ep
t

in
si

gh
t

re
la

tiv
ve

rb
au

xv
er

b
ad

ve
rb

fo
cu

sp
as

t
fo

cu
sp

re
se

nt
fo

cu
sf

ut
ur

e
fa

m
ily

fri
en

d
so

ci
al

w
or

k
he

al
th

re
lig bi
o

bo
dy

m
on

ey
ac

hi
ev

ho
m

e
se

xu
al i

w
e

yo
u

th
ey

ar
tic

le
co

nj
pr

ep

Filter 0

Filter 1

Filter 2

Filter 3

Filter 4

Filter 5

Filter 6

Filter 7

Filter 8

Filter 9

0.4

0.2

0.0

0.2

0.4

(a) Filter visualizations for each of the 10 filters

N
o 

R
is

k

Lo
w

 R
is

k

M
od

er
at

e 
R

is
k

S
ev

er
e 

R
is

k

Filter 0

Filter 1

Filter 2

Filter 3

Filter 4

Filter 5

Filter 6

Filter 7

Filter 8

Filter 9

(b) Strength of average alignment between filters and the
four classes.

Figure 2: Filters for the best-performing model indicate

4.1 ‘Affect-only’ model

When representing each post as a vector of LIWC
affect features, we find that the base model
achieves an F1-score of 0.47 in cross-validation.
We still find a significant discrepancy between our
model’s performance on seen/unseen data, indicat-
ing that it still suffers from overfitting. We experi-
ment with hyperparameters like dropout and num-
ber of filters, finding that a model with 10 filters
and 0.3 dropout probability outperforms all our
previous models with a macro-averaged CV F1-
score of 0.49.

On studying the performance of our model, we
find that its behaviour is not uniform across all
classes: it does well in labeling ‘no risk’ and ‘se-
vere risk,’ but performs poorly in trying to label
the intermediate risk categories.

4.2 ‘Primary’ model

We next use variations to improve features pro-
vided while still minimizing parameters trained.
For our ‘primary’ model, we provide all 45 LIWC
category features to a CNN of the same structure.

In macro-averaging pairwise AUC scores on the
development set, this model scores 0.76. On the
test set, the model’s macro-averaged F1 is 0.37. A
random guessing strategy weighted by label fre-
quency would yield F1=0.25.

4.3 ‘Balanced classes’ model

We find that this change boosts the model’s CV
performance on our development set to an F1
score of 0.57, with a macro-averaged AUC score
on the development set of 0.78. We also find that

this model performs more uniformly across the
four classes than we see in the previous model, re-
sulting in a slightly better score on the unseen test
set, F1=0.40.

4.4 ‘Leave none out’ model

With this final model and feature architecture, we
train our model on the entire training dataset avail-
able for Task A, stopping after 150 epochs. This
model achieves our highest score on the test set,
a macro-averaged F1-score of 0.50 on this task–
comparing favorably with the best-scoring system,
whose F1-score is 0.53. We also note that our
model achieves high F1-scores (0.90 and 0.82 re-
spectively) for the ‘flagged’ and ‘urgent’ tasks.

This model’s final confusion matrix is shown
in Figure 1. We find that our model is best at
identifying the ‘no risk’ and ‘moderate risk’ users,
while it miscategorizes 42% of ‘severe risk’ cases
as ‘moderate risk’ as well. There are fewer ‘low
risk’ users, and about half of these are miscatego-
rized as ‘moderate risk’ as well.

5 Discussion

5.1 ‘Affect-only’ model

We can attribute this model’s difficulty with in-
termediate labels to our usage of only the nega-
tive ‘affect’ category from LIWC. This category
extracts counts for words associated with ‘nega-
tive affect,’ ‘anger,’ ‘anxiety,’ and ‘sadness’, i.e,
words one would typically associate with severe
suicidality conditions; presence of (a large num-
ber of) these words may be common in Severe risk
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users, whereas their absence might be a strong in-
dicator of No risk users. Poorer performance in
the intermediate categories may indicate inconsis-
tent use of emotion terms by those users, or may
suggest a smaller range of variation between those
categories as opposed to variation within the ex-
tremes.

5.2 ‘Primary’ and ‘balanced classes’ models
The ‘primary’ and ‘balanced classes’ models per-
form similarly, with a difference in F1 scores of
about 0.03. We believe that the latter model is
slightly more effective because its higher weights
for the intermediate categories counteracted those
labels’ lower representation in the training set.
This is borne out in the model’s slightly better per-
formance on those classes: it categorizes 1

13 of
‘low risk’ and 10

28 ‘moderate risk’ users correctly,
whereas the ‘primary’ model is right about 0

13 and
8
28 of such users, respectively. Macro-averaged F1
as the primary metric means that even this slight
improvement is significant when comparing the
two models.

It seems plausible that, because it was trained
for longer, the ‘primary’ model was more over-
fitted to the training data. Because we use 10-
fold cross-validation to train these models, we also
note that both these models are trained using 90%
of the training data; we hypothesize this missing
10% of data to be the primary reason that our
leave-none-out model outperforms both of these
models. A larger training dataset allows the model
to “observe” more data, which helps both with
getting more training data for under-represented
classes (e.g. low and moderate risk) and with gen-
eralizing better on all unseen data.

5.3 ‘Leave none out’ model
Difficulty identifying ‘low risk’ users may be par-
tially explained by the fact that fewer users from
the training set were in that class than any other–
just 10% of examples were labeled low risk, so
there was less opportunity to learn these features.

In Figure 2a, we plot the learned convolutional
layer weights from our final model with respect
to the input LIWC feature categories, finding that
each filter is activated (or deactivated) by a sub-
set of LIWC features. We hypothesize that each
filter focuses on learning presence or absence of
a particular character trait (or ‘sentiment’) from
each post. For instance, filter 9 is inversely as-
sociated with money, anxiety, and ‘we,’ indicating

that someone describing their stress around money
would have a negative activation for Filter 9. See-
ing a stronger association between Filter 9 and ‘no
risk,’ we can extrapolate that users who are not at
risk are less likely to be preoccupied with their fi-
nancial troubles on r/SW.

While not all subsets are clear, we can observe
some patterns. For instance, Filter 2 has the high-
est positive weights for ‘hear,’ ‘negative affect,’
‘death,’ ‘percept,’ and ‘see.’ We could hypothe-
size that a user activating this filter is preoccupied
with how they are perceived, and is also consid-
ering death (whether their own or that of a loved
one). This filter may indicate both a feeling of be-
ing observed, perhaps stigmatized, and an expe-
rience of suicidal ideation, as discussed by Oexle
et al. (2017).

5.4 Findings

Overall, this work demonstrates the power of
combining human feature-engineering with deep
learning in data-constrained situations. The Lin-
guistic Inquiry and Word Count dictionary, in con-
junction with a convolutional network, leads to a
holistic consideration of each post and each user,
all while reducing the overall number of parame-
ters the network needs to learn. Within the con-
straints of a relatively small dataset, we find that
our best model incorporates engineered features
and all available data to outperform a ‘baseline’
re-implementation of Shing et al. (2018).
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Abstract

In this summary, we discuss our approach to
the CLPsych Shared Task and its initial re-
sults. For our predictions in each task, we
used a recursive partitioning algorithm (de-
cision trees) to select from our set of fea-
tures, which were primarily dictionary scores
and counts of individual words. We focused
primarily on Task A, which aimed to pre-
dict suicide risk, as rated by a team of expert
clinicians (Shing et al., 2018), based on lan-
guage used in SuicideWatch posts on Reddit.
Category-level findings highlight the potential
importance of social and moral language cat-
egories. Word-level correlates of risk levels
underline the value of fine-grained data-driven
approaches, revealing both theory-consistent
and potentially novel correlates of suicide risk
that may motivate future research.

1 Introduction

The shared task for this year’s CLPsych workshop
focused on predicting Reddit users’ risk for sui-
cide (none, low, moderate, and severe, as coded
by clinical psychologists with suicide expertise)
based on language used in their posts (Shing et al.
2018; for a review, see Zirikly et al. 2019). Reddit
is a social media website that hosts over 138,000
active forums (or subreddits; as of 20171) in which
users can post on any topics of interest.

Social media sites like Reddit, Facebook, and
Twitter have increasingly become an important
source of data for researchers. Studies have
demonstrated how language use in social me-
dia posts reflects various psychological processes,
ranging from personality (Youyou et al., 2017)
to mental health (e.g., postpartum depression;
De Choudhury et al., 2014). For instance, Eich-
staedt et al. (2018) were able to accurately distin-
guish depressed patients from non-depressed con-

1https://www.redditinc.com/

trols based on Facebook statuses posted before the
date of their diagnosis.

Certain language categories have been impli-
cated as markers of mental health conditions (such
as anxiety; Dirkse et al., 2015). Relevant to this
shared task, suicidal ideation tends to be posi-
tively correlated with rates of first-person singular
pronoun use (Stirman and Pennebaker, 2001) and
negative emotion word use (e.g., anger, sadness;
Coppersmith et al., 2016). Self-focused and nega-
tive language appear to be associated with psycho-
logical distress in general, relating to a variety of
mental health issues, such as psychosis (Fineberg
et al., 2016), neuroticism (Tackman et al., 2018),
and depression (Rude et al., 2004). Notably,
self-focused language correlates with psycholog-
ical distress across a variety of contexts (such
as across public Facebook posts; De Choudhury
et al., 2014), whereas the use of negative emo-
tional language tends to be limited to more private
or intimate contexts (such as in conversations with
romantic partners; Baddeley et al., 2012).

Based on previous research, we went into this
year’s shared task with a particular interest in
first-person singular pronouns and overtly nega-
tive content words. Although our models cast a
wide net, making use of all available lexicons,
we expected categories relating to negative affect,
self-focus, and social distance to be most predic-
tive of suicide risk, as rated by expert coders.

2 Method

Preprocessing. We first removed any entries not
from users in the task A or B sets, or with only
“nan” as the post body. This left 11,856 posts from
329 users, which we cleaned automatically in or-
der to (a) standardize encoding, such as for quota-
tion or apostrophe marks; (b) remove some code
elements, such as HTML tags or characters; (c)
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remove some formatting that could make identi-
fying word or sentence boundaries more difficult,
such as periods within word; (d) standardize some
common typing-related practices, such as repeat-
ing characters within some words for emphasis
(e.g., “reeeeeaallllly”); and (e) replace some stan-
dard formatted elements with tags, such as URLs,
references to subreddits, and simple emojis.

After cleaning and tokenizing texts, we applied
a spelling correction processes in two phases:
First, we applied a more generic version of the
process (to be described), and checked its output
for (a) miscorrections (such as specialized termi-
nology like “reddit”, “macbook”, and “moba”),
which we added to the list defining correctly
spelled words, and (b) frequent misspellings not
caught by the process, which we added to a map
between correctly spelled words and their mis-
spelled instances. This caught some of the most
frequent miscorrections and missed misspellings,
but was limited by available time. We applied the
process again with these refinements and allowed
it to correct the misspellings it identified.

The spelling correction process used the hun-
spell package (Ooms, 2018) and its US English
dictionary to mark words as misspelled (on its own
at first, then manually supplemented; only con-
sidering words over 3 characters long). The pro-
cess then measured edit distance (optimal string
alignment, calculated with the stringdist package;
van der Loo, 2014) between each marked and
unmarked (correctly spelled) word found in the
text. If a misspelled word was within 2 edit dis-
tance of one and only one correctly spelled word,
it was considered a matched to that word. If a
word was within 1 edit distance of multiple words,
these were considered potential matches, and the
qgram and soundex distance were calculated be-
tween them and the original misspelling—a com-
bination of these new distances and the frequency
of the potential matches determined which of these
would claim the misspelling (as shown in equa-
tion 1, where a is the misspelling, and b is each
word in the set of words within 1 edit distance;
document frequency is the number of posts in
which the word appears).

argmin
b∈matches

qgram(a, b) + soundex(a, b)

documentfrequency(b)
(1)

If a misspelled word did not meet the edit dis-
tance criteria, corrections suggested by hunspell

AFINN Nielsen (2011)
Hu & Liu Hu and Liu (2004)
General Inquirer Stone and Hunt (1963)
labMT Dodds et al. (2011)
LIWC Pennebaker et al. (2015)
Lusi Ireland and Iserman (2018)
Moral Foundations Frimer et al. (2018)
Netspeak Ireland and Iserman (2019)
NRC Mohammad (2017)
Senticnet Cambria et al. (2010)
SentimentDictionaries Pröllochs et al. (2018)
SentiWordNet Baccianella et al. (2010)
Slangsd Wu et al. (2016)
Vader Hutto and Gilbert (2014)
Whissell Whissell (1989)
Age and Gender Sap et al. (2014)
PERMA Schwartz et al. (2016)

Table 1: Dictionaries/Lexicons.

were considered: If any of these were more fre-
quent than the misspelling, the most frequent of
them was considered its correction. Otherwise, if
any suggested corrections contained spaces (i.e.,
the misspelling was suggested to be a combination
of words), and if the individual suggested words
were all found in the texts, the most frequent com-
bination was taken to be its correction.

Most of the genuine spelling errors appeared to
be typing related (e.g., ddin’t, favirite), with other
common errors seeming to be formatting related
(such as words being combined, or parts of words
being appended to others). Other corrections ef-
fectively standardized across certain word variants
(e.g., forms of highschool to high-school, words
with commonly omitted apostrophes to have apos-
trophes, or British to English spellings) or casual
language (e.g., wana, coulda).

Features. Table 1 lists the dictionaries we used
to score the texts. Those with multiple words
or parts of words in single entries had each term
searched for exactly in the raw text. Otherwise,
terms were searched for in the tokens extracted
from all texts, allowing for partial matches when
words were marked at the beginning or end with an
asterisk (as in the case of dictionaries intended for
Linguistic Inquiry and Word Count; LIWC; Pen-
nebaker et al., 2015). We also used LIWC to pro-
cess its internal 2015 dictionary, prior to which we
trimmed 3 or more sequential PERSON tags to 1,
as some posts with many tags (such as posts con-
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taining code examples) caused entries to overflow.

Many individual categories were nearly identi-
cal, so we removed those correlating over .9 with
any other category (done iteratively, such that only
one of each similar category was retained, pre-
ferring to retain LIWC categories). In addition
to these pre-built dictionaries, we considered each
manually replaced tag (such as those for proper
names, subreddits, and emojis) to be its own cat-
egory, counting their instances up and including
them as features. The final set of features included
dictionary categories and counts of each token,
as well as Language Style Matching (Ireland and
Pennebaker, 2010) between (a) each post and the
posting user’s average language style across all of
their posts, and (b) each post and the average lan-
guage style of the subreddit in which it was posted.

Model. We ended up using a simple recur-
sive partitioning model (as calculated by the rpart
package; Therneau and Atkinson, 2018), with
all features predicting the ratings for each task
(with tasks simply defining the particular posts to
be included). For final predictions, we trained
each model on the full task specific training data
(though the submitted task C model was acciden-
tally trained on the task B data), then aggregated
within user, assigning each user the rating that had
the largest average probability across their posts
(as depicted in Figure 2).

We also briefly considered other models (with
a small set of features, selected by their corre-
lations with any rating or the continuous rating
scale), such as linear regressions predicting a nu-
meric version of the ratings (with their predictions
being binned), separate logistic regressions pre-
dicting each category, and multinomial logistic re-
gressions (both with the subset of features, and an
elastic net regularized version with all features), as
well as a random forest model, but these all either
performed worse than our final model in our own
testing splits, or seemed to overly capitalize on pri-
ors (tending to predict only the most common rat-
ings, even more than our final models). Of course,
there are many strategies that might be explored to
address the uneven distribution of ratings, but our
first step in this brief analysis was to compare the
performance of a few different models. We also
considered mixed-effects models estimating a per-
user intercept adjustment, but these did not work
well, at least for task A, since most users had only
1 r/SuicideWatch post.

Task a b c d mean rank
A .667 .200 .140 .600 .402 6th
B .000 .000 .000 .591 .148 11th
C .000 .000 .353 .118 8th

Table 2: F1 scores for each rating level in each task.
Rankings out of 12, 11, and 8 for each task respectively.

3 Results and Discussion

As the results on the official test sample depict (Ta-
ble 2), our models tended to only predict extreme
ratings, capitalizing on the prior ratings distribu-
tions. Because the model could perform well in
each task by identifying features that marked a-
or d-rated users (with d being the most common
rating; as ratings applied per user, across posts),
trees in tasks B and C in particular tended to be
very simple. This tendency was exacerbated by
the fact that some users had multiple posts, which
meant any idiosyncrasies in word use or topics of
discussion among prolific posters could be used as
a cue for their entire rating level.

In terms of differences in higher-level language
dimensions, posts in r/SuicideWatch were more
likely to be coded as high risk (category d) if
they had higher Clout scores (used I more, and
we and you less), talked about family (e.g., dad,
grandma) at relatively low rates, and used less
positive affective language (as indexed by senti-
mentr). With respect to moral language, higher-
risk posts referred more often to care (e.g., help,
pity; Moral Foundations Dictionary, Frimer et al.
2018) as well as both vice and virtue, as mea-
sured by the General Inquirer lexicons (e.g., abil-
ity, burn). In terms of sentence structure and
punctuation, higher risk posts used more periods,
fewer parentheses, and more hyperbolic or ex-
treme statements (e.g., quite, extreme; overstate-
ment, General Inquirer), and fewer third-person
singular pronouns (e.g., him, she; LIWC shehe),
relative to lower-risk posts.

At the word level, lower-risk posts (ratings a
and b) seem to be more social, including more
communicative words (like called, said, and told)
and words connoting warmth (such as comfort-
able), more we, and specific family references
(such as brother, cousin, and mom). Higher-risk
posts (ratings c and d) seem to reflect more cer-
tainty, finality, or black-and-white thinking (every,
anymore, anything, end), more focus on physi-
cal harm (knife, hurts) and life or death (alive,
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die). Higher risk posts also included a num-
ber of negations (don’t, can’t, no; see Weintraub
1989). Swearing (e.g., fucking) was indicative of
the highest risk level as well, perhaps reflecting in-
tense negative affect or disregard for social norms.
Perhaps the most notable and theory-consistent
word-level correlates of the highest risk level were
self-focused pronouns, including I, me, and my-
self. Self-focused pronouns are commonly asso-
ciated with depression (Rude et al., 2004), suici-
dality (Stirman and Pennebaker, 2001), or, more
broadly, vulnerability to stress (Tackman et al.,
2018). See Figure 1 for additional word-level cor-
relates of risk-level ratings.

Some of the linguistic correlates of risk cate-
gorization are consistent with our prediction that
posts would be viewed as indicating higher sui-
cide risk to the degree that they used more nega-
tive and socially distant language. The interper-
sonal theory of suicide (Van Orden et al., 2010)
is a leading psychological model of suicide risk.
The theory proposes that people are more likely to
attempt or die by suicide to the degree that they
feel a thwarted desire to belong, believe they are a
burden on their loved ones, and have acquired the
capability to die (or no longer fear death). Talking
infrequently about family and using fewer third-
person singular references that might refer to other
people in their lives could reflect social isolation.

Although not predicted a priori, the moral
language correlates seem to be relatively face
valid. People using care-related words from the re-
vised Moral Foundations Dictionary (Frimer et al.,
2018) may have simply been requesting help more
explicitly than people who did not use words such
as help, mercy, or comfort (Graham et al., 2009;
Sagi and Dehghani, 2014). The General Inquirer
vice and virtue categories (Stone and Hunt, 1963)
are less intuitive, but discussing basic moral ques-
tions of good and evil may reflect the thwarted be-
longing dimension of the interpersonal theory of
suicide (e.g., discussing wanting to be good but
disappointing loved ones; Van Orden et al. 2010).

The punctuation categories are less straightfor-
ward to interpret. Using more periods and fewer
parentheses seems to indicate simpler writing.
Others have observed that writing about serious
trauma is often better quality than writing about
more mundane or lighter-hearted topics, partly due
to its less convoluted sentence structures and more
straightforward style (Pennebaker, 1997). Perhaps

that is some of what experts were decoding in the
severe-risk posts: Posts using simpler punctuation
may have indicated a more urgent or certain desire
to die, and thus were coded as high risk.

4 Conclusion

It is important to remember that the expert coders
in Shing et al. (2018) had no more informa-
tion than we do about these users. We do not
know whether the people whose r/SuicideWatch
posts comprised this sample have died by suicide
since posting, either immediately following an ex-
pressed intention to die or later on, related to long-
term complications of problems mentioned in their
posts. Thus, there are bound to be some false pos-
itives in every risk category.

In lieu of additional information, it may be most
productive to view these expert ratings as accu-
rate. It could be the case that the main value of
tasks like this—where teams aim to find specific
linguistic features that correlate with holistic risk
annotations—is to find variables that expert clin-
icians have procedural but not declarative access
to in memory or everyday experiences with clients
(Schneider et al., 1990). Clinical psychologists of-
ten note that they intuit someone’s diagnosis or
risk at a glance, without being able to easily ver-
balize what it is about that client that places them
in a certain diagnostic category (Hamm, 1988).
To the degree that those intuitions are accurate, it
would benefit both computational linguists (to bol-
ster the accuracy of predictive models) and clini-
cians (to improve treatment and diagnosis) if we
could determine what behavioral variables are in-
fluencing those perceptions—perhaps particularly
in the context of noisy, relatively low-fidelity sam-
ples of behavior, such as posts in mental heath fo-
rums on Reddit.
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Figure 1: Word cloud based on posts in r/SuicideWatch, aggregated within user. Words are colored by the rating
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