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Preface

Language technology research in Northern Europe is thriving. One clear sign of
this is the fact that the NODALIDA conference (also known as the Nordic Con-
ference of Computational Linguistics) has grown to the point where it is no longer
manageable to let the local organization committee do all the work in putting to-
gether the program. Hence, the need for a separate program committee.

When trusted with the responsibility of chairing the program committee, the
program chair made an informal survey of expectations in the community through
an e-mail questionnaire sent out on the NODALI list. (Thanks to everyone who
responded.) Four things emerged clearly from this survey: People wanted a high-
quality technical track with review of full papers. However, people also wanted
an opportunity for students to present their work, and an opportunity to get feed-
back on work in progress in the form of posters. Last but not least, people wanted
workshops. Hence, we give you regular paper sessions, student paper sessions,
a poster session, and a full day of workshops. As a bonus, we also give you
two distinguished keynote speakers, Diana McCarthy and Walter Daelemans, the
first business meeting of the newly established Northern European Association for
Language Technology (NEALT), and a tutorial on the Estonian language, hoping
to establish a new NODALIDA tradition of local language tutorials. (Thanks to
Koenraad de Smedt for this great idea.)

When issuing the call for workshops, regular papers, student papers, and posters,
we were unsure whether there would be enough work going on in Northern Europe
and the rest of the world to fill all the categories. The community response sur-
passed all our expectations. We received 41 regular paper submissions, 24 student
paper submissions, 32 poster submissions, and 7 workshop proposals, for a total
of 104 submissions, an all time record for NODALIDA. (Thanks to everyone who
submitted their work.) Moreover, a fair share of these submissions came from
countries outside our region, clearly showing that NODALIDA, while remaining a
conference with a strong regional character, is also being recognized in the rest of
the world. In the final program, there are 26 regular papers, 12 student papers, 26
posters, and 4 workshops. We want to thank the program committee and all our 69
reviewers for their hard work in putting together the program.

Finally, NODALIDA 2007 is special not only for being the biggest ever in
terms of submissions, but also for being the first NODALIDA held in Estonia, in
the beautiful city of Tartu, at one of the oldest universities in the region, founded

iX



in 1632. We want to thank the local organization committee for all their hard work
to welcome the NODALIDA participants in Tartu.
We wish you all an enjoyable NODALIDA 2007!

Joakim Nivre
Program Chair
NODALIDA 2007

Mare Koit and Tiit Roosmaa
Local Co-Chairs
NODALIDA 2007
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Evaluating Automatic Approaches
for Word Meaning Discovery and Disambiguation
using Lexical Substitution

Diana F. McCarthy
University of Sussex

Abstract

There has been a surge of interest in Computational Linguistics in word sense
disambiguation (WSD). A major catalyst has been the SENSEVAL evaluation ex-
ercises which have provided standard datasets for the field over the past decade.
Whilst researchers believe that WSD will ultimately prove useful for applications
which need some degree of semantic interpretation, the jury is still out on this
point. One significant problem is that there is no clear choice of inventory for any
given task, other than the use of a parallel corpus for a specific language pair for
a machine translation application. Most of the datasets produced, certainly in En-
glish, have used WordNet. Whilst WordNet is a wonderful resource it would be
beneficial if systems using other inventories could enter the WSD arena without
the need for mappings between the inventories which may mask results. As well as
the work in disambiguation, there is a growing interest in automatic acquisition of
inventories of word meaning. It would be useful to investigate the merits of prede-
fined inventories themselves, aside from their use for disambiguation, and compare
automatic methods of acquring inventories. In this talk I will discuss these issues
and some results in the context of the English Lexical Substitution Task, organised
by myself and Roberto Navigli (University of Rome, “La Sapienza”) earlier this
year under the auspices of SEMEVAL.



Text Analysis and Machine Learning
for Stylometrics and Stylogenetics

Walter Daelemans
University of Antwerp

Abstract

Automatic Text Categorization, learning to assign documents to specific cate-
gories (e.g. in topic assignment or spam filtering), has been an influential applica-
tion in Natural Language Processing. These systems consist of two components: a
first one that constructs representations of documents (mostly bags of words repre-
sented as binary or numeric vectors), and a second one that uses standard machine
learning techniques to learn mappings between such document vectors and their
topics. Recently, this general approach has been put to use for other, more lin-
guistically interesting “stylometric” applications, such as assigning authorship to
documents or determining the gender of the author of a document. Such applica-
tions need linguistically more sophisticated document representations and provide
insight into which linguistic properties of documents are relevant for predicting the
(gender of) the author. In my presentation, I will give a brief overview of results
in this approach and describe a number of applications of the methodology we
are currently investigating in the CNTS research group. For creating linguistically
more interesting document representations, we use a memory-based shallow parser
that analyzes documents at the levels of morphology, part of speech, phrases, and
grammatical relations. More specifically I will describe results on authorship attri-
bution in the context of journalists writing about the same topic (politics). A more
challenging task is personality assignment on the basis of text. We constructed a
corpus consisting of 145 documents describing the contents of the same documen-
tary, written by 145 different students who also took a personality test. We show
which linguistic features correlate with different dimensions of personality and the
predictability of personality from these features. Finally, I will describe work on
what we dubbed “stylogenetics”, stylistic analysis of literary works based on the
same general architecture, but using clustering as a machine learning technique
rather than supervised learning.



Automatic Compound Word Reconstruction for Speech Recognition of
Compounding Languages

Tanel Alumée
Laboratory of Phonetics and Speech Technology
Institute of Cybernetics at Tallinn University of Technology
Estonia
tanel.alumae@phon.ioc.ee

Abstract

This paper compares two approaches to
lexical compound word reconstruction
from a speech recognizer output where
compound words are decomposed. The
first method has been proposed earlier
and uses a dedicated language model that
models compound tails in the context of
the preceding words and compound heads
only in the context of the tail. A novel ap-
proach models imaginable compound par-
ticle connectors as hidden events and pre-
dicts such events using a simple /N-gram
language model. Experiments on two
Estonian speech recognition tasks show
that the second approach performs consis-
tently better and achieves high accuracy.

1 Introduction

In many languages, compound words can be formed
by concatenating two or more word-like particles. In
Estonian (but also in other languages, such as Ger-
man), compound words occur abundantly and can
even be built spontaneously. In a corpus of written
Estonian consisting of roughly 70 million words, the
number of different word types (including inflected
words forms) is around 1.7 million and among those,
around 1.1 million (68%) are compound words.

In large vocabulary continuous speech recogni-
tion (LVCSR) systems, an N-gram statistical lan-
guage model is used to estimate prior word prob-
abilities in various contexts. The language model
vocabulary specifies which words are known to the
system and therefore can be recognized. However,

the large amount and spontaneous nature of com-
pound words makes it difficult to design a language
model that has a good coverage of the language. In
addition, when vocabulary is increased, it becomes
more difficult to robustly estimate language model
probabilities for all words in different contexts. In
order to decrease the lexical variety and the resulting
out-of-vocabulary (OOV) rate, compound words can
be split into separate particles and modeled as sepa-
rate language modeling units. As a result however,
the output of the recognizer consists of a stream of
non-compound units that must later be reassembled
into compound words where necessary.

In this paper, we compare the accuracy of two dif-
ferent methods for compound word reconstruction
from recognizer output. The first model was pro-
posed by Spies (1995) and is based on the assump-
tion that a compound word can be decomposed into
its first part(s) and the tail part. The predictive ef-
fect of the preceding context is only applied to the
tail of the compound word. The head part, on the
other hand, is assumed to be independent of the pre-
ceding context and its probability is calculated given
only the tail. The second approach treats imagin-
able connectors between compound word particles
as hidden events in the language model. Such a lan-
guage model is typically used for sentence segmen-
tation of conversational speech based on recognized
words (Stolcke and Shriberg, 1996), but can be gen-
eralized for detecting other hidden events between
recognized units. The latter approach is in essence
similar to the method used in the morph-based
speech recognition system described in (Siivola et
al., 2003), except that they model word boundaries,
not compound word connectors as seperate units,
and do it already in the decoder.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 5-12
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The paper is organized as follows. In section 2 we
describe the approach to statistical large vocabulary
language modeling for Estonian. Section 3 describes
the two approaches for compound word reconstruc-
tion in more detail. Results of a variety of exper-
iments are reported in section 4. Some interesting
error patterns are identified and analyzed. We end
with a conclusion and some suggestions for future
work.

2 Language modelling for Estonian

Estonian is an agglutinative and highly inflective
language. One or many suffixes can be appended to
verb and noun stems, depending on their syntactic
and semantic role in the sentence.

Estonian is also a so-called compounding lan-
guage, i.e. compound words can be formed from
shorter particles to express complex concepts as sin-
gle words. For example, the words rahva ‘folk’ and
muusika ‘music’ can be combined to form a word
rahvamuusika ‘folk music’ and this in turn can be
combined with the word ansambel to form rahva-
muusikaansambel ‘folk music group’.

As a result, the lexical variety of Estonian is very
high and it is not possible to achieve a good vocab-
ulary coverage when using words as basic units for
language modelling. Figure 1 compares the out-of-
vocabulary (OOV) rates of three different vocabu-
laries: words, words after decompounding, and after
full morphological decomposition. The vocabular-
ies are selected from a corpus described in section
4.1 and the OOV-rates are measured against a set
of sentence transcripts used for speech recognition.
The OOV-rate was measured using varying vocabu-
lary sizes.

It is clear from the experiments that neither words
nor decompounded words are suitable for language
modelling using a conventionally sized vocabulary.
The OOV-rate of the word-based vocabularies is
much over what can be tolerated even when using
a very large 800K size vocabulary. It can be seen
that after splitting the compound words, the OOV-
rate is roughly halved. Still, even when using a large
100K vocabulary, the OOV-rate is about 6% — too
much to be used in large vocabulary speech recog-
nition. However, the OOV-rates of morphemes is
much lower and can be compared with the OOV-

T T
Words —+—
After decompounding ---%--- -

Mo:rphemesf R

00V(%)

20000 40000 60000 80000 100000
Vocabulary size

Figure 1: Out-of-vocabulary rate of different vocab-
ularies.

rates of English word-based vocabularies of similar
sizes. The OOV-rate of the morpheme-based vocab-
ulary reaches the 2% threshold already when using
a 40K vocabulary.

When using morphemes as basic units for lan-
guage modelling, the output of the decoder is a se-
quence of morphemes. The set of different suf-
fix morphemes is rather small and thus the suffixes
can be tagged in the vocabulary so that they can
be concatenated to the previous stem after decod-
ing. However, this approach can not be applied for
reconstructing compound words as the set of stems
and morphemes that take part in forming compound
words is very large and sparse. The rest of the paper
describes and compares two methods that attempt to
reconstruct compound words from the sequence of
morphemes.

3 Methods

This section describes two independent approaches
to compound word reconstruction. Both of those
methods enable us to compute a posterior probabil-
ity of a compound word once its subsequent com-
posing words have been recognized.

3.1 Compound word language model

The compound word language model proposed by
Spies (1995) is based on the observation that the
grammatically determining part of a compound
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word in many languages is the last particle. This is
true for both German, for which the model was orig-
inally developed, as well as for Estonian. The head
words of a compound may be considered as seman-
tic modifiers of the last particle.

This observation suggests that when calculating
language model scores for compound words, the
predictive effect of the preceding context should be
applied only to the tail part of the compound, while
the probabilities of head words are computed given
the tail. Let hy denote the first head of a compound,
hs...h, the (optional) remaining heads, ¢ the tail of
part of the compound and wjws the two preceding
context words. Then, the total probability of a com-
pound word h;..h,t given the two preceding words
wiws can be calculated as

P(hl..hnt\wlu@) =

wa(hn‘t)Ptail(t’wle)
P(hy)

Py (h1) th(h”hifl)
=2

Here, Py (h;|h;—1) is the within-head bigram proba-
bility, i.e., the probability that the compound head h;
occurs after the compound head h;_1. Py (hylt) is
the backward bigram probability of compound head
h,, followed by tail ¢, i.e., the probability of the last
head given the tail. Pjq;(t|wiwe) is the distant tri-
gram probability of the compound tail, i.e. the prob-
ability of a compound ending with the tail ¢ given
the last two context words. The given equation con-
sists of two parts: the first part amounts to a simple
bigram probability of the compound head sequence,
independent of the observed context, while the last
fraction expresses the distant trigram probability of
the tail, multiplied by the gain in probability of the
last head due to the observed tail. See the original
proposal of this model (Spies, 1995) for more de-
tails about the derivation of this equation.

Given a sequence of recognized units (that are
either true words or compound particles), the most
probable reconstruction is found as follows:

1. Any unit can be regarded as a non-compound
part. Unit probability is then calculated using
the trigram distribution.

2. In case the unit has occurred as a compound
head in the training corpus, a new compound
branch is created. The compound branch con-
tinues as follows:

(a) If the next word is again a head candidate,
a new compound branch is created, and
the processing in the new branch is con-
tinued as in step 2.

(b) If the next word is a compound tail candi-
date, a new possible compound word has
been found. The compound word proba-
bility is calculated according to the com-
pound word model equation. Processing
in this branch continues as in step 1.

(c) If the next word is neither a head nor a tail
candidate, the current branch is discarded.

3. The most probable reconstruction of a sentence
is the one that corresponds to the path with the
highest product score.

3.2 Hidden event language model

The hidden event language model (Stolcke and
Shriberg, 1996) describes the joint distribution of
words and events, Prj/(W,E). In our case,
words correspond to the recognized units and
events to the imaginable interword compound
particle connectors. Let W denote the recog-
nized tokens wi,ws, ..., w, and E denote the se-
quence of interword events ej,es,...,e,. The
hidden event language model describes the joint
distribution of words and events, P(W,E) =
P(w1,e1,ws, €2, ..., Wy, €y).

For training such a hidden event language model,
a training corpus is used such that the compound
words are decomposed into separate units, and the
compound connector event is represented by an ad-
ditional nonword token (<CC>), for example:

gruusia rahva <CC> muusika <CC>
ansambel andis meelde <CC> jaava
kontserdi

‘Georgian folk music group gave a memorable con-
cert’.

The language model used for recognition is
trained on the corpus where the compound connec-
tor tags are removed. The vocabulary of the com-
pound reconstruction language model is the same as
that of the main language model, with an additional
token “<CC>”. We do not explicitly model the
“non-CC” event in order to make more effective use
of the contextual information. During compound re-
construction, the Viterbi algorithm is used to find the
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most likely sequence of words and hidden tokens for
the given input sequence. The word/event pairs cor-
respond to states and the words to observations, and
the transition probabilities are given by the the hid-
den event N-gram model.

4 Experiments

4.1 Training data

We tested the concepts and algorithms described
here using two different Estonian speech databases,
BABEL and SpeechDat.

The Estonian subset of the BABEL multi-
language database (Eek and Meister, 1999) contains
speech recordings made in an anechoic chamber, di-
rectly digitized using 16-bits and a sampling rate of
20 kHz. The textual content of the database consists
of numbers, artificial CVC-constructs, 5-sentence
mini-passages and isolated filler sentences. The iso-
lated sentences were designed by phoneticians to be
especially rich in phonologically interesting varia-
tions. The sentences are also designed to reflect the
syntactic and semantic complexity and variability
of the language. For training acoustic models, the
mini-passage and isolated sentence recordings of 60
speakers were used, totalling in about 6 hours of au-
dio data. For evaluation, 138 isolated sentence utter-
ances by six different speakers were used.

The SpeechDat-like speech database project
(Meister et al., 2002) was aimed to collect tele-
phone speech from a large number of speakers for
speech and speaker recognition purposes. The main
technical characteristics of the database are as fol-
lows: sampling rate 8 kHz, 8-bit mono A-law en-
coding, calls from fixed and cellular phones as
the signal source, calls from both home and of-
fice environments. Each recording session consists
of a fixed set of utterance types, such as isolated
and connected digits, numbers, money amounts,
spelled words, time and date phrases, yes/no an-
swers, proper names, application words and phrases,
phonetically rich words and sentences. The database
contains about 241.1 hours of audio data from 1332
different speakers. For recognition experiments, the
database was divided into training, development and
test set. The development and test sets were cho-
sen by randomly assigning 40 different speakers to
each of the sets. To avoid using the same speaker’s

data for both training and evaluation, those 80 speak-
ers were chosen out of those contributors who only
made one call session. Only the prompted sentence
utterances were used in evaluations, thus both the
development and test set contained 320 utterances.
For training language models, we used a the fol-
lowing subset of the Mixed Corpus of Estonian
(Kaalep and Muischnek, 2005), compiled by the
Working Group of Computational Linguistics at the
University of Tartu: daily newspaper ‘“Postimees”
(33 million words), weekly newspaper “Eesti Eks-
press” (7.5 million words), Estonian original prose
from 1995 onwards (4.2 million words), academic
journal “Akadeemia” (7 million words), transcripts
of Estonian Parliament (13 million words), weekly
magazine “Kroonika” (0.6 million words).

4.2 LVCSR system

The CMU Sphinx (Placeway et al., 1997) speech
recognition system was used used for speech recog-
nition experiments. The latest version of Sphinx-
Train was used for training and Sphinx 3.6.3 was
used for decoding test utterances. For acoustic fea-
tures, MFCC coefficients were used, extracted from
a window of 0.0256 seconds with a frame rate of 100
frames/second. All acoustic units are modeled by
continuous left-to-right HMMs with three emitting
states and no skip transitions. The output vectors are
39-dimensional and are composed of 13 cepstral co-
efficients, delta and double delta coefficients. Data-
driven decision trees were used for creating tied-
state triphone models. Each state is modeled by 8
Gaussian mixture components. The BABEL-based
acoustic models use a sample rate of 16 kHz, the
number of senones is fixed to 3000. The SpeechDat-
based models use a sample rate of 8000 Hz, a fre-
quency band of 130 Hz - 3400 Hz, and the number of
senones was fixed to 6000. Models were created for
25 phonemes, silence, and five filler/noise types (the
latter only for the SpeechDat-based system). Long
phonemes as well as diphthongs are modelled by
sequences of two corresponding phone units. The
only exception in the handling of short and long
phonemes lies in the modelling of plosives since the
realization of long plosives is clearly different from
concatenation of two short plosives. Therefore, we
model short and long plosives using separate units.
Pairs of palatalised and unpalatalised phonemes are
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merged into one acoustic unit.

The SRILM toolkit (Stolcke, 2002) was used for
selecting language model vocabulary and compiling
the language model. The language model was cre-
ated by first processing the text corpora using the
Estonian morphological analyzer and disambigua-
tor (Kaalep and Vaino, 2001). Using the informa-
tion from morphological analysis, it is possible to
split compounds words into particles and separate
morphological suffixes from preceding stems. Lan-
guage model vocabulary was created by selecting
the most likely 60000 units from the mixture of
the corpora, using sentences in the SpeechDat train-
ing set as heldout text for optimization. The result-
ing vocabulary has a OOV-rate of 2.05% against the
sentences in the BABEL test set and 2.20% against
the sentences in the SpeechDat test set. Using the
vocabulary of 60000 particles, a trigram language
model was estimated for each training corpus sub-
set. The cutoff value was 1 for both bigrams and
trigrams, i.e. singleton n-grams were included in the
models. A modified version of Kneser-Ney smooth-
ing as implemented in SRILM was applied. Finally,
a single LM was built by merging the six models, us-
ing interpolation coefficients optimized on the sen-
tences in the SpeechDat training set.

Since Estonian is almost a phonetic language, a
simple rule-based grapheme-to-phoneme algorithm
described in (Alumée, 2006) could be used for gen-
erating pronunciations for both training data as well
as for the words in the language model used for de-
coding. The pronunciation of foreign proper names
deviates obviously from rule-based pronunciation
but since our test set did not contain many proper
names, we limited the amount of proper names in the
vocabulary to most frequent 500, which were mostly
of Estonian origin. No manual correction of the pro-
nunciation lexicon was done.

4.3 Training models for compound word
reconstruction

The models for compound word reconstructions
were estimated using the morphologically analyzed
corpora, that is, words were split into morphemes
and compound word connector symbols marked
places where compound words are formed.

The compound word language model consists of
three sub-models: the distant trigram model, inner-

compound head bigram model and head-given-tail
bigram model. All given models were trained over
the union of the text corpora as follows: for train-
ing the distant trigram model, all head compound
particles were removed from the texts and a tri-
gram language model was estimated; for training the
inner-compound head bigram, all compound head
sequences were extracted from the corpus, and a bi-
gram language model was estimated; for training the
head-given-tail bigram model, all compounds were
extracted from the corpus, all but the last head and
tail were removed from the compound words, the re-
maining word pairs were reversed and a bigram lan-
guage model was estimated. In all cases, modified
Kneser-Ney smoothing using a cutoff value of 2 was
applied.

For training the hidden event language model, we
took the same vocabulary as was used for training
the main language model, added the compound con-
nector symbol to it, and estimated a trigram model
over the union of the subcorpora, using a cutoff
value of 2 and Kneser-Ney smoothing.

4.4 Evaluation metrics

We tested both compound word models on two kinds
of test data:

e reference transcripts, split into morphemes.

This corresponds to perfect recognizer output;

e actual recognizer output, consisting of recog-

nized morphemes.

To evaluate the accuracy of reconstructing com-
pound words in reference transcripts, the recon-
structed sentences were simply compared with orig-
inal sentences. However, it is not obvious what to
use as reference when evaluating reconstruction of
recognizer output. We chose to use dynamic pro-
gramming for inserting compound word connectors
in the recognizer output by aligning the recognized
units with reference units and inserting compound
word connectors according to their location in refer-
ence transcripts. This approach however sometimes
inserts compound word connectors in places where
they are linguistically not legitimate. For example,
consider a reference sentence

padlvis suure tahele <CC> panu
and the recognized token stream

padlvis suure tdhele PANNA
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Test set Model Inserted Precision Recall F measure WER
tags
BABEL Compound word LM 154 0.64 0.83 0.72 8.2
Hidden event LM 122 0.82 0.85 0.83 4.4
Speechdat Compound word LM 395 0.84 0.89 0.86 6.5
Hidden event LM 352 0.89 0.94 0.91 4.2

Table 1: Compound word connector tagging accuracies and the resulting would-be word error rate resulting
from incorrect tagging, given perfect morpheme output by the decoder.

According to the alignment, the token tdhele and the
misrecognized token panna should be recomposed,
although in reality, those two words often occur to-
gether and are never written as a compound word (as
opposed to tihele and panu which are always writ-
ten as a compound word).

For measuring compound reconstruction accu-
racy, we calculated compound connector insertion
precision and recall. Precision is defined as a mea-
sure of the proportion of tags that the automatic pro-
cedure inserted correctly:

— tp
tp + fp

where ?,, is the number of correctly inserted tags
(true positives) and f;, the number of incorrectly in-
serted tags (false positives). Recall is defined as the
proportion of actual compound word connector tags
that the system found:

tp
tp + fn

where f;, is the number of tags that the system failed
to insert (false negatives).

Precision and recall can be combined into a sin-
gle measure of overall performance by using the F
measure which is defined as follows:

R=

1 [a=0.5] 2PR

:a%—l—(l—a)% ~ P+R

where « is a factor which determines the relative im-
portance of precision versus recall.

Another measure we used was the word error rate,
calculated after compound word reconstruction, af-
ter alignment with the original reference transcripts.
Word error rate is calculated as usual:

S+D+1

WER =
N

10

where S is the number of substitution errors, D the
number of deletion errors, I the number of insertion
errors and /N the number of words in the reference.

4.5 Results

As the first test, the method was tested on the ref-
erence transcripts from the BABEL and SpeechDat
speech databases. The input consists of morphemes
where compound word connectors are deleted. Re-
sults are shown in table 1.

As can be seen, the hidden event language model
does better than the compound word language
model. The latter seems to have a big problem with
overgenerating compound words which lowers the
precision figures.

The second test analyzed compound word recon-
struction, given the recognized hypotheses from the
decoder. Results are listed in table 2. The table also
gives the “oracle” WER for each test set, that is, the
WER given the perfect compound word reconstruc-
tion based on alignment with reference sentences.

The precision and recall of the models is much
lower than when using reference sentences as input.
This is expected, as often one particle of a compound
word is misrecognized which “confuses” the mod-
els and gives them no reason to suggest a compound
word.

For both test sets, the hidden event language
model performed better in terms of both preci-
sion/recall as well as the final WER. The relative
improvement in WER of the hidden event language
model over the compound word language model
was 5.0% for the BABEL test set and 4.7% for the
SpeechDat test set.

4.6 Analysis

Table 3 lists some sentences from the SpeechDat test
set that contain mistakenly compounded or uncom-
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Test set Model Inserted Precision Recall F measure WER Oracle WER
tags
Compound word LM 160 0.54 0.73 0.62 31.7
BABEL Hidden event LM 123 0.67 0.70 0.68 30.2 289
Compound word LM 378 0.66 0.67 0.66 44.2
Speechdat 4 4 jen event LM 338 0.74 0.67 0.70 42.2 400

Table 2: Compound word connector tagging accuracies and the resulting word error rate compared to the
“oracle” word error rate, given the actual recognized hypotheses from the decoder.

pounded words, using the hidden event LM. The er-
rors are written in upper case and the correct words
are written in the right column. Quick investigation
reveals at least three common patterns where com-
pound recomposition errors occur:

1. a compound word is not recognized when both
of the compound word particles are very in-
frequent: the result is that there is not enough
occurrences of the pair, nor occurrences where
the head word is a head in a compound, neither
where the tail word is a tail in a compound; as a
result, the statistical model has no reason to in-
sert a compound connector between them (e.g.
piirde-tross, traks-tunkedes, ainu-autorsusest,
broiler-kiiiilik)

2. two words are mistakenly recognized as a com-
pound word when the first word is often a head
word in compound words, and/or the second
word is often a tail word in compound words,
although their pair may actually never occur as
a compound, and it also does not occur as an
uncompounded pair often enough (e.g. suur
laud / suur-laud, kuue meetri / kuue-meetri)

3. in some cases, words are mistakenly recom-
posed into a compound word when the fact that
the words should be written separately comes
from the surrounding context (e.g. laulu looja
/ laulu-looja, kunsti tekke pohjuseks / tekke-
pohjuseks, eri virvi osadest / virvi-osadest).
Those errors are probably the hardest to han-
dle since the correct behavior would often re-
quire understanding of the discourse. Often, it
is arguable whether the words should be writ-
ten as a compound or not (e.g. tekke-pohjuseks,
taime-seemnetes.

Manual analysis of the compounding errors of the
SpeechDat reference texts shows that the majority of

errors (around 60%) were of type 1. About 30% of
the errors could be classified as context errors (type
3) and the rest (around 10%) were of type 2.

5 Conclusion

We tested two separate methods for reconstructing
compound words from a stream of recognized mor-
phemes, using only linguistic information. The first
method, using a special compound word language
model, relies on the assumption that the head part of
a compound word is independent of the preceding
context and its probability is calculated given only
the tail. Probability of the tail, on the other hand, is
calculated given the preceding context words. As an
alternative approach, we proposed to use a trigram
language model for locations of hidden compound
word connector symbols between compound parti-
cles. Experiments with two test sets showed that the
method based on hidden event language model per-
forms consistently better than the compound word
language model based approach.

The proposed compound word reconstruction
technique could be improved. The analysis of re-
construction errors revealed two kinds of problems
caused by data sparseness issues. Some of such is-
sues could probably be eliminated by using a class-
based language model. An added area for further
study is to combine acoustic and prosodic cues, such
as pause length, phone duration and pitch around
the boundary between possible compound particles,
with the linguistic model, as has been done for auto-
matic sentence segmentation (Stolcke et al., 1998).
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Recognized Actual

tihevirviline kostiiim pikendab teie figuuri samas kui eri | .. VARVI OSADEST ..

VARVIOSADEST lithendab

tiles pannakse uued liiklusmérgid PIIRDE TROSS témmatakse pingule | .. PIIRDETROSS ..

tiheks kunsti TEKKEPOHJUSEKS peetakse inimese tarvet ilu ja | .. TEKKE POHJUSEKS ..

loomisrodmu jérele

véikeses ja pimedas kambris oli niha vaid voodi ja SUURLAUD .. SUUR LAUD ..

viga soodsalt mdjuvad organismile tsitrused kiilislauk ja TAIME | .. TAIMESEEMNETES ..

SEEMNETES leiduvad ained

viis miljonit aastat tagasi VALJA SURNUD hiire fossiil oli iillatavalt | .. VALJASURNUD ..

histi sdilinud

vaikne ja ennast ise kiitusega varustav liikur on KUUEMEETRI pikkune | .. KUUE MEETRI ..

silindriline puur

vaguniuksel istub taburetil dlistes TRAKS TUNKEDES naine .. TRAKSTUNKEDES ..

vaesed MAA INIMESED said aru et see oli pogromm nende vastu .. MAAINIMESED ..

LAULULOOIJA oli huvitatud AINU AUTORSUSEST LAULU LOOJA .. AINU-
AUTORSUSEST

kuigi broileriks nimetatakse noort kana saab maitsva prae ka BROILER | .. BROILERKUULIKUST

KUULIKUST

Table 3: Some sample compound word reconstruction errors from the SpeechDat test set.

ation of Information Technology and Telecommuni-
cations.
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Abstract

Although phrase structure grammars have
turned out to be a more popular approach
for analysis and representation of the
natural language syntactic structures, de-
pendency grammars are often considered
as being more appropriate for free word
order languages. While building a parser
for Latvian, a language with a rather free
word order, we found (similarly to
TIGER project for German and Tal-
banken05 for Swedish) that none of these
models alone is adequate. Instead, we are
proposing an original hybrid formalism
that is strongly built on top of the depend-
ency model borrowing the concept of a
constituent from the phrase structure ap-
proach for representing analytical (multi-
word) forms. The proposed model has
been implemented in an experimental
parser and is being successfully applied
for description of a wide coverage gram-
mar for Latvian.

Introduction

{nor mundsg, gunt a, bai ba} @i | ab. | v

morphology, syntax and lexical semantics, to be
properly understood and implemented in the first
place. The advantage of our semantic framework is
that we are not concerned with the full disambigua-
tion at the level of parsing, as the final disarobig
tion can be, hopefully, postponed to the semantic
processing layers involving frame semantics (like
FrameNet) and ontologies (like SUMO) and rea-
soning techniques. Our experiences of building
such syntax parser for Latvian via original hybrid
model techniques are described in this paper.

Morphological analysis nowadays is a solved
problem for virtually any language group. How-
ever, a deep and comprehensive analysis and rep-
resentation of the syntactic structure of an aabjtr
sentence, is still a challenge, illustrated byinde
variety of formalisms attempted in non-English
treebanks, such as TIGER for German (Brants et.
al., 2002) or TalbankenQ5 for Swedish (Nivre et.
al., 2006). To name a few, difficulties are typigal
caused by discontinuous constituents, coordinate
structures and analytical forms (like the ambiguous
prepositional phrases (Volk, 2006)).

Latvian belongs to the Baltic language group —
it is a highly inflective synthetic language with a
rather free word order. We are using the term
rather due to the fact that there is virtually no lan-
guage with an absolutely free word order and vice
versa (Saussure, 1966). We are claiming that Lat-

The reported research is part of an interdiscipfinayian has one of the most liberal word orderings. In
project that aims to develop semantic resourcgrms of the grammar structure Latvian is closely
and methodologies for automatic meaning extragg|ated to Lithuanian and also to Slavonic lan-
tion from Latvian texts. This ultimate goal reqsire guages (int. al. many Central European languages).
the lower levels of the language analysis, namelyerefore the model we have developed and tested

" SemTi-Kamols project at the Institute of Mathemsind
Computer Science (UL). Anno 2005. www.semti-kantols.

for Latvian might be of interest also for other-an
guages.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 13-20
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There are two mainstream approaches that atisscontinuous constituents, which are typical for
typically considered when developing a syntactihe free word order languages. However, to sup-
cally annotated corpus and a forthcoming parser port languages with even more liberal word order
phrase structure (constituency) model or depenthan in the case of German, the TIGER model can
ency model (Nivre, 2002). Although constituencye further empowered with more explicit depend-
and dependency grammars are at least wealdgcy grammar elements as will be described in the
equivalent (Gaifman, 1965), i.e. mutually transsections 2 and 3, where we present our original
formable, they suggest significantly different veew hybrid approach. An initial evaluation of the ap-
and methodologies with their own respective agroach is given in the section 4.
vantages and disadvantages.

Parsers for languages with a rather strict wor@ Our Hybrid Parsing Method
order typically follow a top-down approach: sen- , _ ,
tences are split into phrases or constituents, lwhi®ur hybrid parsing method is strongly based on the
are then split into more fine-grained constituent®ure dependency parsing mechanism described by
Conventionally, formalization of constituents isCovington (2001; 2003). Meanwhile it is funda-
done by means ofphrase structurgconstituency mentally extendgd with a constituency mephamsm
generativg grammar(Chomsky, 1957; Marcus et. [0 handle analytical multi-word forr_ns consisting of
al., 1993). fixed order mandatory W_or(_js. .ThIS enables us to

Languages with a rather free word order can degantly overcome the limitation of the pure de-
more naturally (with considerably smaller numbePe€ndency grammars, where all dependants are op-
of rules) described following the bottom-up apiional and totally free-order. In our approach a
proach: from the surface to the model by drawingead and a dependant don't have to be single or-
subordination links that are connecting individuainographic words anymore.

words. Conventionally, these links are formalized The merging of the two approaches though is
via a dependency grammarTesniére, 1959; not straightforward — to do so we had to introduce

Mel'¢uk, 1988; Hajiova et. al., 2001). a concept of “x-word”, which in a sense is the core

However, in practice the argument of the wordpea of our method. As will be_ seen in the further
order has not been a very strong one. Phrase strB¥Planation, x-words are devices that cancel off
ture rather than dependency structure treeban®dbstrings in parsing and they act as glue between
have turned out to be a more popular approach alé two worlds due to their dual nature:
for synthetic free word order languages, although o y.\yords can be viewed as non-terminal sym-
additions like functional annotations there aremwft bols in the phrase structure grammar, and as
added (Nivre, 2002) or efforts are made to create  g;ch during the parsing process substitute all
both types of syntactically annotated corpora, €.9.  engities forming respective constituents;
(Nivre et. al., 2006). One of the phrase structure
popularity reasons might be the compatibility in ® the dependency parser treats x-words as
methods, algorithms and tools with the English- ~ regular words, i.e., an x-word can act as a
speaking community. head for depending words and/or as a de-

The choice of an annotation scheme in fact is  pendent of another head word.

not_Iimited ju_st to the one or the other candidatq—.he concept of x-word, in fact, is analogous to the
Various hybrid models have been proposed alsgycleus” — the primitive element of syntactic
before, like the different versions of head-driveRjescription introduced by (Tesniére, 1959) and
phrase structure grammars (HPSG) (Pollard anflcyssed in-depth and exploited in (Jarvinen and
Sag, 1994) or the TIGER annotation SChem?apanainen, 1998).

(Brants and Hansen, 2002) and its predecessori; giso bears some similarity to the “classical”
(Skut et. al., 1997). The latter one seems 0 be tpSG approach (Pollard and Sag, 1994), where
most advanced approach towards a real hybrdares of a phrase are handed over via the Head o
model for syntactic analysis: a sentence there #8e phrase (i.e. a constituent as whole is repre-
represented as a graph whose nodes are constihted only by the features of its head). The main

ents and edges — syntactic functions. This allowW§itference of our model is that x-word is a new
TIGER to adequately represent such phenomena as

14
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artificial word with artificial morphological prop-
erties inherited in the controlled way from all eon
stituents that are forming the x-word.

In our approach all complex text structures with
fixed word order, like prepositional phrases and
analytical forms (perfect tenses) of a predicad®, ¢
be seen as (substituted by) x-words (see Figure 1).
Section 3 provides a more detailed description dthe parsing is reduced to the search problem for
the intended x-word usage. the parse tree satisfying these given constraints.

By iteratively substituting all analytical word  In our implementation an automatic acquisition
forms in the text with the corresponding x-wordspf the table A is done on-the-fly by exploiting a
we are ending up with a simple sentence structur@orphological analyzer over the words of input
which can be described and parsed by simpszntence (see Figure 2 for an illustration of #e r
word-to-word (including x-word) dependenciessulting A-table).

The only requirement thus is an agreement on the Additionally to this infrastructure inherited

specified morphological features (as in Figure 1jrom Covington (1990; 2003), we have introduced
Agreement is established via Prolog-style featuene more table (X-table), which is a list of com-
unification (Covington, 2003). plex, fixed word order patterns along with their
x-word substitutions (as sketched in Figure 2). An
x-word is composed via production rules analo-
gous to those of the constituency grammar (only it
is written in a bottom-up direction). The differenc

is that only the mandatory constituents of an x-
word are explicitly declared, while their optional

adependents are described by the regular depend-
ency rules (B-table). X-words can be nested in

verb (likeir bijis jadod 'have had to give’). Con- other x-words as well — either directly like in a

stants are in lower case. Capitalized are variable . o ;
i . nstituency grammar, or indirectly via depend-
that have to agree on values or are to be inherite

ncy rules of B-table.

e
For languages with a rather free word order con- From the point of view of the B-table, simple

; . . , word or x-word heads/dependants are treated
stituents of analytic forms are required to appear equall
a fixed order, however, dependants of such conaualy:
stituents in general appear in a free order acoegrdi

e a list of word forms and their morphological
descriptions (let us name it A-table);

a list of possible head-dependent depend-
ency pairs, declaring which word forms may
be linked by which syntactical roles (let us
name it B-table).

([ _,[v,aux, Tense,Nr, ]17,
[ ,[v,aux, past,Nr, ]],
[ ,[v,mO0,0,Trans]]) >

[ x-verb,[v, m Tense, Nr, Trans, perf]]

Figure 1. A simplified example of an x-word dec
laration: substitution of an analytical form of

to the rules of the dependency grammar and thus Word AI;/ch?rzlr?ological Features
can interleave in between. The consequence is that vasara | [n.T.sg, ToC]
x-words are defined only by their mandatory con- var | [v, aux, present, pl, trans]
stituents while the optional ones (if any) are at-—Peldeties | [v.minf,0,intrans]
tached implicitly via the pure dependency
grammar. . Xr;TIabIe .

An illustration of a hybrid parse tree generate X_XC'XX?(; Morphology Constituents
according to the described x-word based hybrjck- prep
model is shown in Figure 3. X-verb

Despite its conceptual simplicity, the propose
method is very powerful and can be used to parse : B-Table
different phenomena (see section 3) in langua n{;r]!‘f“e?” T nnead [ {E‘al%i?]da”t
both with rather free or strict word order. subj ect [x-verb, {v,mN}] | [ {n Nr,non}]

attribute | [_,{n}] [_,{n, gen}]

2.1 Implementation

Figure 2. Simplified illustration of the tables X,

In general, parsing of dependencies can be basgtt B. Notation {..} — unordered conditions.

on two simple tables (Covington, 1990):
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Vasara lieli un mazi  bémi dodas uz  Baltjas jdru kur vini var peldéties.
(Insummer) (big) (and) (small) (kids) (are going) (to) (the Baltic) (sea) '’ (where) (they) (can) (swim)

Figure 3. A shallow parse tree conforming to thbrldymodel. Directed arcs stand for dependencips (0
tional), undirected — for constituents (mandatoNodes are words, either simple or complex (x-wjprds

Modifier-of-Time Subject Modifier-of-Place
Attribute
Attribute
{N,F,Sg,Loc} {Adj,M,Nom} [{Adj,M,PI,Nom} |{Conj}| {Adj,M,PI,Nom}|| {N,M,PI,Nom} [{V,Main,Pl,Present} | {N,Sg,Acc} |{AdjPre} {N,F,Sg,Gen} |{N,F,Sg,Acc}
vasara X—Equality‘ ‘ lieli un mazi‘ bérni dodas | |x-Prep ‘uz Baltijas|| jaru
SEASON SIZE SIZE OFFSPRING MOVE PLACE REGION BODY-OF-
: ! WATER
QUALITY OWNER
TIME AGENT PLACE

Figure 4. A chunk of the sentence presented ifritpgre 3. Tree representation is encoded in thatioot
of the nested boxes.

Although an x-word as such in its adjacency i2002). By introducing the x-words we have made
seen as syntactic primitive, its internal structisre the hybrid approach already proposed by the
parsed further as an independent subtree exploitiffGER schema more straightforward and more
the fixed patterns and dependency connections dgmwerful.

fined in the X- and B-table respectively. Note that

both explicit and implicit constituents interleave2.2 Visualization

(e.g., 'UZ Baltijas WRU' in Figure 3). _ Along with an original method of parsing, we have
To reduce parsing ambiguity, we have introg|so introduced a space-saving graphical nota-
duced one additional constraint in our parsing efpn — nested boxes — in addition to the classical
gine: each head is allowed to have only Ongee representation. In our notation each box eorre
dependant with the same syntactic role (functiog]oondS to a single word (simple or complex
column in the B-table). For instance, this avoidg.ord) and has both syntactic and semantic anno-
more than one (uncoordinated) subject per preditions. A list of morphological features and syn-
cate, which seems to be a natural constraint. tactic role is given at the top of a word/box; bela
) of an ontological concept and semantic role is
The proposal can be summarized as follows: Waven at the bottom (see Figure 4, illustrating the

have added the mechanism of x-words to & comie-representation of the parse tree shown in Fig-
nation of (Covington, 2003) + (Brants and Hansenye 3).
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3 Methodology The head and the dependant of each dependency

pair can be easily turned into constrained patterns
In this section we will show how different well- (See Figure 6 for a S|mp||f|ed examp|e)’ Stating
known phenomena of syntactical analysis are hagonditions on rich morphological features and in-
dled by our hybrid parser. flectional agreement between both parts.

3.1 Free Word Order 3.3 Constraints on the Left/Right Position

Considering analysis of a free word order, subordixpart form the internal structure of complex

nation relations are declared between parts ofy@rds, positional restrictions can be imposed on
simple sentence, assuming that each part basicajjjrds per se. Although we are dealing with a lan-
is represented by a single word (see Figure 5a Agjuage with a free word order in some cases the
result, dependency grammar is defined by a set @fder of constituents is quite important. For exam-

head-dependent pairs, where only the agreementypé in the already mentioned construction
morphological forms between both parts is signifiat t r ([ adj | ], [n| _]), the constituents nor-

cant, but not the order in which they appear in ggajly can not change their order.

sentence, since it doesn’t have impact on the syn- The parser can be guided by an additional pa-

tactic model. rameter of a dependency rule, indicating whether a
head goes first or last against its dependant:

subject obiect attr([adj|_],[n|_],right).
/\/ @ The fixed order of the words does not prevent
Jani - them from being involved in other dependen-
anis lasa labu gramatu

(John) (reads) (a good) (book) cies — they do not necessarily have to be placed
together. For instance, the parser also accepts con

}""R ?"9“\/ f‘ﬂg structions likdiels koka galdshig wooden table’.

labu gramatu lasa Janis 3.4 Analytical Forms of a Predicate

d book)  (is bei d) (by Joh .
(agood) (book) ~ (is being read) (by John) Rather free word order means that there exist

Figure 5. Dependency tree (arcs) remains the safgnher strict constructions as well, i.e. analytica
for different readings of a sentence. forms. The main part of a sentence that often is
made up by few words in the same function is the
Out of the six possible subject-predicate-objegredicate. We have described the following pat-
orderings all the six are allowed in Latvian. Posierns of an analytical predicate in the X-tabler pe
tion Of an advel’b a.ISO iS not ConStrained. Only a.fect tenseS, moodS, passive Voice, semantic
tributes traditionally go before their heads. modifiers (e.g. modal verbs), nominal and adver-

32 Agreement bial predicates.

In Latvian as an inflective language agreement is suoiect

very important phenomenon. It happens in both

nominal (e.gliela maja ‘in a big house’), and ver-

bal forms. @

/subject\/ /sm&, 5 i @ i

zéns skrien zéni skréja (g Er:;lésh) (ii;) (v]g:iy) Zldll?ys)
(a boy) (runs) (boys) (ran)

n,sg,3rd,nom v,present,sg,3rd n,pl,3rd,nom v,past,pl,3rd ([_, v, _aUX, Tense, Nr, Prs] ],
subj ({n, Nr, Pers, nont, {v, Nr, Pers}) [_ [adj, Gen, Nr,noni]) -

Figure 6. A single unification-based dependency . , ] .
rule will correctly accept all the subject(noun)Figure 7. A nominal predicate: auxiliaty be+ an
predicate pairs. adjective. Modifier depends on the adjective.

c&x- pred, [v, m Tense, Nr, Prs, Gen, nonj ]
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Between the constituents of an analytical predica@oordinated parts of sentence can be regarded as a
other (dependant) parts of sentence may appedmgle x-word, because syntactically they take the
that is acceptable by the parser. In case of Latvigame position. Morphological features are in
they are typically modifiers and attributes, whictagreement, thus can be inherited with no loss of
are related either to the predicate as whole @ tainformation.

particular constituent (e.g., Figure 7). Note that

such cases are also related to the phenomenon3ef Discontinuous Constituents

discontinuous constituents (see section 3.7). The widely discussed phenomenon of discontinu-
ous constituents is one of the main issues if dgali
with a phrase structure grammar. Dependency
Prepositional phrases are regarded as x-words cgnammars on the contrary are not affected much by
sisting of a preposition (or rarely — postpositionjhis problem — non-projective parse trees are very
and a nomen in an appropriate (fixed) form. Thimfrequent phenomena, since dependency gram-
nomen may be further involved as a root for a richmars are not based on constituents and the root
sub tree of dependants — all the structure will belement of each parse tree is a verb (predicate) to
regarded as a single x-word like in Figure 8. which all the other syntactic primitives are con-

nected, either directly or recursively via its de-

3.5 Prepositional Phrases

pendants. Moreover, we are basically interested in
texts where neutral word order prevalils, i.e., in a
written text but not in a speech. We also exclude
from the scope of written texts some specific us-
ages of a language, e.g. poetry.

In our approach discontinuous x-words are im-
plicitly covered by the natural interleaving of de-
pendants within the x-words (see sections 2.1 and
3.4). However, there is a limitation — dependants
that linearly stand inside of an x-word are not al-
skatities pa gaisas istabas logu lowed to be connected to the x-word as whole but
(tolook)  (through) (alight) ~ (of room)  (awindow) g g particular constituent of it — which, in fai,

Figure 8. An x-word-driven prepositional phrase semantically motivated restriction (at least for
(to look through a window of a light rogm Latvian).

Mmodifier

1

, &
1

1

l

I @
Ll

Ll

Ll

Ll

Ll

3.6 Coordinate Structures 3.8 Subordinate and Coordinate Clauses

Another well known issue concerns coordinat@ is obvious that subordinate and coordinate
structures. The notion of an x-word can be cleariauses are based on a simple sentence structure.
used to describe coordinated parts of a sentenceTarefore in our model subordinate clauses are

well (as illustrated in Figure 9). seen as x-words as well — they link to the princi-
pal clause as a single part of a sentence (both syn
e @ tactically and semantically), and typically they ar

dependants of a single word (simple or complex
one). An example has been already shown in Fig-
@ @ @ @ Objegy ure 3. Thereby, an artificial part-of-speech muest b
introduced for a subordinate clause.
@ Clauses being in coordination relationship
could be joined under an artificial nodentence

! | similarly as it is illustrated with coordinate stru
meitene = séz un lasa gramatu  tyres in section 3.6. However, from the point of
(ag)  (ssiting)  (and)  (reading)  (@book) 0\ of semantic structure each coordinated clause

Figure 9. A typical pattern of a coordination Strucis yreated as a separate sentence. Such an x-word

ture that is parsed using the x-word mechanism. {3, |4 only introduce unnecessary ambiguity to-
this case the coordination results in a predicate.
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gether with grammar patterns for coordinated Some constructions are not implemented in the
verbs: by application of dependency rules the cparser yet (e.g. semi-predicative components and
ordinated parts of sentence can be expanded upptaticipial phrases), but we believe that there are

coordinated clauses. no principal problems in dealing with these con-
structions.
4 Evaluation A screenshot of a running application is given

o in Figure 11. Although the model and the parser

It should be noted that we are not considering aRyere made taking into account the Latvian lan-
performance an.d algorithmic complexity aspects i@uage only, the parser that is based on the three
the scope of this paper. Moreover, we would likgjear-cut tables has turned out to be language inde
to avoid any premature discussion on optimizatio'gendent_
or disambiguation to keep the model descriptive ope might ask why we haven't tried to extract
and clean until the stage of the semantic analysisihe grammar from a treebank. It has been shown
~ The described hybrid parsing method has begRat if there is a sufficiently large treebank &vai
implemented in a running parser of Latvian. Pegpe (at least about 20 000 manually annotated sen-
formance of the naive and straightforward implegnces), it is possible to learn the grammar at a
mentation is in the range of few seconds pP&fertain extent from the treebank (Charniak, 1996).
sentence and is acceptable for verification purposgnfortunately there is no large scale Latvian tree-
of the grammar. _ bank available. Actually, there is no publicly ac-

The grammar is already able to recognize moggssiple treebank at all. Moreover, the corpus has
types of frequent syntactic structures. If an arbiy pe annotated with a grammar of interest. Instead
trary sentence can not be parsed successfully, itye are planning to develop an experimental tree-

mainly because of “routine” work needed to ad@ank on the basis of the approach and the parser
the missing table entries to the system. However,jresented.

is feasible that a significant amount of work il st
pending to accomplish a near-complete coverage
Currently we have formalized ~450 patterns =« s«
x-words (X-table) and ~200 dependency rules (f .
table). A-table, as it was mentioned earlier, fa o
each sentence is built on-the-fly by exploiting "™
morphological analyzer of Latvian. Although the
number of patterns/rules is still small, part cérth
have been detected as overlapping, or are too g
eral. This results in high number of ambiguities fo||| o ||| o™
the respective sentences. Due to this, in panaiel ||
are developing an automated consistency chech —= 5

to detect the possible inconsistencies or overlabé} T
ping in the hand-crafted rules. igure 11. A screenshot of the user-interface ef th

On the other hand, free word order structures [§yPerimental Latvian syntax parser. It is imple-

default are more ambiguous than the correspondifiinted in SWI-Prolog with a web-browser front-

analytical constructions. Therefore, we produce nd.

the possible parse trees for each sentence and con- )
sider the result correct and sufficient for thetier © Conclusion
semantic parsing stage, if all these trees areasyntw
tically correct and the semantically correct tree i
among them. We agree with (Tesniere, 1959) th

g:reuc;stﬁr:teaqltlr?efgflé(r:;u\;\?efroelloz\al\rlz ;riggqmtgeuz;rgsrg' cribe languages both with rather free or strict
: 9 9 Sgrd order. Even if the computational performance

e have experimentally verified that the proposed
hgbrid model, which is strongly based on the de-
ndency grammar approach, can be used to de-

separate problem and in the current stage of ana nd simplicity is better for phrase-structure gram-

\S;!aslic;,\{[?egglyrc? doué:;;e that there are syntactical ars, the construction of a wide coverage grammar
P ) might be more convenient via a layer of the pro-
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posed hybrid approach. Straightforward compatkva Hajtova, Jan Hafi, Martin Holub, Petr Pajas,
bility between the syntactic and semantic strusture Veronika Kol&éovaRezntkova, Petr Sgall,
in case of the dependency grammar is also of aBarbora Vidova Hladka. 2001.The Current
great importance. Status of the Prague Dependency Treebamk

In order to adapt the parser for other languagesProceedings of the 5th International Conference
“only” the three tables (A, X and B) have to be on Text, Speech and Dialogue, Zelezna Ruda-
produced describing morphology and syntax of the Spicak, Czech Republic, Springer-Verlag Berlin
particular language. Heidelberg New York, pp. 11-20

Timo Jarvinen and Pasi Tapanainen. 1998-:
wards an implementable dependency grammar
Project is funded by the National Research Pro- In Proceedings of the Workshop “Processing of
gram in Information Technologies and is partially Dépendency-Based Grammars”, Quebec, Can-
supported by European Social Fund. Also we thank 2d& pp. 1-10
our colleagues and reviewers of this paper forthgyor Meltuk. 1988.Dependency Syntax: Theory
valuable comments and references. and Practice Albany, N.Y.: The State Univer-
sity of New York Press
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Using Danish as a CG Interlingua:
A Wide-Coverage Norwegian-English Machine
Translation System
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Abstract

This paper presents a rule-based
Norwegian-English MT system.
Exploiting the closeness of
Norwegian and Danish, and the
existence of a well-performing
Danish-English system, Danish is
used as an «interlingua».
Structural analysis and polysemy
resolution are based on Constraint
Grammar (CG) function tags and

dependency structures. We
describe the semiautomatic
construction of the necessary

Norwegian-Danish dictionary and
evaluate the method used as well
as the coverage of the lexicon.

1 Introduction

Machine translation (MT) is no longer
an unpractical science. Especially the
advent of corpora with hundreds of
millions of words and advanced
machine learning techniques, bilingual
electronic data and advanced machine
learning techniques have fueled a
torrent of MT-project for a large number
of language pairs. However, the
potentially most powerful, deep rule-

based approaches still struggle, for
most languages, with a serious
coverage problem when used on

Lars Nygaard
The Text Laboratory

University of Oslo
Oslo, Norway
lars.nygaard@iln.uio.no

running, mixed domain text. Also, some
languages, like English, German and
Japanese, are more equal than others,
not least in a funding-heavy
environment like MT.

The focus of this paper will be
threefold: Firstly, the system presented
here is targeting one of the small,
«unequal» languages, Norwegian.
Secondly, the method used to create a
Norwegian-English translator, is
ressource-economical in that it uses
another, very similar language, Danish,
as an «interlingua» in the sense of
translation knowledge recycling (Paul
2001), but with the recycling step at the
SL side rather than the TL side. Thirdly,
we will discuss an unusual analysis and

transfer = methodology  based on
Constraint Grammar dependency
parsing. In short, we set out to
construct a Norwegian-English MT
system by building a smaller,

Norwegian-Danish one and piping its
output into an existing Danish deep
parser (DanGram, Bick 2003) and an
existing, robust Danish-English MT
system (Dan2Eng, Bick 2006 and 2007).

2 The MT system

The Bokmal standard variety of
Norwegian is a language historically so
close to Danish, that speakers of one
language can understand texts in the

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 21-28
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other without prior training - though the
same does not necessarily hold for the
spoken varieties. It is therefore a less
challenging task to create a Norwegian-
Danish MT system than a Norwegian-
English or even Norwegian-Japanese
one. Furthermore, syntactic differences
are so few, that lexical transfer can to a
large degree be handled at the word
level with only part of speech (PoS)
disambiguation and no syntactic
disambiguation, allowing us to depend
on the Danish parser to provide a deep
structural analysis. Furthermore, the
polysemy spectrum of many Bokmal
words closely matches the semantics of
the corresponding Danish word, so
different English translation equivalents
can be chosen using Danish context-
based discriminators.

2.1 Norwegian analysis

As a first step of analysis, we use the
Oslo-Bergen Tagger (Hagen et al. 2000)
to provide lemma disambiguation and
PoS tagging, the idea being to translate
results into Danish, using a large
bilingual lexicon, and feed them into the
syntactic and dependency stages of the
DanGram parser. However, though both
the OBT tagger and DanGram adhere to
the Constraint Grammar (CG) formalism
(Karlsson 1990), a number of
descriptive compatibility issues had to
be addressed. Since categories could
not always be mapped one-to-one, we
had to also use the otherwise to-be-
skipped syntactic stage of the OBT
tagger in order to further disambiguate
a word's part of speech. Thus, the
Danish preposition-adverb distinction is
underspecified in the Norwegian system
where the 2 lexemes have the same
form, using the preposition tag even
without the presence of a pp. The same
holds for about 50 words that in Danish
are regarded as unambiguous adverbs,
but in Norwegian as unambiguous
prepositions.
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2.2 The Norwegian-Danish lexicon

The complexity of a Norwegian-Danish
dictionary can be compared to Spanish-
Catalan language pair addressed in the
open source Apertium MT project
(Corbi-Bellot et al. 2005), where a 1-to-1
lexicon was deemed sufficient (with a
few polysemous cases handled as multi-
word  expressions), avoiding the
disambiguation complexity of many-to-
many lexica necessary for less-related
languages. Even without extensive
polysemy mismatches, the productive
compounding nature of Scandinavian
languages, however, increases lexical
complexity as compared to Romance
languages - an issue reflected in the
transfer evaluation in chapter 2.3.

In a project with virtually zero
funding, like ours, it can be difficult to
build or buy a lexicon, not to mention
the general lack of wide-coverage
Norwegian-Danish electronic lexica to
begin with. So with only a few thousand
words from terminology lists or the like
available, creative methods had to be
employed, and we opted for a
bootstrapping system with the following
steps:

(a) Create a large corpus of
monolingual - Norwegian text and
lemmatize it automatically. Quality was
less important in this step, since
frequency measures could be employed
to weed out errors and create a
candidate list of Norwegian lemmas.

(b) Regard Norwegian as misspelled
Danish, and run a Danish spell checker
on the lemma-list obtained from (a).
Assume translation as identical, if the
Norwegian word 1is accepted by a
Danish spell checker. Use correction

suggestions by spell checkers as
translations suggestions. Because
differences could be greater than

Levenshtein distance 1 or 2, a special,
CG-based spell checker (OrdRet, Bick
2006) was used, with a particular focus
on heavy, dyslexic spelling deviations
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and a  mixed
approach.

(c) Produce phonetic transmutation
rules for Norwegian and Danish spelling
to generate hypothetical Danish words
from Norwegian candidates, and than
check if a word of the relevant word
class was listed in either DanGram's
parsing lexicon or its spell checker
fullform list.

Methods (a-c) resulted in a list of
226,000 lemmas with translations
candidates in Danish. Only 20,000 low-
frequency words were completely
unmatchable. In a first round of manual
revision, all closed-class words, all
polylexical matches were checked, and
a confidence value from DanGram's
spell checker module was used to grade
suggestions into safe, unsafe and none.
Next, a compound analyzer was written
and run on all Norwegian words,
accepting compound splits as likely if
the resulting parts both individually
existed in the word list, finally creating
a Danish translation from the
translations of the parts, and checking
it and its epenthetic letters against the
Danish lexicon. This step not only
helped to fill in remaining blanks, but
was also used to corroborate spell
checker suggestions as correct, if they
matched the translation produced by
compound analysis - or replace them, if
not. After this, 13.800 lemmas had no
translation, 23.500 lemmas were left
with an «unsafe» marking from the spell
checker stage, and in 20.700 cases,
compound analysis contradicted spell
checker or list suggestions otherwise
deemed safe. Allowing overrides in the
latter case, and removing the two
former cases, we were left with a
bilingual lemma list of 188.500 entries.

Finally a dual pass of manual
checking was directed at all items with
a frequency count over 10,
corresponding to about 12.5%. In
obvious cases, related low-frequency
words in neighbouring positions on the

graphical-phonetic

alphabetical list were corrected at the
same time.

In order to evaluate our method of
lexicon-creation, we extracted all words
with frequency 9 - the most frequent
group without prior manual revision -
and inspected all suggested translations
(1544 cases).

type n %

non-word 33 2.1 %
wrong PoS 8 0.5 %

etymology 161 10.4 %

transpare 6 0.4
nt!

intranspar 20 1.3 %
ent?
all 187 12.1 %
corrected
all 228 14.8 %

Table 1

As can be seen from table 1, ignoring
the 2.6 % of non-words from the corpus-
based lemma-list, about 12% of the
unrevised translations were wrong.
However, in most of these cases (10.4%,
over 4/5), the Danish translations were
still etymologically - and thus spelling-
wise - related to their Norwegian

! brise (bleese), spenntak (spaendloft),
stabbe, strupetak (strubelag), villastrak
(villakvarter), varluft (forarsluft)

z guttete (drengete), havert (slags seel),
hengemyr (haengedynd), kraftsektor
(energisektor), koring, kvinneyrke,
langdryg, latskriver, lennsnemnd,
malingflekk, omvisning (rundvisning), purke
(so), sauebonde, smokk (sut), strikkegenser,
sgppelbgtte (affaldsbgtte), tukle (fumle),
toyelig (fleksibel), vassdrag (vandlgb),
yrkesutdanning
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counterparts, and should thus be
accessible to improved automatic
matching-techniques.
frequen| non- wrong |correct
cy word PoS ed
9 (all) 2.1 % 0.5% 12.1 %
5 0.5 % 1.5% 14 %
4 4% 0.5% 14 %
3 1% 0.5% 10.5 %
2 4 % 3 % 9.5 %
1 3.5% 0.5% 8.5 %
average | 2.5 % 1.1 % 11.4 %
Table 2

Small checks were also conducted
for other frequencies (200 words each),
randomly extracting 1 out of 10 words.
Results indicate @ that  automatic
translatability remains similar in
general, though
there was a slight correlation between
falling frequency and less need for
correction. The proportion of non-words
was high for low frequencies, possibly
reflecting spelling errors and analysis
problems with rare words in the corpus
data. However, since having non-
existing words in the SL-list, is only
«noise» and not a problem for the MT
system, we conclude from their
translatability that low-frequency words
are at least as safe a contribution to the
lexicon as high-frequency words.

2.3 Norwegian-Danish transfer

Analysed input from the Oslo-Bergen-
tagger is danified by substituting
Danish base forms for Norwegian ones.
Even with an extensive bilingual word
list, the transfer program is not,
however, a mere lookup procedure. Due
to the compounding structure of the
languages involved, compound analysis
has to be performed both on the
Norwegian and the Danish side - the
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former to achieve a part-by-part
translation for words not listed in the
bilingual lexicon, the latter to permit
assignment of secondary Danish
information (valency, semantics) to
Danish translations not covered by the
DanGram monolingual lexicon.

The Norwegian-Danish transfer
module was evaluated on 1,000 mixed-
genre sentences from the Norwegian
web part of the Leipzig Corpora
Collection®* and a 6.500 word chunk
from the ECIcorpus®.

Web Litterature
words 15,641 6,521
N, ADJ, V, 8,976 3,098
ADV (57.4%) (47.5%)
not in noda- | 991 (6.3%) 182 (2.8%)
lex
compound | 458 (2.9%) 78 (1.2%)
S
not in dan- 127 (0.8%) 32 (0.5%)
lex

Table 3

The failure rate for Norwegian words
was 6.3% in the web corpus, in part
compensated by the fact that almost
half of these (2.9%) could still be
compound-analyzed. The coverage rate
of the Danish lexicon was very high -
only 0.8% of suggested translations
were not found. Figures for the
literature corpus were almost twice as
good - even when taking into account
that the percentage of open-class
inflecting words was 10 percentage
points lower in this corpus.

2.4 Danish generation

Finally, Danish full-forms are generated
from the translated base-forms, based

3 http://corpora.uni-leipzig.de
* European Corpus Initiative,
http://www.elsnet.org/resources/eciCorpus.html
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both on the filtered OBT morphological
tag string, and inflexional information
from the Danish lexicon.

“[hus] N NEU S DEF GEN", for
instance, will be inflected as hus ->
NEU DEF huset -> GEN husets.
Irregular forms are stored in full in a
separate file, and compound stems are
constructed, prior to inflexion, using
rules for the insertion of epenthetic s or
epenthetic e.

(1) agurk+tid -> agurketid
(2) forbud+stat -> forbudsstat

Alas, Danish and  Norwegian
morphology are not  completely
isomorphic, and in order to handle

differences in a context-dependent way,
a special CG grammar is run before
generation. This grammar handles, for
instance, the Norwegian phenomenon
of double definiteness:

(3) NOR: den store bilen -> DAN:
den store bil

Here, so-called substitution rules are
used, replacing the tag DEF with IDF in
the presence of definite articles
(example below) or pre- or post-
positioned determiners and attributes
(syntactic tags ©@<AD], @<DET,
©@AD]>, @DET>):

SUBSTITUTE (DEF) (IDF) TARGET
(N)

IF (*-1 ART BARRIER NON-PRE-
N/ADV) ;

2.5 Structural analysis

Syntactic-functional analysis was based
not on the Norwegian OBT-analysis, but
on a from-scratch analysis of the
translated Danish text, in part because
of the high syntactic accuracy of the
Danish parser (Bick 2000), in part to
ensure compatibility with the
descriptive conventions used in the next
syntactic stage, dependency analysis,
and the Danish-English MT system
itself. The Dependency grammar in

question (described in Bick 2005)
consists of a few hundred rules
targeting CG function tags, supported
by attachment direction markers and
close/long-attachment markers from a
special CG layer run as a last step
before dependency.

2.6 Danish-English transfer

Though the Danish-English MT system
(Dan2eng, fBick 2007) is not the focus
of this paper, and used as is in a black
box fashion, a short description is in
order - not least because of the
perspective of ultimately creating a
similar system for direct Norwegian-
English transfer.

The core principle of Dan2eng is to
rely as much as possible on deep and
accurate SL analysis. In this spirit, the
selection of translation equivalents is
based on lexical transfer rules
exploiting syntactic relations in a
semanticised way. The way in which
Dan2eng semanticizes syntax, differs
significantly from many older rule-
based MT systems designed in the 80's
and 90's. First, it uses dependency
rather than constituent analyses, and
second, it is the first MT system ever to
be based on Constraint Grammar, a
combination that provides it with a
robust way of progressing from shallow
to deep analyses (Bick 2005) without
the high percentage of parse failures
inherent to many generative systems
when run on free text®.

As an example, let us have a look at
the translation spectrum Danish verb at
regne (to rain), which has many other,
non-meteorological, meanings
(calculate, consider, expect, convert ...)
as well. Here, Dan2eng simply uses
grammatical distinctors to distinguish
between translations, rather than
define sub-senses.

> Even today, MT systems using deep syntax, may
find it cautious to restrict their domain or
structural scope, like the LFG- and HPSG-based
LOGON system (Lgnning et al. 2004).
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Thus, the translation rain (a) is
chosen if a daughter/dependent (D)
exists with the function of
situative/formal subject (@S-SUBJ),
while most other meanings ask for a
human subject. As a default® translation
for the latter calculate (f) is chosen, but
the presence of other dependents
(objects or particles) may trigger other
translations. regne med (c-e), for
instance, will mean include, if med has
been identified as an adverb, while the

preposition med triggers the
translations count on for human
«granddaughter» dependents (GD =

<H>), and expect otherwise. Note that
the include translation also could have
been conditioned by the presence of an
object (D = @ACC), but would then
have to be differentiated from (b),
regne for (‘consider’).

regne V’

(a) D=(@S-SUB]) :rain;

(b) D=(<H> @ACC) D=("for" PRP) nil
:consider;

(c) D=("med" PRP) on GD=(<H>) :count;
(d) D=("med" PRP) on :expect;

(e) D=(@ACC) D=("med" ADV) nil
:include;

() D=(<H> @SUB]J) D?=("pa" PRP) nil
:calculate;

The example shows how information
from different descriptive layers is
integrated in the transfer rules.
Structural conditions may either be
expressed in n-gram fashion (with P+n
or P-n) positions, or dependency fashion

(reference to daughters, mothers,
granddaughters and grandmothers
independent of distance). Semantic

conditions can either be inferred with

5 The ordering of differentiator-translation pairs
is important - readings with fewer restrictions
have to come last. The example lacks the
general, differentiator-free default provided with
all real lexicon entries.

7 The full list of differentiators for this verb
contains 13 cases, including several
prepositional complements not included here
(regne efter, blandt, fra, om, sammen, ud, fejl ...)
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regular expressions from word or base
forms, or exploit DanGram's semantic
prototype tags in a systematic way, e.g.
<tool>, <container>, <food>, <Hprof>
etc. for nouns (160 types in all).
Adjectives and verbs have fewer classes
(e.g. psychological adjective, move,
speech or cognitive verbs), but make up
for this with a rich annotation of
argument/valency tags.

The rule-based transfer system is
supplemented by a dictionary of fixed
expressions and a (so far sentence-
based) translation memory. The Danish-
English bilingual lexicon was built to
match the coverage of the DanGram
lexicon (100.000 words plus 40.000
names), but does not yet have the same
coverage for compounds. In any case,
compounds are  productive, and
therefore covered by a special back-up
module that combines part-translations,
affix-translations. Rules may be used to
force a different translation for a
lexeme if used as first or second part in
compounds, e.g. FN-styrke, where
styrke should be 'force', not 'strength'.
The compound module is doubly
important for our Nor2eng interlingua
approach, since secondary Danish
lookup-failures may be caused by
Norwegian lookup-failures.

2.7 English generation and syntax

English generation is handled much like
Danish generation, drawing on CG

morphological tags, a lexicon of
irregular forms and some
phonetic/stress heuristics to inflect

translated base forms - again supported
by a special CG layer performing
systematic substitutions (for instance
plural translations of singular words)
and insertions (certain modals, or
articles). Differences in syntax are
handled by successive transformation
rules, which may move either words or
whole dependency tree sections if



Using Danish as a CG Interlingua: A Wide-Coverage Norwegian-English Machine Translation System

certain tags, tokens or sequences are
found.

In the following example, two
movement rules were applied. The first
changes the Scandinavian VS order into
SV after a filled front field, placing the
fronted adverbial between S and V. The
other rule, classifying the adverbial,
decides on a better place for it -
between auxiliary and main verb.

NOR: Pa 1980-tallet ble sammenhengen
mellom sosiale faktorer og helse i stor
grad avskrevet.

DAN:

I PRP @ADVL #1->13

1980'erne N @P< #2->1

blev V @STA

#3->0

sammenheangen N @SUBJ

#4->3

mellem PRP @N< #5->4

sociale ADJ] @>N #6->7

faktorer <cjtl> N @P<

#7->5

og KC @CO

#8->7

helse <cjt2> N @P< #9->7

i PRP @ADVL  #10-
>13

stor ADJ] @>N #11-
>12

grad N @P< #12-
>10

afskrevet V @AUX< #13-
>3.
ENG: In the 1980s the connexion

between social factors and health was
largely written off.

Note also the fact, that the
preposition change is a difference
between Norwegian and Danish, not
between Danish and English, and that
the subject movement acted on the
whole NP, including its dependent PP,
which again contained a coordination.

The necessary dependency links are
marked in the Danish interlingua
sentence.

IMlustration 1

Nor2dan

- transfer

DanGram

* morphology
* disambig.CG

Dan2eng

- transfer

> Statlstl?al
smoothing
3 Perspectives: Statistical

smoothing

In spite of the fact that Dan2Eng
employs tens of thousands of hand-
written lexical transfer rules, it is
extremely difficult to cover all
idiosyncrasies of, for instance,
preposition usage or choice of synonym
in a rule based way. Furthermore,
mismatches are more likely when
chaining two translations. On the other
hand, statistical methods allow to check
the probabilities of rule-suggested
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translations in a given context,
smoothing out translational rough
spots. Given the lack of large bilingual

Norwegian-Danish or Norwegian-
English corpora, it is an added
advantage, that such methods work

with monolingual, target language
corpora - of which there are almost
unlimited amounts availabe in the case
of English. To prepare for an integration
of TL smoothing, we performed
dependency annotation of 1 billion
words, and started extracting n-gram
information as well as what we call dep-
grams - hierarchical chains of
dependency-linked words, the former
with the perspective of preposition-
smoothing, the latter for argument-
smoothing.

Future evaluations, to be conducted
after a more complete revision of the
Norwegian bilingual lexicon and the
construction of a polysemy-sensitive
Norwegian-Danish transfer grammar,
will have to address not only the overall
quality of the MT system as a whole -
optimally in comparison with other
systems, like LOGON (Legnning et al.
2004) -, but also the relative
contributions of rule based and
statistical modules.
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Abstract

This paper describes a new Norwegian speech
corpus — The NoTa Corpus — that exhibits a va-
riety of useful and advanced features. It con-
tains 900 000 words of transcribed, lemmatised
and POS tagged Oslo speech (carefully selected
to cover many speech varieties), which is linked
directly to audio and video. It has advanced
search interfaces both for searches and results
presentations. Since corpora of this kind are
aimed at linguists and non-technical users, our
guideline has been to keep user-interfaces
maximally simple at all levels. The paper de-
scribes the contents of the corpus, and focuses
on some nice features of its search interface.
Some problems and solutions w.r.t. transcrip-
tion are discussed, and the corpus is compared
with five other speech corpora.

1 Introduction

In this paper, we will present the NoTa Corpus —|:=

new speech corpus for Norwegian. It has be

developed in order to serve non-technical linguis

as well as developers in language technology. T

means that it will be a valuable language resour{”

for a wide range of users, for research problems

such diverse disciplines as lexicography ...
phonology, morphology, syntax, semantics..
pragmatics, dialectology, socio-linguistics|

psycholinguistics, speech synthesis, grammatig:

tagging and parsing, and artificial intelligence.

range of possible combinations of search variables,
including multimodal options. Both the contents
and interfaces for search and presentation oftsesul
have been planned in order to give maximal value
for the user linguist at a minimum of effort and
training.

For language and speech technologists we have
focused on a high technical standard for various
aspects of the contents, especially audio quality
and standardised text markup.

With our aim at developing a high standard
speech corpus, we have used a variety of off-the-
shelf programs as well as tools and resources that
we have developed ourselves, many of which will
be available for the larger research community.

The corpus consists of 900 000 words that are
transcribed, lemmatised and POS tagged. The tran-
scriptions are linked to audio and video. A result
concordance with video is illustrated below:

7 O
pss Eﬂ

For linguist users, the search and results mteH'ngre 1. The main results page W|th V|deo view-

faces are developed in order to ensure a simpley.
human-machine dialogue, a non-trivial task given
the complex searches that can arise from the wide

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
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Section 2 of the paper focuses on the contents sarches via grammatical tags. (Some examples
the corpus; annotation, multimedia representatiowjll be given in section 3.)

selection of informants and type of recordings, and

transcription. Section 3 describes the search-inter . o

face with special interest given to criteria regagd 2-2 Informants and recording situation

linguistic and informant selection. In section 4 wehe corpus consists of the speech of 166 infor-
compare the corpus with five other speech corpopaants from the Oslo area, carefully divided to rep-
along some of the variables that have been higfesent in equal numbers gender, age (three groups:

lighted in this paper. 16-25, 26-50, 51-95), educational background and
place of residence. The informants were recruited
2 Contents of the NoTa Corpus in a variety of ways, from actively contacting cen-

tres for elderly people, schools and work places, t
using the press, students and the network of people
we knew.
The NoTa corpus is transcribed using standard or-Each informant takes part in a semi-formal ten-
thography. (The reason for this choice and someninute interview with a project assistant, in which
discussion about transcription is given in sectiofe or she is asked general questions about his or
2.3.) The corpus is lemmatised and POS tagged hyr life. In addition, each informant takes paraim
a TreeTagger trained on a manually corrected venpformal 30-minute dialogue with another infor-
sion of the Oslo-Bergen tagger, which is a writtemant, at which point the informants get served
language tagger (for details, see Ngklestad a@ginks and snacks to add to the informal atmos-
Sgfteland, to appear). phere. This way the corpus has two different
The corpus is represented with video and audigpeech styles from each informant.
recordings that are linked to the transcriptfons Norwegian legislation requires a high level of
The linking between transcription and audio/vide@nonymity and security (to the extent that this is
makes it possible for the user to get a directimultpossible when informants appear on audio and
media representation of any desired fragment ¢fdeo). This has two consequences. First, the $opic
the corpus. that are talked about must be “safe”: the inforreant
The corpus is searchable via the Internet sitAust be instructed not to talk about e.g. politics,
using the corpus explorer tool Glossa (Nygaargkligion, illness, criminality, and other people.
2007), a very user-friendly interface built on wp Second, the informants must not be linked to the
the IMS Corpus Work Bench Query system. Theélata by name or other identification, so the ligts
results are shown as concordances linked to thfeir names and addresses have had to be de-
multimedia representations. The Glossa systesfroyed.
also allows further processing of the search result The second consequence cannot be compen-
by exporting all or a subset of them to external fi sated, but the first consequence turns out noeto b
formats, and by viewing them in a variety of waysa serious problem. The informants get a list of pos
such as frequency counts, collocations, statisticgible topics (such as film, pets, travel, sports) t
measures, pie charts etc. help them if the conversation goes dead. By com-
All transcriptions of the speech occurring iparing the two styles of each informant, it is clea
the corpus are searchable, as are the specially gat the limitation on topic is not generally initib
notated events such as laughter and coughing, plug.

a variety of interjections and exclamations, extra-

linguistic noises etc. It is also possible to do o
2.3 Transcription

2.1 Annotation and multimedia representa-
tion

The NoTa corpus has been transcribed by standard
gram Transcriber. orthograp_hy ( Norwegian Bokmal), in accord with

% We have used Quicktime Pro to convert from .wawvefat to the practice in other speech corpora, S_UCh as the
AAC in .mov-files, to be played by each user in ime, SPoken Dutch Corpus (CGN). The benefits of such

via a central streamer. a choice over a more phonetic variant are

numerous: Transcribers do not need special

1 All speech is transcribed using the freely downédad pro-
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training; inter-annotator agreement inunmarked for case. Choosing an orthographic form

transcriptions is more likely to obtain; fewerfor them would be to either force a particular case

options will make transcribing quicker; theonto them, something we have already seen can be

resulting transcription can readily be used fovery difficult due to inter-speaker variation, ar t

searching, reading it will be easier, and taggingd a force a choice of animacy even when the context is

parsing will be easier. ambiguous. Some choices of pronouns are given in
However, speech will always contain linguistiq4).

as well as non-linguistic information that stamtla

orthography — as it appears in standar(Ba) a 3p sg fem

dictionaries — has no remedies for, and whicH3b) n 3p sg masc

corpus developers want to and sometimes need to

cater for, so some concessions will have to Héa) hun 3p sg fem nom

made. We shall mention a few of them here, and henne3p sg fem acc
otherwise refer to Hagen (2005), Johannessen et al.
(2005), Badal et al. (to appear). (4b) han 3p sg masc ani-

A first challenge is to decide what it means to ‘mate nom
use an orthographic standard. Should it only count ham 3p sg masc ani-
at word-level? How about syntax? Consider the o mate acc
example below. In Norwegian, the standard norm den 3p sg inanimate

says that 3p pl pronouns are inflected for case, so

that nominative is used with subjects, and accusa- We have chosen to add these and other words
tive with objects (example 1 below). Howeverthat do not have a clear equivalent in the standard
many people violate that norm in various ways, &thography, to a word-list that we ask the tran-

in (2). scribers to use.
A second type of words not found in the stan-

(1a) De gar dard dictionary are typically dialect words or bor-

they- Nom  walk rowings. We simply use these as they are, and have
(1b) Anne ser dem. chosen to tag them in the following way:

Anne sees them- ACC

(5a) den fisken ser ggllei

(2a) Dem gar. [language=x] ut

them- Acc walk that fish looks "ggllei”
(2b)Anne ser de. (horrible)

Anne sees they- NOM

(5b) yes [language=x] det er fint

We have chosen to follow the orthographic "yes” that is good
norms only at word-level, so that it is irrelevant
whether a word is used “wrongly”; what is relevant Interjections are a third type of words that are
is whether a given spoken word has an orth@ot all found in the dictionary. Like with other
graphic equivalent. Thus, the examples in (2) anon-standard words, we found that we had to add
acceptable transcriptions in the NoTa corpus. Als)em to our word-list. Distinguishing between in-
maybe needless to say, “incorrect” word order willerjections and other noises is not necessarily, eas
never be changed by the transcribers. however. Our rule of thumb was to try to fit some

A second challenge is words that occur in spokei®nstant meaning to the sound sequence. If possi-
language only. One difficult type is words that arle, we treated the candidate as an interjectiod, a
clearly variants of written ones, but where it is u devised a uniform spelling for the word in ques-
clear of which particular word. Consider the Nortion. This work was also necessary to distinguish
wegian clitic (spoken) pronouns in (3), which arghese interjections from similar, but non-identjcal
ones that already existed in the dictionary. Some
of our new interjections together with some old
ones (marked with BMO) can be seen in (6):

3 Standard orthography in the NoTa context is defathat
which can be found in Wangensteen (20@8kmalsordboka
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(6)

aha (surprised) BMO

e (hesitating — irrespective
of the vowel quantity)

eh (indicating distance)

ehe ("l see” —two syllables)
em (hesitation)

heh (impressed)

hm (inquiring, wondering) BMO
hae (inquiring) BMO

jaha (strengthen "yes”) BMO
m (hesitation, accepting)
m-m (benektende)

mhm (" see” — two syllables)
mm (confirming — two syll.)
nae (surprised, wondering)
nja (doubting) BMO

naehei (strengthening "no”)
ops (something went wrong)
u (impressed)
geae(confirming — two syll.)
a-a (something went wrong)
aja (suprised)

In addition to interjections, there are meaning

ful sounds that many speech corpora annotate, s

as laughter.

Their meaning is not as conventiong

ised as that of interjections, and we have chosen

have very coarse-grained categories, (7). They gfyure 2. Limiting searches w.r.t. recording type.
annotated in the corpus as tags.

()

have no numbers to show it, and must admit as
well that we do still find mis-annotations.

Most of the corpus consists of dialogue. We
have taken this genre seriously, and gone to great
lengths to annotate turn taking, overlaps, interrup
tions etc. This choice has slowed down the tran-
scription process considerably, but we think has
also added to the general value of the corpus.

A picture of a dialogue sequence with infor-
mants is shown in figure 11.

3 The Search Interface

3.1 Limiting Search w.r.t. Informants

It is possible, and indeed easy, to limit the dearc

to subgroups of informants. One main choice is
between types of recording; free dialogue vs. semi-
formal interview:

Nullstill

Innstllinger

Opptakssituasjon E’
Interviu:
Alle typer samtale:

Spesifiser:

Inkluder

Intervjueren:

Front clicking sound
Back clicking sound

Sucking noise
Sibilant
Yawning
Laughter
Breathing
Special cough

Furthermore, it is possible to limit the subgroup
of informants according to all the informant vari-
ables, such as gender, age, place of residence,
place of birth, work, educational background:

4

Representativ utvalg: []  Velg informant direkte: []

Demografiske trekk

Alder Bodd lengst
K3ann - Yrke

Oppvekststed Utdannelse

: alge

Bosted

All transcriptions have been proof-read by othe
transcribers than those having done the originkigure 3. Choosmg subgroups of informants.
transcription, and regular transcription meetings
were held between the half a dozen transcribersTicking off some of the boxes will lead to the
and the project management during the 18 monthspping up of new and more detailed ones. The
project period. The correctness and inter-annotatislea behind the gradually more specific choices is
agreement ought therefore to be high, although e keep each interface no more complex than the

4 Ordinary cough resulting from iliness is not anbeda
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advanced, complex searches to have a use&igure 5. Search interface for linguistic strings.
friendly interface.

In the figure above, the various boxes expands order to increase the number of search words,
into new menus (e.g. those that refer to place dfe user clicks on the arrow on the right hand,side
birth or residence) or to new boxes for numbe@nd more boxes will appear. In order to search for
(e.g. for age). Figure 4 shows how having tickedlternative words, the user clicks on the arrows
off the box foryrke (‘work’) — also found in the below, to get more boxes along that dimension.
figure above — has expanded the choice with sev-By pulling down a menu at a word, more op-
eral more subcategories, for types sucrhasd- tions will appear. Since the corpus is part-of-
verk/yrkesfag(‘trade’), service kontor (‘office’), speech (POS) tagged, one option is to choose part
frie yrker (‘free trades’). (The categories havere of speechdrdklassg. It should be noted that POS
adopted from the state agency Statistics Norway.an also be chosen without an accompanying

specification of a word or part of word, giving the

Yrics = user a frequently wanted search option. In this re-
- spect it is superior to many other corpora, whether
Utelukk Ta med written or spoken language ones. Thus, a user can
Handv./yrkesfag Tl o [ choose, for example, to get all the nouns in the
Service — corpus. . o
Kantor = < The advantage of this search option is unques-
: = tionable. For a linguist who studies the behaviour
Frie yrker ' of a particular part of speech in its context, gein
able to get a concordance of all instances of that

Figure 4. Ticking off a choice such agke category, gives great opportunities for empirical
(‘work’), expands the choice into subtypes. exploration.

It is of course possible to specify only parts of
words, such as the beginning, the middle, or the
end. Given that the corpus is lemmatised, it also
A maximum level of user-friendliness has beepossible to specify a search for all words beloggin
attempted at all levels, given that the users wilb the same paradigm, by choosing ‘lemma’. Be-
generally be non-technical linguists who are ogdow is an example of how to choose POS with no
posed to going through a long period of learningpecified word or string of letters.
how to use such tools. We support the ideas ad-
vanced by Johannessen, Hagen and Ngklestad

3.2 Limiting Search w.r.t. Linguistic Criteria

(2000), in which regular expressions for any kin(Qrd 1: _intervall: Ord 2:
of simple or complex search are to be avoided f minmaks

non-technical users. User-interfaces for machin
human dialogue should be based on boxes a
menus, not complicated query languages. Below||
a search interface of the simplest kind — for jug
one or two words:

abull pa ond

Sak B Nulistill
- FEITETIS
K

- wlaks

Ord 1: intervall: Ord 2: Ikike-sprakivg » n Vel hort

kaffe minmaks

rs

Figure 6. Searching for all nouns in the corpus.
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Notice in Figure 6 that we have chosen teé&y
option (‘choose’). We could also have chosen tf jeg har waerti Tromsaja
negativevelg bort (‘exclude’), a useful feature to )
exclude a part of speech from a particular sear
context. Below are shown a very small subset

the resulting 85233 hits for this search.

nei nei pa stadion

ry * :-pp'é tribunen ?

Bjeq stoi mal da

de en bra jobb det war

et var litt forskjell fra # den g
en der m reevkampen mat Hwiter
npen mot Hwiterussland

or mange stadion tar jeg

ar det pa stadion i hwert fall

eord]} en kompis av meg 5o

Figure 7. Results from a search on all nouns.

har du noen gang  waerki  Tromsa {ud

ksom alitid hadde waert der jeq
oppe
ren kamerat som erfra Tonsberg

uten at Lyn  wari finalen en g

jade # de ar | semien de

Figure 9. Some results from searching for the
lemmaveere(‘be’) followed by a prepositian

4 Comparison with Other Speech Cor-
pora

It is instructive to compare the NoTa corpus with
other speech corpora. Such corpora are generally
expensive to develop, and more so if they are to
have a variety of different features. For this ozas
existing speech corpora do not necessarily have as
many advanced features as their developers and
users would have liked.

In this section, we will compare the NoTa corpus
with three other Scandinavian speech corpora: the
Swedish Ggteborg Spoken Language Corpus

Below is an example where we have chosen {GSLC), the Danish BySoc Corpus, and a small
search for all instances of the irregular veebre dialect corpus of Norwegian (Talesgk). We will
(‘be’), regardless of inflection, followed by aalso compare it with the British National Corpus
preposition. This time, we have written the infini{BNC), possibly the most widely known speech
tive form (the dictionary look-up form) of the verbcorpus available, and the Scottish Corpus of Text
in the first box, and made sure we have chosen thrd Speech (SCOTS), a new speech corpus with
alternativelemmafrom the menu. The second boxmany nice features. See the Reference section for
is empty, but the alternative PQf8epositionhas all URLs.

been chosen from the menu.

Ord 1: intervall:
viere minmaks
lermma

Ord 2:

preposisjon

Figure 8. Search for all inflectional forms of th

verbveere(‘be’) followed by a preposition.

The corpus yields 3135 results, some of whic

are shown below:
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The corpora vary somewhat in size (up to 2 mil-
lion words, except for the BNC, which is 10 mil-
lion words), but they have in common that they
have been updated after 2000, and that they all aim
at a wider audience of non-technical experts.

The table does not reflect reality in every detail:
We have ticked off “yes” for multimedia represen-
tations in the SCOTS corpus, although the texts in
ethat corpus vary w.r.t. this variable. Also, we dav

written “no” for tagged transcriptions in Talesgk,
since the tagging that exists for that corpus ate n
ﬂvailable from the main search interface.



An Advanced Speech Corpus for Norwegian

NoTa | Talesgk| GSLC | BySoc| BNC | SCOTS
Transcription linked to audio Yes Yes No No Nd Yes
Transcription linked to video Yes No No No No Yes
User-friendly search without regular exprestes Yes No No No No
sions
Possible to limit informant selection Yes Yes Yeg esY | Yes | Yes
Overlaps/ turntaking annotated Yes Yes Yes Yes No es Y
Transcription as standard orthography |(&fes Yes Yes Yes Yes| Yes
slightly modified)
POS tagged Yes No No No Yes No
POS tags can be used as the only search ¥&s | — - - No -
pressions

Figure 10. A comparison between the NoTa corpusfi@edther speech corpora.

The table shows that the NoTa corpus compares
favourably with the other corpora w.r.t. the vari6 ~ Conclusion and Future Work
ables we have chosen. This is of course related\fo. | iove that we have developed a speech cor-
the fact that the NoTa corpus is the newest ong,

and we have been able to learn from the other cdr- that will be valuable to linguists as well as

pora. Also, the general technical advances hav%chnologlsts, both due to its technical feature$ a

made it possible to offer features that would hayé& CONtents. Its main use will, we think, be tie-c
us with its user-friendly web interface, but the

been unthinkable only a few years ago. We ha\EJFEans.cri tions, audio files, and tools and resairce
chosen variables that have been important to us Qelo ped as’ art of the, roiect will all be useful
developers. However, we think that these featur S P P Proj

are important to many other researchers, too Or other researchers.
e There are mainly two paths that we plan to fol-

low in the future. One is to syntactically parse th
5 Access corpus. So far, some preliminary work has been
done w.r.t. pre-processing (see Johannessen and
Corpus search via the corpus web site (see Refdrrgensen 2006, Jgrgensen 2007).
ence section for URL) is available for all research The other path we hope to follow is expanding
ers. Information about how to get a password ke corpus. We are expanding it at the moment by
also given there. adding more speech material of young urbans via
The corpus can also be downloaded to see theoperation with the project UPUS. We are also
full transcriptions and view and listen to the fullplanning to add material from other big cities
recordings. Furthermore, full-scale versions can [{8ergen, Trondheim, Tromsg), and dialect material
downloaded for other purposes, such as languafgyem rural areas. The latter task has started m co
technology research and development. Contact inection with cooperation within the Nordic Centre
formation is given on the web site. of Excellence in Microcomparative Syntax,
NORMS, and the ScanDiaSyn network.
We also hope to evaluate the corpus.
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= I = |
006 pa Helsfyr mener du ? Knntekat: —
005 * ja xtur: |~ P
005 pd Helsfyr # og # (framre kiikkelyd) # og vat at s- der stir passasjerens langsstter
006 = ja
005 s&b- 53 med vilie kjerer han ti minutter for seint Video:
006 = ja* pd den annen side s& mé jo han ha |

006 sin= pauser bg men &
005 jo men de bor jo ikke g& av rutetida da # alts3 det er jo (uforstelig) opplagt at den ruta er fail ikke
sant altsd # de har beregna attfor mye tid

-1i| 3

006 * nei * det er jooppiagt 3t han @ han ojor det for 3

006 ja # alts3 | rushtida kanskje det stemmer # men 2 .,

005 = ja det er sikkert noe med at

005 de ikke gidder & ha forskjellige rutetider | rushtida og vanlig tid

006 * jamen det

006 hender jo de har det altsd

005 ja men i praksis har de jo det for det at bussen kommer ti minutter seinera nar det ikke er rushtid # 4
P WY

Figure 11. An example of dialogue in a multimediadew.
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Abstract

This paper describes a system to extract
events and time information from football
match reports generated through minute-by-
minute reporting. We describe a method that
uses regular expressions to find the events
and divides them into different types to de-
termine in which order they occurred. In ad-
dition, our system detects time expressions
and we present a way to structure the col-
lected data using XML.

1 Introduction

Real-time football reports are an increasingly popu-
lar way to describe what happens during a football
game. A reporter working on covering the match
continually writes usually one or two sentences at
a time. Whenever an interesting event happens (a
goal scoring opportunity, an injury, a booking etc.),
a brief description is presented and often the time
is given. As the sentences are produced, people
interested in what happens can for instance conve-
niently follow this on the Internet. Examples of such
services include Aftonbladet', a Swedish newspaper
and the UEFA? homepage, an example in English
with so called minute-by-minute reporting.

There are also other ways to present the report.
People can subscribe to a game and get text mes-
sages directly to the mobile phone. The Swedish

!The largest daily newspaper in Scandinavia with a sport
section offering reporting in real-time. www.aftonbladet.se

The administrative and controlling body for European foot-
ball with a homepage offering minute-by-minute reporting.
www.uefa.com

newspaper Helsingborgs Dagblad® provides this,
but there are numerous other examples. Tradition-
ally many viewers have also followed the latest re-
sults through teletext using a normal TV set in a sim-
ilar way.

The objective of this work is to discover the vari-
ous events within the texts, analyze them, and order
them. When submitted in addition to the text, this
information could then be presented to the viewers
in the form of chains of events. It would then be
possible to use this data on an arbitrary platform ac-
cording to user preferences. Some users may be in-
terested in viewing a short graphical version of the
action on the display of the mobile phone, while oth-
ers might want to collect statistical data on a PC.

Section 2 discusses related work. In section 3, the
corpus used in this project is described. In section 4,
we describe how the output data is structured. Sec-
tion 5 presents how the time expressions and events
are found, section 6 shows how the links between
those are determined. In section 7, we present the
results of our evaluation. Finally, section 8 draws
some conclusions and outlines directions for future
work.

2 Previous work

There has been much research conducted on the rep-
resentation of time and events and their temporal re-
lations. Relevant recent papers include Lapata and
Lascarides (2004), which like this paper focuses on
ordering of events within sentences. They propose a
data intensive approach to automatically capture im-

3A local newspaper in Swedish published in Helsingborg.
Ofters live football coverage via SMS. www.hd.se

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 37-43
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plicit temporal information, relying on a probabilis-
tic model. Machine learning techniques have been
used by different groups to determine temporal re-
lations in natural language texts. Mani et al. (2006)
achieved comparably favourable results using deci-
sion trees.

There has also been research on extraction of
time information in Swedish, Berglund et al. (2006)
presents a way to detect time expressions and events
from authentic newspaper articles in the traffic acci-
dent domain. It is part of the Carsim system (Johans-
son et al., 2005), which converts textual descrip-
tions of accidents into animated three-dimensional
scenes. Another project about information extrac-
tion in the domain of football is SOBA (Buitelaar et
al., 2006). SOBA automatically extracts information
from different sources on web pages, such as tables,
texts, and image captions.

Our work presents a way to extract time informa-
tion from one source of football reports generated
through minute-by-minute reporting, which is the
main novelty of this paper. The central claims are
that regular expressions, although simple, still can
be adequate for the task of extracting temporal in-
formation from limited closed-domain texts and that
dividing events into types is instrumental in guessing
in which order they occurred. A preliminary system
was implemented to evaluate those claims.

3 Corpus description

The texts we worked with come from an online foot-
ball management game called Hartrick*. It is cur-
rently the biggest game of its kind with close to one
million active players in January 2007. Every player
takes on the role as manager for a team and plays
one or two games each week, which results in a huge
amount of available reports in the database. At this
time, the reports are available in 40 languages.

We have chosen these texts because of the avail-
ability and the fact that the variety of expressions
fits very well to test the system. The texts are not
too simple however, since sentences are generated as
results from 170 various events. Each event has on
average five different wordings, resulting in a vocab-
ulary suitable for this project (Henriksson, 2007).

“An online, browser-based, football management game de-

veloped and based in Sweden. Has been running since August
30, 1997. www.hattrick.org
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Table 1: Example of a match report
Efter 18 minuters spel brét jublet 16s da Nicolas Jullien
kom igenom gisternas mittférsvar och dundrade in 1 - O for
Rydebiécks. Daniel Fridquist i Rydebicks tilldelades efter
20 minuter gult kort for osportsligt upptrddande. I den 22:e
matchminuten fick gisternas mittférsvar se sig rundat av
Mikael Martinsson som slog in 2 - 0 for Rydebicks. I den 26:e
minuten fick Osten Sérensson i Nynishamns gult kort nir han
gick med dobbarna fore in i en duell. Rydebidcks tvingades
samtidigt till ett byte eftersom John Hornsten inte kunde
fortsitta efter den omilda behandlingen. Alex Lunenburg
fick kliva in i hans position. 2 - O var stéllningen i halvtid.
Halvleken dominerades av Rydebécks som overtygade med ett

55-procentigt bollinnehav.
English version of the same report:

In the 18th minute cheers broke out as Nicolas Jullien
found his way through the guests’ central defence, clipping the
1 - 0 goal in for Rydebidcks. Daniel Fridquist of Rydebécks
received a yellow card in the 20th minute for unsportsmanlike
behaviour. In the 22nd minute of the match, the visitors’ central
line of defence had to look on as Mikael Martinsson dashed
In the 26th

minute, Nyndshamns’s sten Sorensson received a yellow card

through, knocking home 2 - 0 for Rydebécks.

for going into a challenge studs first. Rydebdcks were forced
to a substitution as John Hornsten couldn’t continue playing
due to the rough treatment, forcing Alex Lunenburg to come in
from the sidelines. 2 - 0 was the halftime score. The forty-five
minutes were dominated by Rydebicks, with an impressive 55

percent possession of the ball.

Hattrick offers vivid texts. However, the limited
variation in style made the hand crafting of football-
related regular expressions tractable. An extract of a
match report is shown in Table 1.

4 Annotation scheme

To get a useful information exchange, it is important
to structure the data in a good way. For this task we
have used a subset of TimeML (Pustejovsky et al.,
2003) with some modifications. It is a robust specifi-
cation language for events and temporal expressions
in natural language. The full complexity of TimeML
was not suitable at this stage of our project, therefore
we have decided to work with the most useful parts



and add a football-related attribute. Our system an-
notates absolute time expressions, events and time
links to represent the necessary information.

The absolute time expressions are represented by
TIMEX3 elements. Each element contains two at-
tributes: tid (unique ID number) and type (so far
always TIME). As in this example:

<TIMEX3 tid="t3" type="TIME">
den 19:e matchminuten</TIMEX3>

The various events are annotated as EVENT
elements. Each element has three attributes:
eid (unique ID number), class (OCCURRENCE
or STATE), and type (IDLEBALL, PREFINISH,
FINISH, SAVE, or OTHER). The elements of class
STATE have type OTHER. The elements of class
OCCURRENCE have one of the other types, describ-
ing the event that took place on the field. As in this
example:

<EVENT eid="e4" class="OCCURRENCE"
type="FINISH">skalla in</EVENT>

The links between time expressions and events are
represented by TLINK elements (time links). Links
between a time expression and an event have the at-
tributes: t ime (tid of the TIMEX3), event (eid
of the EVENT), and type (which is set to DURING
in all cases, all events during the same minute of the
game get this). Links between two events have the
attributes: sevent (eid of source event), tevent
(tid of target event), and type (so far always
BEFORE). This means that the source event happens
before the target event. Example:

<TLINK sevent="e5" tevent="eb6"
type="BEFORE" />

The root node is <TimeML> and the first child is
<Text>. This element has one <s> child for each
sentence in the report. Every <s> element contains
text nodes and possibly <TIMEX3> and <EVENT>
elements. The <TLINK> elements, if present, fol-
low after the <Text> element. Table 2 shows an
example of a short match report annotated with our
scheme.

5 Detection of absolute time expressions
and events

The test application has been implemented in Java
and heavily uses the built-in package for regular ex-
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Table 2: Example of XML output

<?xml version="1.0"7?>
<TimeML>

<Text>

<s>Efter<TIMEX3 tid="tl1l" type="TIME">7
minuters spel</TIMEX3> blev publiken som
galen efter att Mats Aronsson <EVENT
eid="el" class="OCCURRENCE"
type="PREFINISH"> kom igenom bortalagets
backlinje</EVENT> och <EVENT eid="e2"
class="OCCURRENCE" type="FINISH">dundrade
in</EVENT> 1 - 0 for Fortuna. </s>
<s>Daniel Malmsten i Fortuna tilldelades
<TIMEX3 tid="tl1l" type="TIME">efter 12
minuter</TIMEX3> gult kort efter farligt
spel. </s>

<s>I <TIMEX3 tid="t2" type="TIME">den 25
:e matchminuten</TIMEX3> fick bortalagets
Mitt<EVENT eid="e4" class="OCCURRENCE"
type="PREFINISH">forsvar se sig rundat
</EVENT> av Jonas Storm som <EVENT
eid="e3" class="OCCURRENCE" type="FINISH">
slog in </EVENT> 2 - 0 for Fortuna. </s>
<s>I <TIMEX3 tid="t3" type="TIME">den 29:e
minuten</TIMEX3> fick John Evans i Klippan
gult kort efter en vansinnig tackling.
</s>

<s>Fortuna tvingades samtidigt till ett
byte eftersom Stefan Blomdahl inte kunde
spela vidare efter den omilda
behandlingen. </s>

<s>Dieter Fieback fick kliva in i hans
position. </s>

<s><EVENT eid="e5" class="STATE"
type="OTHER"> Det stod 2 - 0 i pausvilan
</EVENT>. </s>

<s>Halvleken dominerades av Fortuna

som overtygade med ett

55-procentigt bollinnehav. </s>
</Text>

<TLINK time="tl1l" event="el" type="DURING"/>
<TLINK time="t1l" event="e2" type="DURING"/>
<TLINK time="t2" event="e4" type="DURING"/>
<TLINK time="t2" event="e3" type="DURING"/>
<TLINK sevent="el" tevent="e2"
type="BEFORE" />

<TLINK sevent="e4" tevent="e3"
type="BEFORE" />

</TimeML>
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pressions. In total, the regular expressions take less
than 50 lines of code and there are probably many
possible optimizations left to be done. The usage of
regular expressions makes the program very fast, the
analysis of the text can be made without noticeable
delay.

5.1 Finding time expressions

The program finds absolute time expressions, for in-
stance “in the 16th minute” in order to put those on a
timeline. This linear dimensional conception of time
is not necessarily the best choice for representing the
time events (Moens and Steedman, 1987), but for
the 90 minutes of a football game, we considered it
suitable. Relative time expressions, for example “5
minutes later” are not considered at all. In our cor-
pus, we observe only a limited number of ways to
express absolute time. Two lines of code were re-
quired to get a very good recall. An example of a
regular expression include:

(I1i) (den)? [0-9]+:e
(match|spel) ?minuten

5.2 Finding events

Events on the football field are described in numer-
ous ways to make the text interesting to the reader.
Every reporter has one personal style of writing and
since the texts in Hattrick have developed during
many years and different people have been involved,
the finding of the events proved to be more of a chal-
lenge. The diversity of the football language used
demanded about 45 lines of regular expressions. By
grouping those according to the different types de-
scribed in section 4, the event is given its type at the
same time as it is detected in the text. Three exam-
ples of regular expressions are shown below.

(reduceralkvittera) till
[0-91+ — [0-9]1+

(komma |tagit sig)
drygade [\\w]+ ut (sin ledning]|

ledningen till [0-9]+ - [0-9]+)

igenom

6 Time links

The detection of time links between events or be-
tween events and time expressions is of course criti-
cal to this application. If not an unquestionable ma-
jority of the time links are correct, the resulting out-
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put file cannot be considered useful. Links between
time expressions and events are always inserted in
the same way, but we have tried two different ap-
proaches between events.

6.1 Connecting time expressions and events

Since all absolute time expressions in the football
reports we have observed have expressed a certain
minute of the game and since the reports are gener-
ated in real-time, the following strategy is used. If
the sentence contains a time expression, all events
within the same sentence are considered to occur
during this time. We have not encountered any ex-
amples contradicting this so far. Therefore, one
TLINK of the type DURING is added for every event
in the sentence. Cases of multiple absolute time ex-
pressions within the same sentence have not been
encountered and are not treated in special ways.

6.2 Ordering events

The fact that the text is generated in real-time, means
that the later the sentence was written, the later the
contained events happened. Consequently, the task
is to find the chain of events within the actual sen-
tence being processed. The chronological order of a
football report written after the final whistle is much
harder to determine since this property seldom is the
case.

In this project, it was assumed that the events in-
volved with goal scoring opportunities always could
be ordered in a linear fashion. If it is said that a
striker scores a goal and the team got the equal-
izer, then the goal is considered to happen before
the result changes. Other approaches could be used
according to taste, but here those events are not
thought as simultaneous and the time links are in-
serted accordingly. The first event is given a time
link to the next one and so on until the last event has
been reached.

The basic assumption used to implement the or-
dering was that the different events within a sentence
appear in the text in the same order as they happened
during the game. This very simple approach is used
as the baseline in the evaluation in section 7.

The second strategy implemented, instead utilizes
the divison into the six different types, described in
section 5.2. The types are described in Table 1.



Table 3: Types of events

# | Type Example
0 | RESULT- Team taking the lead,
CHANGE scored another goal etc.

1 | SAVE Keeper saves, defender
blocks etc.

2 | FINISH Shots, touches etc. to-
wards the goal

3 | PREFINISH | Passes, crosses, rushes
etc.

4 | IDLEBALL | Set pieces, keeper throw-
ing the ball etc.

5 | OTHER All events of the class

“STATE”

The types are then considered to always follow a
certain order regarding each other. The types given
high numbers happen before the lower ones. If mul-
tiple events of the same type are present, they get
time links in the same order as they appear in the
text.

7 Evaluation

This section contains the results of an evaluation of
the system, aimed at testing the recall and precision
of the regular expressions used. The two different
strategies of inserting time links were also tested.
Since the size of the experiment is small, the results
can only be taken as indicative.

7.1 Experimental setup

To make our application able to handle enough
football-related expressions, we used 25 different
texts in the training set, from which we crafted the
regular expressions. The following composition of
reports was used: eight reports from league games
in higher divisions, seven reports from leagues in
the middle, five reports from lower divisions and five
reports from matches between national teams. This
should ensure that reports from teams of various lev-
els are covered by the system.

Our test set contained three reports from differ-
ent teams. We selected reports from matches with 4
goals, to be certain that enough goal scoring oppor-
tunities were described in the text. Then we anno-
tated the texts by hand in what we consider to be the
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correct way, by finding all expressions and detecting
the correct order of events. In the end, we compared
our results with the output from the system.

7.2 Results

We started by looking at the absolute time expres-
sions. This proved to be an easy task and the system
found all of them. We suspected this early while
working with the training set. Absolute time appears
to be expressed in limited ways in football reports.

As the next step, we measured how many of the
events were found. The reports in total contained
53 and our system reached a recall of 79.4% with
a precision of 87.5%. The recall level could be in-
creased simply by adding more texts to the training
set. The precision found however, was lower than
expected and further analysis showed that some mis-
takes were repeatedly made. Some key words the
system is looking for are used in various situations.
A good example of this is the word horna ‘corner’,
which in Swedish is used both for the actual corner
kick and when defenders or keepers save the ball by
redirecting it and it passes the short line, resulting in
a corner kick for the attacking team. Without a word
sense disambiguation step, getting a perfect preci-
sion would be impossible. One way could be to first
test if it appears after an event of the type FINISH
or not.

Apparently, without considering parts of speech
or other language characteristics, it was possible to
quickly get an acceptable recall with a system en-
tirely based on regular expressions.

The final part of the evaluation was about testing
if our ideas of dividing events into certain types gave
a better ordering. The three reports contained 18
sentences with multiple events, in total 47 events,
suggesting that they seldom are alone in a sentence
in a football report. They were divided the follow-
ing way: 12 sentences had two events, one sentence
had three events and five sentences had four events.
Five of the events were wrongly detected, since the
system treated some of the single events as two.

If the additionally found events were disregarded
altogether, the baseline produced correct time links
for 12 of the 18 sentences (66.7%). The strategy
with the types gives a correct output between all the
remaining events.

The additional events do not necessarily have to
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be disregarded however, since they can be assumed
to happen after the core event they were derived
from. With this assumption, the result is as follows:
the baseline still produced the correct result for 12
sentences (66.7%). The more complex strategy pro-
duced correct time links for 15 sentences (83.3%).

The result of the baseline shows that the events in
a football report cannot be considered to happen in
the same way as they appear within a sentence. We
can also conclude that dividing events into those dif-
ferent types and assuming that passes happen before
shots etc., gives a better result. The failed time links
are produced in this evaluation because of failed
event detection. Since some additional set pieces
were introduced, they were treated as the starts of
the event chains. Examples of this were shots from
the penalty area (treated like penalty kicks) and the
issue of corners as previously described. Still, the
more complex strategy gave a significant increase in
producing correct time links.

8 Conclusions

This paper described a way to extract time informa-
tion from football reports, generated in real-time by
the game engine in Hattrick. The evaluation of the
system showed that if a sentence contains events,
there are usually more than one. Those events can-
not be expected to have happened in the same or-
der as they appeared within a sentence written in
Swedish. Although the limited set of data pre-
vents any definitive conclusions, the work indicates
that regular expressions together with type divided
events can produce output well describing events on
a football field. The methods should be possible to
apply also on other domains with a somewhat lim-
ited vocabulary.

There are some limitations of the project. Firstly,
we only consider events that have to do with goal
scoring opportunities. Secondly, since the nature of
real-time generated reports means that the events in
the current sentence happen after the previously re-
ported events in prior sentences, we only construct
partial orderings. In this case, it means we only look
at chains of events within sentences. Thirdly, no in-
formation about participants is extracted.

Further extensions could be to include also other
types of events like injuries and substitutions, but
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we think that scoring events are more interesting
to focus on at this stage. We also think it would
make sense to add information about whether some-
thing actually happened or not, since this version
of the system does not differentiate between “had a
chance to shoot but did not” and “came through and
shot”. Both shots would now be treated as the same
FINISH type.

The next step to make the system more robust
could be to include a part of speech tagger. Hand-
crafting regular expressions is obviously possible for
limited domains, but since natural language is nei-
ther regular nor context-free, the method is not scal-
able for future more complex texts. However, the
system is probably already good enough to be tested
for simple visualization purposes of Hattrick reports.
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Abstract

Being able to search for relevant infor-
mation within a collection of documents
is vital for the effective use of any kind
of storage media. The main body of
Spoken Document Retrieval research
has concentrated on the English lan-
guage, leaving other languages — and in-
formation produced in them — without
the benefit of existing SDR systems.
Especially the performance of vocabu-
lary based speech recognition suffers
from inflection. This also affects the us-
ability of retrieval systems based on vo-
cabulary-based recognition techniques.
We discuss a method for rapid phoneme
filtering to facilitate fast searches for
words unknown by large vocabulary
speech recognizers. The method is
evaluated against a speech database in
Finnish, which is a highly inflected lan-
guage.

1 Introduction

With increasing storage capacity, providing audio
information has become a common feature in
many media systems. There are many sources of
purely spoken documents, radio programs and
voice messaging to name a few. Both education
and research would benefit from effective storage
and retrieval of audio material, such as lectures and
interviews. Voice is also used to convey informa-
tion in multimedia files.

Whereas some media file types (like pic-
tures) are indifferent to language, speech is not.
The main body of Spoken Document Retrieval

(SDR) research has mainly focused on retrieval of
English speech. Since English is a language with
very limited inflection, current SDR has not ade-
quately dealt with the implications inflection has
on neither speech recognition nor its effects on the
retrieval task.

Compared to English, Finnish is an excep-
tionally highly inflected language (Karlsson 1983).
This does not, however, limit the value of this kind
of research only to Finnish. In fact, looking at the
languages spoken in Europe, English is one of the
least inflectional languages (Lamel 2002). Current
SDR methods developed for English do not take
into account various difficulties in speech recogni-
tion and indexing that arise from inflection.

In this paper, we will examine the follow-
ing questions: 1) How does inflection affect speech
recognition and SDR? 2) What solutions are there
to deal with inflection in SDR? 3) How to fil-
ter/retrieve spoken documents in a highly inflected
language? And 4) what is the effectiveness of Spo-
ken Document Filtering on a Finnish test database?
How does it compare to text-based retrieval under
the same conditions?

2 SDR methods

There are two main approaches to the SDR task:
First one can transcribe the spoken material into
words by means of a large vocabulary continuous
speech recognizer (LVCSR). After recognizing the
speech, text retrieval methods can be used to
search through the produced transcripts. To en-
hance results, various methods of error-correction
have been developed, e.g., using multiple recog-
nizers (Jones et al. 1996; Ng 2000; Sanderson &
Crestani 1998) or alternative recognitions of single
words or phrases, also called n-best lists (Siegler
1999). Additionally, document expansion using a
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text corpus has been used with some success to
mitigate the effect of errors produced by the
LVCSR (Singhal et al. 1998).

Because of the limited vocabulary of the
recognizer, there will always be Out Of Vocabu-
lary (OOV) words, which appear in the documents
but not in their transcripts. This is especially prob-
lematic when the lost words are particularly de-
scriptive, such as technical terms and names of
people or places (Garofolo et al. 1998). Addition-
ally OOV words tend to cause more than one error
(Lamel 2002). Erroneous recognition of vocabu-
lary words can also lead to terms disappearing
from the documents.

Alternatively to recognizing words, docu-
ments can also be recognized at sub-word level as
phones or phonemes. The recognition units can be
single sounds (see Ng & Zue (1997) for results for
various recognition categories) or sequences of
several recognition units, but recognition is not
restricted by a vocabulary of possible words. In
these systems, retrieval is usually done by “trans-
lating” search words or phrases into their phonetic
form and searching for appearances of similar-
sounding slots.

The problem of OOV words does not oc-
cur with phone recognition. Phone recognition is
also a magnitude faster than LVCSR. However,
recognizing phones is more error prone than word-
based recognition, because no higher-level infor-
mation can be used to narrow down the number of
possible interpretations. Another problem with
phone-based recognition is the loss of word
boundary information. Because of this, retrieval
systems cannot use traditional indexing. The loss
of word boundary information also further chal-
lenges the matching task. Phone retrieval methods
therefore have to be able to deal with errors as well
as managing the indexing task.

There are two major approaches to phone-
recognized SDR, n-grams and word spotting. With
n-grams, transcripts are split into n-length partially
overlapping sequences, which are used in a similar
fashion to words in the ordinary indexing approach
(Wechsler & Schduble 1995; Ng & Zue 1997, Ng
& Zobel 1998). Since n-grams in effect examine
words in separate small pieces it alleviates some of
the problems of erroneous recognition as well as
variations in inflection (to the extent that inflection
occurs as suffixes). This error tolerant quality has
also been used to deal with word variations e.g.
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when searching for historical word forms (Robert-
son & Willett 1992). Other solutions for phone
based SDR have focused on trying to develop
faster scanning techniques for the search phase
instead of new indexing techniques (Brown et al
1996; Ferrieux & Peillon 1999; James 1995).

3 The Effects of Inflection on SDR

The target language can affect the suitability of
SDR methods. The effects are mainly due to the
morphology of a language. Morphology deals with
the structure of morphemes - roots, prefixes and
suffixes - and rules for their combination. Inflec-
tion occurs when inflectional affixes are added to a
word stem. The stem can remain unchanged, or
change depending on the affix. The rate of inflec-
tion of a language can be considered a continuous
scale: At one end we find languages such as Viet-
namese that have no inflection. At the other ex-
treme are languages like Inuit that combine multi-
ple morphemes into whole sentences, confusing
the distinction between word and sentence.
(Pirkola 2001.)

Morphology affects SDR by making both
recognition and retrieval harder. Since morphology
is concerned with the structural variation of words,
it affects only  vocabulary-based, not
phone/phoneme-based SDR. Morphology affects
recognition in two ways. First is the issue of build-
ing a recognition vocabulary. Due to inflection, the
necessary vocabulary size is much greater the more
inflected a language is. For example, due to inflec-
tion Finnish has a cautious estimate of 2000 differ-
ent possible noun and 12000 verb forms. (Karlsson
1883.) The presence of inflected words in docu-
ments requires being able to match them with
query words in different form. This feature directly
affects the retrieval phase and has already called
for new indexing methods for text retrieval (Alkula
2001). All forms are naturally not as frequent. In
text retrieval inflection can be dealt with rather
well by converting search terms to only a handful
of all the possible variations (Kettunen & Airio
2006). Nevertheless, achieving necessary vocabu-
lary coverage for LVCSR in inflected languages
would demand including at least some of the most
common inflected forms for each word in the dic-
tionary. With larger vocabularies, performance
usually suffers and recognition becomes slower.
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Another problem imposed by inflection is
that most recognizers use Language Models (LM)
based on word order to help decide which words of
the vocabulary are likely to occur in the speech
stream. Since the function of an inflected word is
indicated by its ending, word order is liberated.
This aspect has been shown to affect the usability
of traditional LMs for Russian that similar to Fin-
nish has very free word order (Whittaker & Wood-
land 2003). Another problem with language mod-
els is that the statistical model of word order as-
sumes a certain genre of speech. Whereas phone
recognition is mostly concerned with recording
quality and speaker, LM:s restrict a certain recog-
nition system to certain styles of spoken communi-
cation: models suitable for the recognition of for-
mal news speech are not as such usable for tele-
phone conversations or informal interviews.

Many of the problems posed by inflection
can be solved by using smaller recognition units
such as morphemes (Kurimo et al. 2005). How-
ever, even morpheme recognizers are restricted to
using a vocabulary of sorts, albeit more flexible in
this aspect than LVCSR.

4 Using Phone Filtering in SDR for In-
flected Languages

As argued in the previous chapter, the word-based
approach is strongly affected by inflection and thus
not as such appropriate for dealing with inflected
SDR. Phone-based recognition, on the other hand,
does not suffer from inflection. Moreover, the
problem with inflection in the retrieval phase is
often solved by the approximate-matching nature
of the retrieval algorithms. Phone-based systems
thus seem to provide several benefits over the
LVCSR approach with inflected languages.

Further, word-based retrieval limits the
possible search words to those of the recognition
vocabulary. The only way to guarantee unlimited
vocabulary searches seems to be to recognize
speech on the sub-word level. Thus there will be a
need for methods capable of dealing with phone
recognized speech even in systems designed for
less inflected languages.

However, while phone based recognition
of speech is faster than LVCSR, retrieval by
phones usually is slow compared to the speed of
traditional indexing. Although there are accurate
algorithms for word spotting, these are quite time-
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consuming. Filtering provides a faster way of
processing phone-recognized transcripts, although
perhaps not as accurate as more time-consuming
methods.

In our view, filtering can benefit the sys-
tem in three ways: First, the filtering process pro-
vides a rapid means of pre-processing and priori-
tizing documents for consecutive retrieval stages.
Second, we hope to use filtering to provide the user
with initial results. Listening to even a few speech
documents will involve the user for some time.
Meanwhile the system can use accurate but time-
consuming matching algorithms to produce better
results. Third, through immediate feedback, the
system will be giving the user information based
upon which they can rethink and evaluate their
requests. Automatic relevance feedback based on
the first few retrieved documents can be used to
improve search performance.

4.1 Filtering with N-gram Signatures

The prototype retrieval system uses n-grams to-
gether with document signatures to make scanning
the whole speech database as fast as possible. The
underlying idea is to represent every document in
the database by a standard-length bit-vector. After
breaking down the phone-recognized speech
document to n-grams (this is simply achieved by
splitting document into partially overlapping n
length subsequences), the content of the document
is encoded in the vector. 1-bits are used to indicate
that a certain n-gram exists in the document,
whereas zero indicates non-existence. In the filter-
ing phase, each request is put through the same
procedure and compared to all the documents in
the database with only a few bitwise operations per
document signature. This method (also know as g-
gram filtering) is a very fast way to scan for a cer-
tain sequence of characters compared to most
known approximate string-matching algorithms
(Navarro 2001).

4.2 The Finnish SDR Test Collection

To evaluate our filtering system, we used a test
collection containing 288 news stories on different
topics. The test collection is a subset of documents
from a larger text database containing 55000 news
documents and 35 test topics with relevance as-
sessments. The documents are domestic, foreign
and economic news, dating between 1988-1992
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(Sormunen 2000). The 288 documents for the SDR
collection were selected from among the relevant
documents of 17 test topics (topics 2-18). There-
fore we were able to use both the textual test topic
and the relevance assessments. The documents
were originally written newspaper articles, and
were manipulated to resemble spoken news stories
(elimination or rephrasing of numerical expres-
sions, etc.). The stories were spoken by one single
person and recorded in a studio environment. The
resulting test database contains a total of 4h 47 min
of speech, with individual stories about one minute
each. Speech recognition used a phone recognizer
developed at Tampere University of Technology.
The recognizer produced a mixed transcript of
phones and phone sequences with an average
phone error of 42.0%.

Table 1 The Finnish test collection.

Nr of documents 288

Total length 4h 47min

Average length of speech documents 59.8s/ 93 words

Average length of phone transcripts 712 phones

Average phone error rate 42.0%

Number of test topics 17

Number of relevant docu- Avg. Min Max

ments/topic 16.9 4 39

Topic length (words) Avg. Min Max
13.9 3 27

Test requests were manually formed from the 17
topics, based on the textual requests by selecting
informative words from a set of individually spo-
ken words and word combinations (e.g. ‘united
nations’ “carl bildt’). Included were base forms of
words appearing in the textual request, as well as
words classified as possible to derive from the re-
guest with general information about the subject.
The requests had on the average 13,9 words. On
average, each topic had a recall base of 17 docu-
ments. The test collection is described in Table 1.

4.3 Evaluation of the filtering system

We tested the performance of n-gram filtering and
compared different combinations of retrieval pa-
rameters. Tests were performed on n = 2, 3, 4 and
5. Additionally, signatures were formed both over
whole news stories, as well as partially overlapping
smaller story segments, or windows, of 10, 20, 50,
100, 200 and 500 phones. The total nhumber of pa-
rameter combinations is 4*6=24.

To optimize processing time, all query
words are combined before the matching phase by
concatenating their transcripts. Each document is
evaluated against the query and assigned a score
Sim(a,b) = |AnB| / min {|A|, |B|}, where A and B
are the sets of n-grams of the current document and
query, respectively. The windows are scored sepa-
rately. The final document score is defined as the
maximum of each document’s window scores. Fi-
nally, all documents are ranked. For evaluation, the
whole result list was inspected.

The filtering results are presented in Table
2. Comparisons to a text baseline are shown below,
in Table 3. The text baseline used the parameter
combination that gave the best results: 5-gram with
500 phone windowing.

Table 2 Average precision of multi-word topics
(N=17). Highest values within each gram size in

bold.

Window 2-gram 3-gram 4-gram 5-gram
size

10 0.099 0.182 0.252 0.247
20 0.116 0.248 0.305 0.302
50 0.131 0.254 0.331 0.329
100 0.136 0.258 0.332 0.351
200 0.152 0.281 0.362 0.353
500 0.131 0.251 0.384 0.381
whole 0.109 0.217 0.335 0.362

Table 3 The average SDR effectiveness in
relation to the baseline text search. The text base-
line used 5-grams with 500 phone windowing.

Window 2-gram 3-gram 4-gram 5-gram
size

10 10.9 % 20.1 % 27.8% 27.3%
20 12.9% 27.4 % 33.7% 33.4 %
50 14.4 % 28.1% 36.6 % 36.4%
100 15.1% 28.5% 36.7% 38.8%
200 16.8 % 31.1% 40.0 % 39.1 %
500 14.4 % 27.7 % 42.5 % 42.1 %
whole 121 % 24.0% 37.1% 40.0 %

Table 2 shows filtering performance. At its best,
filtering reaches an average precision of 0.384 for
4-grams using 500 phone windows.

Splitting the stories slightly improves per-
formance. The ideal window size depends on n
size. The effect is emphasized because queries are
represented as one signature; multiple query words
are unlikely to fit within smaller windows.
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Table 3 shows relative precision for speech
filtering compared to a text baseline using the same
filtering methods. The results show performance as
good as 42.5% of that of a text filtering.

4.4  Filtering Performance Across Recall Lev-
els

In addition to knowing the average precisions, we
are interested in how precision develops over recall
levels. To save space, we will only consider the
best approaches within each gram category,
namely 2- and 3-grams with segment size 200 and
4- and 5-grams with 500 phone segments.

As can be seen from Figure 1, precision
develops similarly for all top parameter combina-
tions. For these approaches, one can see that preci-
sion drops in the usual way towards around or
slightly above 10% precision at 100% recall.

0.8

.
— T,

0,0 T T T T T T T T T

10 %
20%
0%
40 %
50 %
60 %
70 %
80 %
90 %
100 %

—a— Z2-gram, window 200 —— 3-gram, window 200

g - 12T, wiind 0w SO0 —— 5-gram, window 500

Figure 1 Precision over 10 recall levels. Precision
on the y-axis, recall on the x-axis. The best ap-
proach (4-gram with window size 500) is shown in
strong line.

The development of precision has implications for
the use of filtering. In order to make the best of the
filtering process’ benefits, it is probably worth cut-
ting off the document collection at recall levels
lower than 100%. If a user would choose to inspect
all the results, they will most likely also be spend-
ing more time with the system, which will allow
the use of more time-consuming methods for
maximal recall. However, for the typical user it is
unlikely that poor precision at these levels would
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affect the user perception of the system, since few
users can be assumed to inspect the result list this
far.

More notable is the high precision obtained
at the lower recall levels. The results are as high as
0.732 with 4-gram and 500 phone windowing. This
means that the majority of the documents pre-
sented first in the result list are relevant, with
roughly only one in four not containing relevant
information. This suggests that the filtered docu-
ment collection could indeed be used as a prelimi-
nary search result.

5 Conclusion and future work

The main focus of the international SDR research
community has been on English. Since languages
vary, it is important that research is carried out in
other languages as well. The research presented in
this paper aims at clarifying the effects of inflec-
tion on speech recognition and SDR and propose
means to deal with SDR in highly inflected lan-
guages. One such language is Finnish, which we
use as a test case to evaluate an n-gram filtering
method for rapid SDR.

Morphology affects SDR on two levels:
speech recognition and IR. The enormous number
of words necessary for decent coverage makes
LVCSR hard to implement for highly inflected
languages. Less restricted word order, on the other
hand, complicates the use of word order based lan-
guage models. Morphology affects SDR also be-
cause request words may be in different forms than
document words and thus provide less than ex-
pected evidence for retrieval — especially due to
often short and sometimes variable inflectional
stems.

We have examined the use of n-gram fil-
tering for rapid scanning of a spoken document
collection. The results presented in this paper sug-
gest that this approach could be used to preprocess
a database and thus shorten the retrieval phase for
slower word-spotting algorithms. An average pre-
cision as high as 38.4 (42.6% relative to text filter-
ing) was achieved with a very time-efficient pa-
rameter combination using 4-grams and a 500-
phone window. Also, n-grams seem to be capable
of matching words in different inflectional forms.

Comparing our results to earlier results on
n-gram length for English (e.g. Ng et al. 2000) this
study indicates reasonable performance on Finnish



with 4- and 5-grams, whereas results for English
have shown better results for smaller 3-grams. This
result may be at least in part dependent on the type
of phone recognizer used. Our recognizer used
phone sequences, which to some extent raises the
probability of longer matches in the transcripts.
However, the text baseline produced best results
with 5-grams. Notably, Finnish words are longer
on the average than English, so longer grams may
be found beneficial in Finnish phone based SDR.

Longer n-grams naturally mean more of
the descriptiveness of words is maintained. On the
other hand, optimal n-gram size is affected by the
recognition system used, since this dictates what
kind of errors can occur. The quality of recognition
also has its effects on chosen n size; the perform-
ance of long grams depends on how frequently (or
consistently) recognition errors occur. Longer n-
grams also increase the risk that the individual n-
gram becomes over specific with regards to inflec-
tion (i.e. matches only with a certain inflectional
form), or that the n-gram involves phones from
several words at once. However, based on our re-
sults, this did not seem to happen. Further investi-
gation is needed to confirm, whether this is indeed
the case.

One important step towards the develop-
ment of SDR methods is the availability of a suit-
able test database for retrieval experimentation.
Unfortunately, realistic databases of several hun-
dreds of hours of speech are as yet unavailable for
Finnish. In addition to examining retrieval meth-
ods, our project also created a test database con-
sisting of 4,7 hours of speech. This speech data-
base, along with the spoken query words and rele-
vance assessments, are currently being shared with
other researchers and research sites, to facilitate
further exploration on approaches to Finnish SDR.
Promising results have been made using morph-
based recognition and retrieval (Kurimo et al.
2005). Further work includes investigating the
combination of LVCSR and phone retrieval to find
out how approaches are optimally combined to
complement each other.
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Abstract

In many language technology applica-
tions, we need to map wordforms to a ci-
tation form or baseform, or the other way
around, e.g. for lexicon lookup or for re-
presentational purposes.

In this paper, we used a suffix trie mapper
with suffix-change probabilities, and com-
puted wordform-baseform and baseform-
wordform models from eight subsets of
a ranked Swedish vocabulary. All mod-
els were evaluated for both directions on a
testset, and four of the models were also
evaluated for wordform-baseform map-
ping on five unseen texts.

For wordform-baseform mapping, the best
models performed on par with state-of-

the-art systems. Most models were useful
for some situation—given mapping direc-

tion, and time and space restrictions—but
no model was best for all situations.

I ntroduction

Thus, there is a need for a wordform-baseform map-
per.

Going in the other direction—from baseform to
wordform—could also be useful for applications
such as natural language generation, or query ex-
pansion in information retrieval. A mapper that can
handle both directions reasonably well, perhaps with
different underlying language models, would be an
extra treat: two applications for the price of one.

But what kind of information, and how much,
should such models contain? In this paper, we test
two assumptions: 1) that irregular wordforms either
are among the most top-frequent words in a vocabu-
lary, or so rarely used that they are insignificant for a
robust application, and 2) that rules for regular forms
can be induced from a limited number of examples.

We describe the induction of various wordform-
baseform mapping models (Section 3.3) from sub-
sets of a Swedish vocabulary pool (Section 3.1), in
the framework of Wicentowski's Base Model (Sec-
tion 3.2). The models are evaluated both on a testset
(Section 4.1) and on unseen texts (Section 4.2).

2 Background

For languages with little inflectional morphology,
such as English, stemming can be adequate for

In many language technology applications, such dsding most baseforms, but for morphologically
machine translation or cross-language informatioricher languages, such as Swedish, more morpho-
retrieval, words are looked up in a lexicon wherdogic analysis is usually needed.

only one form of the word—the citation form (usu-

Several academic systems for morphologic anal-

ally the baseform)—is present. Even for other appliysis of Swedish words exist (for an overview, see
cations, such as monolingual information retrievaé.g. Dura (1998)), but they are not always suited
or lexical cohesion analysis, it can be useful to corfor simple wordform-baseform mapping and gener-
flate all forms of a word into one “concept” form. ally not publicly available. At least two commer-

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
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cial systems with publicly available demos exist3 Experimental setup
SWETWOL (Karlsson, 1992) and Lexware (Dura,

1998), although the demos come with limited acAs we cannot fit all the words in a language into a

cess. Both systems are rule-based. SWETWOL [godel, we have to choose the ones that are most use-
based on two-level morphology, and outputs all podyl- Our assumption is that we do not need all regu-
sible analyses of a word. It is possible to retrievd®’ Wordforms in the model, as the ones missing can
a baseform from the analysis, but a disambiguat handled by analogy. On the other hand, we have

is needed to choose among the alternative analys&include all irregular wordforms, at least the most

Lexware is based on inflectional paradigm rules anfieduently used wordforms, or else the application

word-formation rules, and outputs a single analysi¥uld not be robust enough. _
(in the demo version). It is generally possible to re- 10 testour assumptions of the kind and amount of
trieve the baseform from the analysis. data needed for a good mapper, we used various sub-

sets from a frequency-ranked vocabulary, and our

, _ o Perl implementation of Wicentowski's Base Model.
In Wicentowski’'s statistically based approach

(Wicentowski, 2002), four mapping model types ar@ 1 Vocabulary pool

used, where wordforms are stored in a suffix trie . L .
. . Co . “The data used for induction in the experiments come
with varying amount of morphological information

. . from a Swedish lemma vocabulary pool (Forsbom,
in the nodes. In the simplest type, Base Model, th5006) derived from version 2.0 of the 1-million word

node annotations contain probability estimates for i
suffix transforlmations fr(;mpwordfc;rlrr): to blaseformobalanced corpora Stockholm-Umea Corpus (SUC)
(Ejerhed et al., 2006). SUC is compiled in a man-

optionally conditioned on a part-of-speech (POS§1 L - :
, . ._her similar in spirit to that of the Brown (Francis

tag. Suffix transformations are learnt from a list d KIE 1979 di t1o b

of (wordform, baseformtuples (or(wordform, PoS and nicera, ) corpus, and is meant to be rep-

tag, baseformtriples), which could be taken from resentative of what a person might have read in a

- led/ € in the early nineties. Each word is annotated
a dictionary, collected from a corpus, or compiled . )
with its baseform and its part-of-speech (mapped to

manually. The probablllty estimates are also Comt_he PAROLE tagset). The texts are also categorised
puted from that list. : . : .

in 9 major categories (genres) and 48 subcategories
(domains).

As the Base Model only considers suffix changes, The units of the vocabulary pool are “lemmas”, or
it is not appropriate for all languages. For suffigatather the baseforms from the SUC annotation dis-
ing languages like Swedish, however, it has provegmpiguated for part-of-speech, so that the preposi-
to work well: 94.97% type accuracy for a modeljon om’about’ become®m.S and the subjunction
trained on Stockholm-Umea Corpus (SUC 1.0y if' becomes om.CS. The lemmas are ranked
(Ejerhed et al., 1997), evaluated on a testset withogkcording to relative frequency weighted with dis-
part-of-speech tags (13,871 verb forms, 53,115 oWy sjon, i.e. how evenly spread-out they are across
forms, and 53,115 adjective forms) (Wicentowskithe subdivisions of the corpus, so that more evenly-
2002). spread words with the same frequency are ranked

higher.

As a side effect, the mapper can also be used for The total lemma vocabulary has 69,560 entries,
wordform generation for a baseform given a partbut there is also a genre and domain independent
of-speech tag, if the model is reversed and the tdgase vocabulary, restricted to entries which occur in
contains enough information. Wicentowski considmore than 3 genres, which has 8,554 entries.
ers this an easier task than wordform-baseform map- For our experiments, we used only the origi-
ping, but did only a minor evaluation on verb formsnal SUC baseform inf\wordform, PAROLE tag,
for English, French and German, and using sep&aseform (or the reverse) triples as input for induc-
rate models for each part-of-speech tag. Accuradpg the mapping models from various subsets of the
ranges from 88.70 to 99.78%. vocabulary.
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3.2 Base Model mapper ing paradigms depending on gender.

In our implementation of Wicentowski's Base Loading the models with shorter tags used
Model, the suffix transformations are conditioned omoughly the same amount of time and space, but the
a part-of-speech tag, to limit the number of possiblokup time for the evaluation testset (163,999 en-
transformations. tries) was about three times longer than for the mod-

When using the mapper on seen words in our vegls with more detailed tags, as there were more al-
sion, the mapper returns only the transforma’[ion(§?I’I’latives for each node in the trie. For wordform
applicable to those words, i.e. a single transformdookup, the shorter tags were not expected to be very
tion for non-ambiguous words, and a set of trangiseful, as they give no clue about what wordform
formations ranked by their estimated probability foshould be generated.

ambiguous words. For unseen words, the map- |, addition, we used wordform filtering for
per follows the design of the original Base Modelfoyr models, since many baseforms had sev-
and the mapper returns applicable transformationga alternative wordforms connected to a part-of-
ranked by a weighted back-off probability based oRpeech. Wordform filtering was mainly intended
the longest common suffix. The weight is static, angy, paseform-wordform mapping. Most of the alter-
setto 0.1. Our mapper outputs the top-ranked basgatives were antiquated forms (e.gwarandrafor
forms, optionally with a confidence score. varandra’each other’ anchafvafor ha(va)’have’)

or forms from reported speech (e.g, e, &', afor
33 Models ar'is’), and some baseforms were not real lemmas,
In the experiments, two sets of models were traineie. having the same inflectional paradigm (e:gra
(see Table 1): one with all entries from the full vo-as auxiliary, 'be’, or as main verb, 'be’ or last’).
cabulary (105,815 entries), and one with only en- 1, two of the wordform-filtered models, only
tries from the base vocabulary (28,050 entries). Th§ordforms occurring more than once were included,
set based on the full vocabulary is the same as g get rid of wordforms for which statistic informa-
Wicentowski’'s experiments, apart from corpus Veriion was unreliable. This frequency-based filtering
sion and the inclusion of PoS tags. Our hypothesis {§as very aggressive, in particular for the full vocab-

that it contains all the frequent irregular forms, morgy|ary model: reducing its size by more than 50%.
than enough samples of regular forms, and some in- her fil i th h |
frequent irregular forms that are not so useful. The Anotherfilterwas used in the two other models, to

set based on the base vocabulary, on the other hafitf€r out alternative wordforms for a part-of-speech

should contain all the frequent, but no infrequent, ir@d baseform, i.e. if their frequency ratio (among all

regular forms, and enough samples of regular formglternatlves for that case) were less than or equal to

The full set obviously takes up more space, take%‘l’ to remove the least plausible wordforms. This

longer to load and takes longer to search in, ratio-based filtering was rather modest for both vo-
The PAROLE part-of-speech set is rather detaileglaIOUIary models.

(153 tags), and an automatic part-of-speech tagger

is likely to make a few errors on the more detailed .

o . . 4 Evaluation

morphological information, while the actual part-of-

speech most often is correct (cf. Megyesi (2002)).

To see how the Base Model performed in circumWe wanted to evaluate the theoretical bounds of the

stances with a less detailed tagset, we also conflatetbdels on a testset which include many words not

the PAROLE set to a smaller set (29 tags), i.e. thpresent in the models, and with many semi-regular

same set used for disambiguating lemmas in thend irregular forms, to see their limitations (see Sec-

vocabulary pool. For most words it is simply thetion 4.1). But, as the models are to be used in real

part-of-speech, but for common nouns, for exampl@pplications, mainly for baseform lookup, we also

there is a distinction between neuter and non-neuteranted to evaluate them on real, unseen, texts (see

gender, as the same baseform could have two diffesection 4.2).
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Model Set Filter Tagset Size Loading Lookup
Memory Time  Time
FullFull (bf) Full v=full,f=0,r=0 Full 105,815 156MB 24.79s 5ml6s
FullFull (wf) | Full  v=full,f=0,r=0 Full 105,815 119MB 22.25s 5mil8s
FullShort Full  v=full,f=0,r=0 Short 105,815 155MB 25.10s 19m57s
FullFiltered1 |Full v=full,f=1,r=0 Full 44918 66MB 9.77s 3mi8s
FullFilteredO1 | Full v=full,f=0,r=0.1 Full 105,289 155MB 24.60s 4mA47s
BaseFull (bf) |Base v=base,f=0,r=0 Full 28,050 40MB 5.64s 4mO00s
BaseFull (wf) | Base v=base,f=0,r=0 Full 28,0560 23MB 4.34s 3m33s
BaseShort Base v=base,f=0,r=0 Short 28,050 39MB 5.30s 13m37s
BaseFilteredl| Base v=base,f=1,r=0 Full 21,645 32MB 4.21s 2mb59s
BaseFiltered01Base v=base,f=0,r=0.1 Full 27,540 39MB 5.26s 3mil6s

Table 1: SUC baseform/wordform models. Filters: v=vocabulary, ftfemcy, r=ratio. Time and mem-
ory usage was measured withp andtime on a computer with 4 processors (Intel(R) Xeon(TM) CPU
2.80GHz), i686 Linux kernel 2.6.16-1.2115_FC4smp, 2070kB RAM {R=1=220),

4.1 Intheory: Testset (19.80% in common with the FullFull model. More
In the absence of a standardised testset f(t)lpan half of the entries are common nouns (91,436).

Swedish morphology, we used the freely avail- " Table 2, the error rates for the various mod-
able DSSO (Westerberg, 2083)vhich the Swedish e!s on DSSO with only the top 1 alternative are
spelling dictionary foOpenOffice  is based upon. 9Ven- The results cover both baseform lookup and,

DSSO contains some morphosyntactic informathe reverse, wordform lookup. The lower bouhds

tion, such as part-of-speech, case, number, afey baseform lookups are given py two baselines:
tense, but misses information on, for example, gefl® change of form, and stemming by the freely
der for nouns. In some cases. it has a differer‘?t"a”able Snowball stemmer for Swedish (Porter,

view of what part-of-speech a word belongs to (e.?001)- Upper bounds (or state-of-the-art perfor-
no determiners, just pronouns, or no subjunctioné‘?ance) could not be computed for this testset, as we
just conjunctions), or what the baseform of a wordi'd not have access to state-of-the-art systems other

is (e.g. participles have the infinitive verb form adhan as demos with limited access. Performance
baseform, while in SUC they are mapped to th@as been reported for, for example, SWETWOL as

non-neuter, indefinite, participle form—an adjective’-/ @nd 0.4% error rate, respectively, for baseform
form). lookup on two texts (Karlsson, 1992): 1) 47,422 to-

In order to make DSSO useful for evaluation€"s (8,432 types) and 2) 54,542 (5,88 7he error

of our models, we automatically transformed thd@(€S were based on tokens rather than types, which
DSSO morphosyntactic information into PAROLEmakeS comparison hard. Our mode_ls are way better
tags. In the case of systematic differences, we used?n the lower bounds, but also a bit away from the
set of rules to do the mapping, and in case of missingPPe" Pound, although the comparison is skewed,
information, we used the statistical part-of-speechilCE OUr €rror rates are based on types and on the
tagger TnT (Brants, 2000) with a model trained ofep 1 ranked alternative only.

SUC (Megyesi, 2002) to output all possible tags for Among our models, the FullFull model was the
each word and then heuristics to choose the right if€St: both for baseform and wordform lookup. And
formation (e.g. for noun gender, the gender of thgﬁe frequency-filtered models did worse than the_un-
most probable noun tag, and non-neuter as defaulfjtered models, even on wordform lookup, which

Obvious errors were corrected, and some erroneous; ., . .

. . L. . Here, lower is used in the sense worst performance, al-
entries in the original DSSO were filtered out, but @nough the numbers for the error rates are higher.
few errors may remain. 3In a list message summary on PoS-taggers 1993, Lingsoft

; eports on the performance (“recognised 99.3%”, or an error
The transformed testset contains 163,999 elﬁate of 0.7%) for a list of 300,000 wordformit{p://www.

tries of (wordform, PAROLE tag, baseforniriples  sfs.uni-tuebingen.de/~abney/taggers.html )
B The performance probably refers to recall rather than precision,
Lhttp://dsso.se and tokens rather than types.
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mﬁ:elu Base;o?:? Wordéogg“ transparen’transparent’ instead ofransparen} is
ullFu . . .

FullShort 0.66 73.69 another common error source. Depone.ntlal_verbs
FullFiltered1 5.24 7.54 (V@* SS) not in the model also have thesrsuffix
E:!Z',I:tﬁﬁedm ‘5‘-?2 g-gi chopped off (e.ganda’to end’ instead ofindag, an
BaseShort 8.49 73.03 error which can be attributed to the tagset rather than
BaseFiltered1 5.64 8.42 the application, since the tagset does not distinguish
BaseFiltered01 5.14 6.62 ; ;

ST E735 ‘ between deponential verbs and passive verb forms.
NoChange 76.56

Table 2: Overall error rates for SUC models and
baselines on DSSO (top 1 ranked).

they were supposed to boost performance for, whilec  *° |

the ratio-filtered models did about the same as thez
unfiltered models. For baseform lookup, the models 3 4, |
with conflated part-of-speech tags did worse than the£
models with the full tagset, but much better than the é

lower bounds. For wordform lookup, on the other 5 7
hand, they were as lousy as expected.

In Figure 1, we show the error contribution by o
part-of-speech tag for baseform lookup with the
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FullFull model. The majority of errors come from §202000225252958582 05
- O350 > 2=z>
genitive forms of common nounsNG+ G@* ), 53825532993%58  5¢

where no applicable mapping was found at all and
a non-changed form was used (e.parsens’the Figure 1. Error contribution by PAROLE tag for
beers” forbars), or the wordform was missing from FullFull on DSSO baseform lookup (top 1 ranked,
the model and the majority regular mapping wagrror contributior>1).
used (e.g.bevi’(a) proof's” for bevig. As it turns
out, there are very few genitive forms at all present As our models are based on statistics, wordforms
in the model (1,052 plural forms and 2,619 singulafor baseforms) that are not in the models are usually
forms), compared to the number of common nouassigned the analysis of the most regular mapping,
baseforms (21,067). As baseforms ending rx, although the correct mapping is also given, but as a
zare ambiguous for case, writers also usually avoibwer ranked alternative. When looking at the top 2-
the synthetic form and use reformulation strategies0 ranked alternatives, the error rate for all models
instead, to be clearer. So, in real-life situationsgoes down drastically for the first 2-4 alternatives,
the genitive errors might not be so important. Thewnd then levels out (see Figures 2 and 3). This is also
might also be possible to remedy in some respect kymore fair comparison with SWETWOL (although
editing the model to include genitive forms for allthe token-type discrepancy is still present).
baseforms in the model. For baseform lookup, the FullFull, FullFullFil-
Other common errors originate from plural formstered01, FullShort and BaseShort models are at the
of common nounsNG- P+ @+ ) not found in the same error rate level as SWETWOL from top 4 on-
model, where the baseform should end with a vowebards, and BaseFull and BaseFullFiltered01 is close
or have a vowel inserted befoken, r, but the vowel (0.8% error rate). The two models with the conflated
is clipped (e.g.backarna’the hills’ to backinstead tagset actually outperform the models with the full
of backe or fablerna’the fables’ tofabl instead of tagset from top 4 or 5. This indicates that the full
fabe). Neuter adjectivesAQPNSNIS where the tagset is better for disambiguating regular alterna-
baseform should end with but thet is clipped (e.g. tives with the same suffix within the same part-of-
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Figure 2. Error rates for SUC models on DSSQrigure 3: Error rates for SUC models on DSSO
baseform lookup (top 2-10 ranked). wordform lookup (top 2-10 ranked).

speech, while the conflated tagset is better at disanithout a trace’ andindustrikoncernen 'the indus-

biguating alternatives where the more detailed moftial concern’.

phosyntactic information in the full tagset gives tosparlost RGOS sparlost

few data points. In those cases, the FullShort arigdustrikoncernen NCUSN@DS industrikoncern

BaseShort models rely more on the suffixes than the For the comparison, the texts were also analysed

tags. with 2 other morphological analysers: SWETWOL
For wordform lookup, all models with the full and Lexware. The two analysers are not designed

tagset have error rates between 0.5 and 1.3% frofor baseform lookup as such, but can be used for the

top 5 onward. As mentioned before, the wordformask if the output is post-processed.

filterings did not help much. On the other hand, the SWETWOL is a commercial morphological

two models with the conflated tagset (not intendettansducer lexicon description of Swedishlt is

for wordform lookup and not shown in the figure)based on classical Swedish grammar and can anal-

reach error rates of 13.6 (BaseFull) and 33.1% (Fullyse words by inflection, derivation and compound-

Full) for the top 10 ranked alternatives. ing. The SWETWOL analyser consists of a lexicon
with more than 45,000 entries, mostly derived from
4.2 Inpractice: Real texts SAOL® and a set of two-level rules compiled into

In the more real-life evaluation, we only used thdun-time finite-state automata. The output is all pos-
unfiltered models: FullFull, FullShort, BaseFull,SIPle analyses of the wordform, as in the following
and BaseShort, and only used them for baseforfik@mples:
lookup. The selected models were applied to fivé<5"pé£'0“5.t.>:: A NEU INDEE SG NOM
. spar|los
news texts, randomly sampled from the Scarrie cor- "spar#los" A NEU INDEF SG NOM
pus (Dahlgvist, 1999). "spar#losa” V. ACT SUPINE
As input, we used corrected output from the tag- ,,2?2:@2?,& XD\'jcpz UTR/NEU INDEF SG NOM
ger used for the testset. We corrected the tags as th@ gustrikoncernens"
evaluation should evaluate the models, not the tag=— . _
| inal Vsi . “http://www.lingsoft.fi/cgi- pub/swetwol
ger. We gso used a single analysis as ou'Eput, as INsgyenska  Akademiens  Ordlista  'Swedish Academy
the following example for the wordformsparlost Wordlist'.
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“industri#koncern” N UTR DEF SG NOM analysis as acceptable if the analysis of an inflected
word was one of the possible variants, and as unac-

In the comparison, we used the analysis (or analgeptable if the analysis of a possibly non-inflected
ses) corresponding to the correct part-of-speech tagprd was none of the possible variants. As can be
given the context. If there were more than one analyseen in Table 3, our models did a bit better (99.3%)
sis with correct part-of-speech, the correct baseforthan SWETWOL (98.3%), which in turn did better
for the word in context was used. than Lexware (97.5%), but the differences are small.

Lexware is a commercial “language engine” However, Lexware was somewhat penalised since
(Dura, 1998) with,inter alia, morphological anal- it uses its own tagger and some of the errors were
ysis of Swedish wordforms. Its knowledge base isagging errors. Some words were also segmented
derived from the information in NE® and it has correctly, but as Lexware uses baseforms also for
80,000 entries, inflectional patterns, and 400 worthe parts, it was not possible to derive the baseform
formation rules. For the comparison, we used th&fom the parts, it was counted as an error, €0-
Nyckelord tagging demio where the output is the |érejvalér for 20-6resvalérernanstead of the cor-
baseform (including word ID and any segmentarect20-dresvalorvalue of 20 6re’, i.e. the glueing
tion), part-of-speech, and inflectional pattern ID, as is missing. For some reason, probably because it

in the following examples: was not in the lexicon, Lexware also messedQp
"sparlost" listenoteradelisted on the O list (stock exchange)’
_ sparlts(44004) ADVERB inflections=1 while it did a perfect job on the almost identio
“"industrikoncernen" i d
industri(22508)_koncern(25765) NOUN Istenoterade
inflections=3 Case errors were not counted as errors here as

normalisation was not the object of evaluation.

The texts used for evaluation were tokenised 8WETWOL always does lower-case conversion, but
major punctuation characters and white space (7%2eps record of initial capitals, so it is possible to
tokens in total), but not normalised (i.e. case-folded)estore it if necessary. Our Swedish models are
before mapping. There were 398 normalised typesase-normalised, so the input should really be nor-
but 403 different analyses, in at least one analysemalised beforehand, so that any normalised forms
4 types differed in analysis due to capitalisation, anthat are in the models can be recognised. For exam-
3 types due to homonymity. Accuracy was thereforgle, the normalised wordform @fktier 'stocks’ is in
counted on the basis of the 403 “types”. the models, and correctly analysed if normalised be-

As we were comparing morphological analysergorehand, but incorrectly analysed if not normalised.
implemented for different application purposes, and The BaseFull model also made a mistakeran
using slightly differing levels of analysis, we hadnarna’the robbers’, which it analysed aén 'rob-
to be a bit lenient in our evaluation. The pronourpery’, and not the correcfinare The word was not

det ('it’, neuter), for example, could be treated asn the model, andrnais a common inflectional end-

either an inflection ofien (uter) or as a baseform. ing for definite plural nouns.

Other examples are adverlspérlos) derived from

adjectives ¢parl6g, which could be treated either 5 Concluding remarks

as neuter inflectional forms of the adjective, deriva-

tions, or as baseforms. When there was no posdi this paper, we investigated the performance of a

ble difference in analysis level, we therefore counted@ordform-baseform mapper (or reverse), using var-

an analysis as correct if the analysis of an inflectei@us subsets of a Swedish frequency-ranked vocab-

word was correct, and as incorrect if an analysis of glary pool as input models. We wanted to find out

non-inflected word was incorrect. Where there wawghat kind of information, and how much, a good

a possible difference in analysis level, we counted amodel should contain. The hypothesis was that a

mcyklopedins ordbok 'Swedish National Ency-.SmaIIer model WOUId.fIt two assumptions: 1) that

clopedia Wordlist'. irregular wordforms either are among the most top-
http:/iwww.nla.se/lexware/ frequent words in a vocabulary, or so rarely used that
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Analysis Max| Full Full Base Base SWETWOL Lexware
Full Short Full Short

Non- Incorrect 198 O 1 0 1 2 2
inflected Unacceptable 44 0 0 0 0 0 1
Subtotal Accurate 24p242 241 242 241 240 239
Inflected Acceptable 13 13 13 13 13 13 13

Correct 148 146 144 146 144 144 141
Subtotal Accurate 161159 157 159 157 157 154
Total Accuracy (%) 10099.3 98.8 99.3 98.8 98.3 97.5

Table 3: Results for baseform lookup for the 4 models, SWETWOL, andaee.

they are insignificant for a robust application, and 2Bengt Dahlqvist. 1999. A Swedish text corpus for gen-

that rules for regular forms can be induced from a erating dictionaries. In Anna Sagvall Hein, edifthe
limited number of examples SCARRIE Swedish Newspaper CorpWorking Pa-

. pers in Computational Linguistics & Language Engi-
Eight subsets from the vocabulary pool were used neering 6. Dep. of Linguistics, Uppsala University.

as models, and were evaluated for both directiorEI,b_ @b 1098 Parsing Words Data Linauist
on a testset of mappings. Four of the models werg2¢'@ Pura. -=9o.rarsing Words Data Linguistica
. 19. Goteborg University, Géteborg. PhD thesis.
also used for wordform-baseform mapping on 5 ran- _ g Y g
domly selected texts from the Scarrie corpus. Eva Ejerhed, Gunnel Kallgren, and Benny Brodda. 1997.
For the corpus text evaluation, the smaller models Stoskholm-Umed corpus version 1.0, SUC 1.0. Dep.

..~ of Linguistics, Stockholm University and Dep. of Lin-
performed as good as the larger ones, which indi- guistigs, Ume& University. Y P

cates that our hypothesis is plausible. Eiethed. G | Kl 4B Brodda. 2006
; ; va Ejerhed, Gunnel Kallgren, and Benny Brodda. .
Most models were useful for spme situation, bUF Stockholm-Umea corpus version 2.0, SUC 2.0. Dep.
no model was best for all situations, so when us- of | inguistics, Stockholm University and Dep. of Lin-
ing the mapping application for either baseform or guistics, Umea University.

vyordform mapping, one can choose a 'swtable S(':‘II:"\/a Forsbom. 2006. A Swedish base vocabulary pool.
ting for how many top-ranked alternatives should presented at the Swedish Language Technology Con-

be returned and a suitable model, depending on theference, Géteborg.

mtend_ed appllcatlo_n of the baseform or wordfornw Nelson Francis and Henry Kara, 1979. Manual

mappln.g,.an-d requirements on accuracy, speed, antyf information to accompany a Standard Sample of

space limitations. Present-day Edited American English, for use with
For wordform-baseform mapping’ the best mod- dlglta' ComputerS_Providence, R.I. Original ed. 1964,

els also performed on par with state-of-the-art sys- €Vised 1971, revised and augmented 1979.

tems. Fred Karlsson. 1992. SWETWOL: A comprehensive
A demonstrator and the BaseModel package, morphological analyzer for SwedistNordic Journal

with programs, models, and testset, are avail- °f Linguistics 15(1):1-45.

able from http://stp.lingfil.uu.se/~evafo/ Beata Megyesi. 2002Data-Driven Syntactic Analysis.

resources/baseformmodels/ ) Methods and Applications for SwedishRITA-TMH
2002:7. Inst. for Speech, Music and Hearing, Royal
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Communication between A and B is possible onl
if the partners have shared knowledgea common

language and world knowledge, a common view
norms and rules of communication; A’s knowledg
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Abstract

Estonian institutional calls are analyzed
with the further aim to develop a dialogue
system. The analysis is based on the Esto-
nian Dialogue Corpus. Four types of dia-
logues are considered: calls to travel
agencies and outpatients’ offices, ordering
a taxi, and directory inquiries. A cus-
tomer’s goal is either to get information
or to trigger an action by the operator.
This goal is achieved in collaboration
with the operator. Sub-dialogues are initi-
ated both by the customer and operator in
order to achieve sub-goals of the initial
goal. A stack is an appropriate data struc-
ture for saving goals and sub-goals.
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the participants should share at least the goal to
communicate one with another. In this sense, every
communication is collaboration.

In task-oriented dialogues, the cooperative par-
ticipants additionally have a common goal — to
solve a task. A goal can be achieved through a se-
guence of sub-goals, i.e. setting up and solving
subtasks. Solving of every subtask initiates a sub-
dialogue.

A simple task-oriented dialogue arises when a
customer calls an information center and asks a
guestion. The operator cannot always give an an-
swer immediately. She needs additional informa-
tion in order to determine the customer’s goal
precisely, and initiates @nformation-sharingsub-
dialogue. Similarly, a customer may startlarifi-
cation sub-dialogue if the answer does not satisfy
his goal. Both partners can initiaterrection sub-
dialogues during a dialogue.

These three kinds of sub-dialogues are differ-
ently understood by researchers (Hennoste et al.,
2005). Information-sharing is a transfer of knowl-
¥dge from one participant to another. Sometimes
this kind of sub-dialogue is called knowledge pre-

ondition sub-dialogue because they are initiated
‘By the agent to satisfy the preconditions of a

about B should have a common part with B'$ionarjevel | (Jurafsk d Martin. 2000: 748
knowledge about himself/herself, and conversely;Ig er-level goal (Jurafsky and Martin, ' )

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 59-66
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In this case, an agent tries to elicit knowled@enfr goals. In Section 4 we consider different kinds of
the partner (e.g. a travel agent asks detailstopa sub-dialogues used by participants who collaborate
from a customer). On the other hand, a negotiatidar achieving a joint goal — information-sharing,
sub-dialogue can be initiated by an agent to evalakarification and repair. Section 5 investigatesvho
ate a proposal of the partner (Chu-Carrol and Cae model the process of achieving goals by using a
berry, 1995), e.g. a dialogue system (DS) istack structure. In Section 6 we will make
transferring its own knowledge to the user to rezonclusions.

solve its uncertainty regarding the acceptance of a

user proposal. In their later publications, negotiZz Corpus Used

tion is called a correction sub-dialogue (Chu- ] ] ]
Carrol and Carberry, 1998; Jurafsky and Martin(,)ur current study is based on the Estonian Dia-

2000: 748). Correction is considered as a plgQgué Corpus (EDIC) The corpus contains about
change (e.g. a customer rejects a previous plan380 authentic human-human spoken dialogues,
travel on Friday and orders a ticket for Sunday), dncluding over 800 calls. Dialogue acts are anno-
error correction (Kirchhoff, 2001). Clarificatios i t&téd in the corpus. A DAMSL-like typoloé)_of
considered as specification of answer (e.g. afterdilogue acts is used for annotation (Gerassimenko
customer gets the gate number from the operatéf, & 2004). For this paper, 144 institutiondlsca
he in addition asks for the precise location of thgotal 19,938 tokens) were selected from EDIC.
gate), or as solving of communication problemgour situational groups are r_epresented in the dia-
(McTear, 2004). In conversation analysis (CA)ngues: calls to travel agencies, to outpatients’ o
solving of communication problems is called repaifi€S for taxi, and directory inquiries (Table 1).
(Schegloff, 1986). Figure 1 illustrates the differe '€ calls to travel agencies form the biggest phrt

kinds of sub-dialogues and their typical locatiof€ Selected sub-corpus. The remaining dialogue
(A, B — dialogue participants). types are considered for comparison. The dia-

logues are quite different but they still share an

Qﬁjestio;equew Ql;estrigguesu A:BPrOpr?eS;étia_ important feature — they all are collaborative. The
B informa- | B: grantianswer | tion / correc- W((erkberllcﬁ of EDIC was used for calculations
tion-sharing A: clarification/ | tion and analyses.
Al - (error) correction Al . Table 1. Overview of the corpus
B: grant/answer| / repair B: accept/reject Dialogue Number of Average length:
: B: - : type number of
Figure 1. Sub-dialogues of a dialogue dialo- | tokens | utter- | tokens
o _ gues ances
Our further aim is to develop a DS which per-| Travel 36 12,104 54 336
forms the role of an information operator interact-| agency
ing with a user in Estonian. Therefore we studied Directory | 60 4,384 19 73
Estonian human-human institutional calls in order| inquiries
to explain how a customer (A) achieves his goal in Outpa- 26 2,422 24 93
collaboration with an operator (B). Three kinds of | ténts
sub-dialogues are considered in dialogues: 1) in} Offices
formation-sharing initiated by B before giving an- 131(6'“ 13 13183?88 13 ar
swer, 2) clarification initiated by A after recaig :

answer, and 3) repairs initiated both by A or B for
solving communication problems. Negotiations in
sense of (Chu-Carrol and Carberry, 1995) are not

idered here b th f I8 |1t
consigere er_e ecause ere are few proposa 2 ‘Hj; acts are divided into two big groups — adjageyair (AP) acts (e.g.
our analyzed dlalogues. question—-answer) and single (non-AP) acts (e.giruoer). Names of dialogue
H H i ts consist of two parts separated by a colorfirbtewo letters give abbrevia-
The paper IS orgamzed as fOIIOWS In Secthn n of the name of act-group, e.g. QU — questidiis— voluntary responses;
we give an overview of our emp|r|cal material the third letter is used only for AP acts — thstfiiF) or second (S) part of an AP

. e t; 2) full name of the act, for example, QUF: \{itth-question), QUS:
Section 3 clarifies what do customers ask argle INFORMATION, VR: CONTINUER. The act nameseaeriginally in

which dialogue acts they use in order to set ujp thestonian.
http://math.ut.ee/~treumuth/

//math.ut.ee/~koit/Dialoog/EDiC.html
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In calls to travel agencies and directory inquir- Calling an outpatients’ office, a customer does
ies, a customer wants to get information (and e.got get information in one case because he is un-
not to book a trip). When calling an outpatientsable to describe the requested exploration. Booking
office or ordering a taxi, a customer expects aareception time succeeds in all cases.
action by the operator in most cases (booking a Ordering a taxi succeeds in 18 cases out of 20.
reception time with a doctor, sending a taxi).|Stil The 2 reasons of failure are that the taxi company
performing the action is accompanied with givingloes not have the requested mini-bus (one case),
information (e.gyes, a taxi will come and a customer disclaims himself (one case).

In the following we will investigate how a cus- In travel agency dialogues, the situation is dif-
tomer achieves his goal, and how a collaboratiferent. A customer gets the requested information
operator assists him. only in 12 dialogues out of 36. The typical reason

A typical call starts with a ritual part (greetingsof failure is that shared knowledge is missing — a
identification, Schegloff, 1986). After that, a euscustomer does not have previous knowledge about
tomer formulates a task starting the main part afie fields of activity of the agency (e.g. he asks
the dialogue. During the main part, a task is sblvenow to travel to England but the agency offers only
in collaboration with an operator. A dialogue endfrips inside Estonia). In three dialogues, there ar

with a ritual part — thanking, leave-taking. no more places available for the requested trip.
3 Customers’ Goals 3.2How do customers set up their goals
The main part of a dialogue begins with setting ugustomers use directives or questions in order to
of a goal by a customer. set up a goal.

In our typology, we make a difference between
3.1 What do customers ask directives and questions (Gerassimenko et al.,

) , o 2004). Questions have special explicit formal fea-
In our dialogues, a customer’s goal is either 1) tQ,re5’in Estonian — interrogatives, intonation,-spe

get information (e.g. a phone number, addressific word order. Other requests for information

etc.) or 2) to trigger an action by the operatog.(é 4 directive-actions in sense of DAMSL are con-
to send a taxi). In the latter case, the operator &iqered as directives (Ex1)

ways informs the customer that either the action

performed or she is unable to perform it. Thereyp olen uvitatud reisidest

fore, doing an action is accompanied with givingkandi'naaviamaadesse=h. DIF: REQUEST
information. I'm interested in trips to Scandinavian countries

_In calls totravel agenciesainddirectory inquir- |y girectory inquiries a customer typically asks
ies only information is asked for (phone numbersyne question or makes one request in order to set
bus schedules, opening hours of institutions, ho% his goal. In calls toutpatient officessimilarly
to travel to a certain country, etc). There are ngq gialogue act is sufficient. If a customer expec
dialogues in our sub-corpus where a customer callizormation then he uses a question. If he expects
ing a travel agency books a trip. . an action of the operator then a directive is used.
Calling an outpatients’ office customers typi- orqering aaxi, a customer always uses a directive.
cally have a goal to book reception time with & caling atravel agency customers use one dia-
doctor (21 dialogues), they seldom request infofgg,e act for setting up the initial goal in 22 dia
mation (about a certain patient, abatements, bogigyes (out of 36), and two acts (utterances) i on
ing, following therapy — 5 dialogues in our data)y i in 5 cases (mostly a question or a request to-
Calling ataxi company customers mostly want t0 gether with specifying information). In the remain-
order a taxi, i.e. they request an action (20 digsg g cases, a response of the operator (continuer
logues out of 22). _ or acknowledgement) follows to the customer’s
In majority of dialogues, customers achieve thg,q est which signals that the operator is waiting

goal. In directory inquiries, there are only tWy adjustment of the initial request. After theite
cases when a customer does not get the asked in-

formation (which is missing in a data base).

4 Transcription of conversation analysis is usedxaneples, cf.
http://math.ut.ee/~koit/Dialoog/EDiC.html and (Gssimenko et al. 2004).
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customer asks a question or adds specifying infafHennoste et al., 2005), information-sharing sub-
mation to his request. This can be considered aglialogues were studied in Estonian directory in-
collaborative behavior because information comeguiries. It is typical that such a sub-dialogue

to the partner step by step which makes underensists of one question (offering an answer,
standing it easier (Ex 2, A — customer, B — operges/no or alternative question in most cases) follo

tor): wed by the answer or, more rarely, of one directive
2) (offer) followed by agreeing (Ex 3, a subdialogue
A: .hh e sooviks: séita Tallinnast is marked with-> ).
"Minhenisse lennukiga. DIF: REQUEST 3)
I'd like to travel from Tallinn to Munich by plain A: .hh “oskate te ehk ‘telda Tar-
B:jaa? VR:NEUTRAL CONTINUER tus:=e monda telefoni'numbrit kus
yes? . ‘tegeldaks  vanurite  “abistamisega,
A: ee "Uliopilasele kui=palju "mak- aga et see=ei=oleks nagu piirkonna:
sab. QUF: WH () mingi number=aga (.) ‘lldine, £
how much does it cost for a student? QUF: OPEN YES/NO
. could you give me a phone number in Tartu for help
4 Subdialogues older persons, not a district one but a generalbaim
15

The simplest structure of the main part of a,>( B:) tandab aga siis ma pakuks
dialogue is as follows: teile akki ‘linnavalitsuse sotsiaal-

A: request/auestion abi "osakonna DIF: OFFER | ACF:

- requestq ADJUSTING CONDITIONS OF ANSWER

B: (action +) giving information/missing informatio well then | can propose the social wellfare departt

This structure is preferred in directory inquirleg  of the municipality to you

impossible in calls to outpatients’ offices where=> A: £ .hh ee jah, nahtavasti

booking a reception time is expected. In this cas Gli=h. £ DIS: AGREEMENT | ACS:

some personal data are needed, and it would QJUSTlNG CONDITIONS OF ANSWER (4.0)

non-collaborative if a patient gave all the data > obviously yes

his/her first request (cf. Gricean maxim of quan- The adjusting conditions of B's answer are ei-

tity). ther obtaining details for the information retrieva
There are 14 directory inquiries (out of 60) witHr for the action (e.g. if A wants to book a recep-

such simple structure. In additional 17 inquiriesion time with a doctor then his personal data are

the operator initiates an information-sharing suble€eded), or to offer choices to A (e.g. registratio

dialogue after which she is able to give th®ffice or information desk of an institution), ar t

requested information or to tell that informatian i Make a choice by the information operator and ask

missing in the data base. In the remaining dirgcto”n agreement of A (Ex 3).

inquiries, there are more subdialogues. In directory inquiries, information-sharing will
Only one ordering of a taxi has the Simp|es$pecify an institution (its name, location, struatu

structure. There are no calls to travel agencidis wiunit, fields of activity) or will expect a

such simple structure. Thus, there are feghoice/approval of a phone number.

dialogues without sub-dialogues. If a customer who is calling an outpatients’ of-
Therefore, a typical collaborative task-orientedice needs information about a patient (another

dialogue includes sub-dialogues. A sub-dialogue Rerson) then an operator always asks the patient’s

a rule, not an exception in conversation, they exiame, department of the hospital, time of the op-

press collaboration (Lochbaum, 1998). eration, etc before giving information. If a cus-
tomer needs to book a reception time then the
4.1 Information-sharing operator asks his name, ID code, has he visited the

doctor previously, which type the visit is (regular
Information-sharing is mostly initiated by the opeor for a deficiency certificate). The task is not
rator after a customer’s first request or questiosolved until the operator has got all the needed
The purpose of it is to get additional informatiordata. Therefore, booking a reception time is differ
which is needed for answering. In a previous worknt from a directory inquiry — the operator offars
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time before information-sharing but the patient's The first part of an AP used by B in starting of a
agreement does not mean that the goal is achievath-dialogue determines the possible second parts

(Ex 4).

(4)

B: .hh siis on kakskiimend=kuus

ap'rill kell 'kuusteist kolm'kiimend.

DIF: OFFER

April twenty six at 4.30 p.m.

A: jah, sobib 'kiill. | DIS: AGREEMENT
yes, it's OK

--> B: ja kuidas lapse 'nimi on. QUF:
WH | ACF: ADJUSTING CONDITIONS OF
ANSWER |

and what's the name of the child?

which can be used by A. In our dialogues, A’s
agreemenyes mostly follows B’s offer/lyes-no
guestion (80%). This means that B correctly rec-
ognized A’s (sub)goal.

Information-sharing sub-dialogues typically
consist of one AP in directory inquiries and order-
ing a taxi (an operator asks a question and a cus-
tomer answers). The sub-dialogues are longer in
calls to travel agencies and to outpatients’ office
because more adjustments are needed here (per-
sonal data, different details of a trip, etc). EaBl

In calls for a taxi. the customer’'s name. the ﬂagives an overview of adjustments in different types

number, and/or the phone number are asked by
operator if a customer orders a taxi to a block

flats with several entrances (the taxi operator| iSialogue

able to determine the house type on the basiso

address). After that, she confirms that a taxi W
come. Therefore, sending a taxi is similar to bog
ing a reception time at an outpatients’ office e t

task is solved only after the customer’s data ha
been obtained.
The type of information needed by an opera

determines the type of the dialogue act which-in
ates an information-sharing sub-dialogue. In c3

to travel agencies, outpatients’ offices or foasi t
the operator typically asks wh-questions. Check

guestions, yes-no questions and offers are the

pfdialogues.
Ofable 2. Information-sharing sub-dialogues
lf Number of | Typical information
iype adjustments | shared
ilfravel agency| 73 time, duration of a trip,
k- personal data of trave|-
ers
arirectory 58 name, location, fields
inquiries of activity of an insti-
t tution, choices of
or
L phone numbers
“Outpatients’ | 70 reception time, pet-
! ices sonal data of a patient
Taxi 18 customer’'s name, flat
ng number T
N§tal 214

more frequent dialogue acts. In calls to travel

agencies, the operator typically requests the ti

and duration of the requested trip, the names afif

ages of travellers (Ex 5).

(5)

B: lennukiga? VR: NEUTRAL
ACKNOWLEDGEMENT

by plane?

--> kui=vana te ‘olete. QUF: WH |

ACS: ADJUSTING CONDITIONS OF ANSWER
how old are you?

--> A: mm (.) kakskiimend="uks. QUS:
GIVING INFORMATION | ACS: ADJUSTING
CONDITIONS OF ANSWER

um twenty one

--> B: olete “UliGpilane. | QUF:

OFFERING ANSWER | ACS: ADJUSTING
CONDITIONS OF ANSWER

are you a student?

--> A: jah. QUS:YES | ACS: ADJUSTING
CONDITIONS OF ANSWER

yes

The main aim of an information-sharing sub-
logue initiated by an operator is to specify a
customer’s goal and to collect information for
answering.

me

4.2 Clarification

Clarification is untypical in directory inquiries a
customer initiates a clarification sub-dialogueyonl
in 10 cases. Adjustments (mostly expressed by wh-
guestions) are related to the location of the
institution which phone number was received, the
fields of its activity, how to call the number, and
presence of other phone numbers.

In calls to outpatients’ offices, there are 7
clarifications: what weekday is it, how long time a
consultation lasts, is it free of charge (wh-
guestions, alternative or yes/no questions are)used

When ordering a taxi, a customer initiates a
clarification in 9 cases, typically asking how long
it takes to a taxi to arrive (by a wh-question),@&Ex
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(6) --> ja see on sis “esimene laev=ve.
B: ja “tuleb teile auto. DIS: OTHER QUE: OPEN YES-NO

and a taxi will come to you and is this the first boat?

)

--> A: kui “kiiresti ta [jéuab.] .

QUF: WH 4.3 Repair

how quickly it will arrive

--> B: [.hh] “saadan teile We differentiate three types of repair initiations.

"Anne’linnast auto. QUS: GIVING The first _tWO types alfes:hecking and_ non-
INFORMATION understandingthe hearer initiates a repair and the
I'll send a car from Anne district to you partner carries it out. Both of these initiationdit

(0.5) cate a perception problem by the hearer: non-
A: ahah? VR: NEUTRAL CHANGE OF STATE understanding expects the partner to repeat, ex-
| see plain and/or specify the problematic part of his
?r:f:k-s RIF: THANKING turn, and checking clarifies the problematic part

, thus expecting the partner either to confirm or to
In calls to travel agencies, there areé 3Qrrect this repetition (Ex 8, a sub-sub-dialogue,
clarlflcatlpns — much more than in other dialogug,q gx 9). The third type ieformulationwhere
types. It is understandable because there are mapy hearer initiates a repair and suggests her own
details of trips which are needed to be specifiethierpretation of the problematic item. The partner
Customers ask for the price, duration of & trim IS 4y 'agree with or reject this interpretation (E¥. 10
visa and/or insurance needed, are they includqlis the hearer is not correcting a mistake here bu

into the price, are there abatements, are th%‘?ﬁjicating an understanding problem.
another possibilities to travel, etc (Ex 7). TaBle

gives an overview of adjustments initiated by cu A')sooviks taksot “Puurmanni “viis-
tomers. The aim of a clarification initiated by & . )

. ; : eist. DIF: REQUEST
customer is to specify the answer received. fy
customer's initial goal is achieved but he s, (55 to Puurmanni fifteen please
adjusting some more details. --> B: ja 'kelle “nimele. QUF: WH |

Table 3. Clarification sub-dialogues ACF: ADJUSTIBG CONDITIONS OF ANSWER

and what's the name?

Dialogue Number of | Typical information | J"A. jje? QUS: GIVING INFORMATION
type adjustments | clarified by customer | | Acs: ADJUSTIBG CONDITIONS OF ANSWER
Travel agency| 39 price, accommodati DN(jle

: visa - - : ()
Directory 10 location of an institur ____s B- (e “nimele. QUF: OFFERING
inquiries tion, presence of other ANSWER | RPF: CHECKING

_ phone numbers Ulle is the name

Outpatients’ | 7 duration of a consultg- -.__> A: jah. QUS : YES | RPS: REPAIR
offices tion, which weekday | yeg
Taxi 9 time to wait )
Total 65 B: 0.5) "lennujaama vahe on "ka kuhu
@) te soovite. QUF: OPEN YES-NO | ACF:
B: hh < siis jaab vist > (0.5) kell ADJUSTING CONDITIONS OF ANSWER (.)
"kaheksa laheb tegelikult “valja (.) is there a difference between airports you wamatrtive
ee katama'raan, (.) s6idab "tund ne- to?
likend="viis. QUS: GIVING INFORMATION --> A: mis QUF: WH | RPF: NON-
a catamaran departs at 8 o’clock, the travel tsrenie UNDERSTANDING
hour forthy five minutes sorry?
A: ahah, VR: NEUTRAL CHANGE OF STATE --> B: et kas on “lennujaama vahe ka
| see kas “Katvik ((Gatwick)) voi (.) [ei
sellega isegi “peaaegu “jduab ole] QUF: OPEN YES-NO | QUS: GIVING
Al: INFERENCE INFORMATION | RPS: REPAIR
| will almost manage is there a difference between airports — Gatwickai?
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(10)
A: jargmine “teisipaev. QUS: GIVING

5 How to Model It?

INFORMATION | ACS: ADJUSTING Utterance Dialogue act Goal stack
CONDITIONS OF ANSWER A: () ee QUF: WH
next Tuesday ma=oleks uvi-
(1.0) 4a “kaks ligpilast. tatud informat-
Al: SPECIFICATION stoorist kuidas:
EJZrnOSWO students “Inglismaale.
= B:* kuupéev=on * (1.0) kakskend= {onlrlg\irletzteE?q é?ar;%w
kolm jah. QUF: OFFERING ANSWER | B jaa? VR NEUTRAL | travel to
RPF: REFORMULATION yes CONTINUER | England
the date is twenty third yes A:et: () ilm- Al:
--> Al jah. QUS: YES | RPS: selt kas SPECIFICATI
PERFORMING “lennukiga: len- ON |
yes nukipileti:
(1.2) vBi=véi

The repairing sub-dialogues are initiated in celsbviously by plane
tain limited cases, e.g. with regard to informatiomr or
that must be exact (prices, concessions, e-mail |dl{ennukiga? VR: NEUTRAL | travel to
dresses, actions that will be carried out nexte THY plane ACKNOWLEDGEEI“Q'a”d by
problems that cause correction can in principle |be MENT plane
located in an arbitrary past turn. In our sub-cerpu Favelto——
repairs are initiated with regard to the immediatel England—
preceding turn in 90% of cases. Table 4 gives|an
overview of repair initiations in our corpus. The-> kui=vana te QUF: WH | age of the
most frequent repair initiation is checking. As oneolete. ACF: traveler
can expect, calls to travel agencies include tH@w old are you égf\luosl'l:gﬁs
most number of repairs. Calls to travel agencies |ar OF ANSWER | fravelto
different from other types of dialogues — reformu- Elng'a”d by
lations are used almost only here, both by custom- plane
ers and operators, very frequently. The reason igA: mm() QUS: GIVING
that there are many details of trips which have l}lﬁ)?ﬁw;indgngks' :'\LFCOSRMATION
be clarified in order to understand them correctly. y ADJUSTING
Table 4. Number of repair initiations by customel ggNAﬁlsT\l,(\?é\'F?
(A) and operator (B)
Dialogue | Checking | Non- Refor- Total | --> B: olete QUE: status of
type under- mulation “Ulidpilane. OFFERING the trav-

standing are you a student ﬁlc\l:E_WER I eler
A B |A B |A B ADJUSTING | age-otthe—

Travel |8 |16 |5 | 3 | 19] 12 | 63 CONDITIONS | traveler—
agencies OF ANSWER
Directory | 10 | 11 3] 2 2| 6 |34 travel to
inquiries England by
Outpa- |10 |13 [ 3| 4 | - | 3 |33 plane
tients’ --> A: jah. QUS: YES | status-of —
offices yes ACS: thetra—v—
Ordering | 1 12 - 10 - 3 26 ADJUSTING eler—
a taxi CONDITIONS travel to
Total 29 [ 52 | 11| 19 | 21 24| 156 OF ANSWER 1 £ giand by

The aim of repairs is to solve communication plane

problems and this way to work for solving the in

tial task, for achieving a communicative goal.

Figure 2. Goal stack (Example 5)
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due to principal differences in Latvian and Eng-
Abstract lish pronunciation. Latvian text pronounced by
English TTS is practically incomprehensible
This paper describes the development of even by the most tolerant and striving users.
the first text-to-speech (TTS) synthe- In late 1990s and the beginning of this cen-
sizer for Latvian language. It provides tury, a few experiments on Latvian TTS were
an overview of the project background carried out by the Institute of Informatics and
and describes the general approach, the Mathematics of the University of Latvia. These
choices and particular implementation  were experiments of speech generation by con-
aspects of the principal TTS compo- catenation of individually recorded phonemes. It
nents: NLP, prosody and waveform  became clear quite soon that this approach can-
generation. A novelty for waveform not lead to human-like speech and the experi-
synthesis is the combination of corpus- mental system was never completed.
based unit selection methods with tradi- llze Auzina (2005) has summarized many of
tional diphone synthesis. We conclude the aspects that need to be accounted for in
that the proposed combination of rather speech synthesis of Latvian. Auzina proposes
simple language models and synthesis models for syllable boundary detection and a
methods vyields a cost effective TTS  framework for grapheme-to-phoneme conver-
synthesizer of adequate quality. sion.
Juris Grigorjevs has carried out research on
) Latvian speech analysis at Department of Philol-
1 Introduction ogy of University of Latvia. In this research Gri-
orjevs (2005) carried out experiments on Lat-
fan vowel generation using formant synthesis.
There has been an attempt to create a Latvian
adaptation of th&VinTalkersystem developed by
Czech company callddosaSoft The pronun-
iation generated by pilot model was better than
atvian texts pronounced by non-Latvian TTS

but still of a very low quality and barely recog-

now there was no text-to-speech synthesizer 1y, .10 For this reason it was not accepted by
this language. As a result, there are no appllcg}éerS and was not further developed.

tions in use providing Latvian speech capabili- The current development project of Latvian

ties. TTS synthesizer was started in 2005. The project

TZef populatLon glr)(I)ug Wi:]h }he. most a_cutef carried out as part of a European Commission
heed for speech enabled technologies are visu ded programme to facilitate accessibility for
impaired people. TTS is an essential teChnOIOQPﬁpaired people.

enabling th_em to use computer app_llcatlon_,he following sections describe the general ap-
browse the internet and communicate via e-majly, o501 and the motivation behind the decisions
Some of them are advanced computer users usiid 4o \while creating the text-to-speech synthe-
English TTS, but majority do not have sufﬁciengizer_

English skills. Attempts to use English TTS for

reading and preparing Latvian texts have failed

This paper describes the development of the firg
text-to-speech (TTS) synthesis system for Lat-
vian.

The Latvian language spoken by 1.6 millio
people is the only official language in Latvia an
one of the working languages of European un-
ion. Despite the important role of Latvian, until

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 67-72
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2 TTSoverview the disambiguation of abbreviated text elements
during text normalization.

The primary purpose of Latvian TTS is to ad- Some Latvian abbreviations have fixed repre-

dress the needs of visually impaired people usingntations while others should be represented in

computers in the Latvian language environmenhe inflected form depending on the context:

— browsing Latvian internet, reading and creating  u.tml. un tanidzgi (‘and so on’)
Latvian documents, enabling e-mail and chat u.c. un citi / citiem / ...(‘and others’)
communication in Latvian. The fixed representations are included in text

The requirements of this project include natuprocessing rules. However, currently no process-
ral sounding text-to-speech synthesis in Latviaing is done to determine the inflection of in-
that can be integrated with screen-reading accdkected abbreviations.
sibility software for visually impaired people. Appropriate inflectional form should be also
The basic requirements of TTS engines, like thgetermined while transcribing measurement units
possibility to change voice pitch and speech ratand numbers:
as well as support for user pronunciation diction-  5g pieci grami / piecu gramu / ...
aries are included. Language processing within Here simple contextual rules are used. The
the TTS engine has to be robust and functional #énding of the next word is used to determine the
order to provide stable and consistent output iflectional form of the numeral.
different usage environments. Pronunciation of acronyms depends on lin-

The system architecture covers the traditiongjuistic traditions. Acronyms traditionally are
text-to-speech transformation, performing textead letter by letter, though in some cases they
normalization, grapheme-to-phoneme convegre pronounced phonetically, in Latvian or in
sion, prosody generation, and waveform syntheheir original language:

Sis. ASV i es e/
Latvian in general can be considereglzo- PVN /@ vé en/
netic language- a language with relatively sim- LTV7 lel & ve septii/
ple relationship between orthography and NATO /nato/
phonology as defined by Huang et al. (2001). SIA [sil
From the TTS synthesis perspective, Latvian KNAB /knab/
has several specific properties: UNESCO /junesko/
e Short and long vowels and consonants Reuters  /roiters/
e Largely phonetic orthography The pronunciation of acronyms has to be in-
e Highly inflected language cluded in the user pronunciation dictionary.
e Uniform stress pattern In the Latvian orthography, the lettexse and
o Lexical syllable tones o are homographs and can denote different pho-

These properties have to be taken into accoum@tic values depending on the lexical properties
in text normalization, grapheme-to-phonem®f the word. In some cases the lexical informa-
conversion and prosody generation. The followtion is not sufficient to distinguish:

ing subsections describe their impact. velu  /ve:lu/ (verb ‘to roll’)
velu Ivee:lu/ (verb ‘to wish’ or adverb
2.1 Language processing ‘late’)

robots /ruobuots/(adjective ‘serrate’)
Language processing consists of text normaliza- robots /robots/(noun ‘a robot’)
tion and the subsequent conversion to narrow aerobs /aero:bs/(adjective ‘aerobic’)
phonetic transcription. In these cases, part-of-speech tagging or mor-
As a first step, text containing words, abbrephologic analysis may be used for phonetic dis-
viations, numbers, punctuation and other symambiguation. For efficiency reasons and since
bols is transformed to normalized orthography. such homographs are not very frequent in Lat-
Latvian has a rich inflectional system. Nounsyian, we include only the statistically most fre-
adverbs, verbs and participles take differerjuent forms in disambiguation rules.
forms depending on gender, number, case, de-Latvian orthography tries to retain the mor-
gree, definiteness, mood, tense and person. Thigologic structure of words as much as possible,
constituents of sentence are required to be hile observing a number of pronunciation rules.
agreement between each other. This influenceggiese rules have to be accounted for also in the
grapheme-to-phoneme conversion, e.g. regres-
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sive assimilation between subsequent voiced asttess falls on the first syllable. Exceptions in-
unvoiced consonants, which also occurs acroshide a fixed list of words that have historically
word borders. merged together (e.dabvdkar < labu vakaru),

Language processing is performed by oveas well as the superlative degree of adjectives
1,000 regular expression search-and-replaemd adverbs (e.gis/abakajam).

rules. The Fujisaki pitch model has been success-
. fully adapted for many languages, including such
2.2 Prosody modelling tonal languages as Swedish and Chinese (Fuiji-

_ _ saki 2004). Experiments with Fujisaki model
Latvian has several properties of tonal langhgyed that the syllable tone accents in Latvian
guages. Each word has an associated siresg pe sufficiently modelled with one or two

placement and tone pattern. Both the stress agdeent commands near the nuclei of stressed
the tone pattern are distinctive lexical featureg,y“ame&

e.g. the minimal pairs:
nékur ((he)does not make fire)
nekar (nowhere)
maja (house)

To model syllable and phrase level stress, dis-
crete prosodic events are inserted in the narrow
phonetic transcription. This processing is rule-
- based. To obtain FO contour, the prosodic events

maja  ((he) waved) are converted to accent and pitch commands.
_Syllables with a long nucleus (long vowel, " the prosodic events are located at stressed syl-
diphthong or vowel and syllabic sonorant) havgple nuclei and the boundaries of prosodic
one of the three distinct tones present in LatVithrase. Prosodic phrases are determined in a
The tones are |exical features of morphologigimpiified way as indicated by text punctuation.
constituents (the root and optional prefixes, suf- The vowel length is lexical and is marked in

fixes and endings). orthography with macron diacritics. The conso-

However, quantitative research on the usage g |ength is denoted as double consonants. The

tones in Latvian is lacking. Laua (1997) dejengih of plosives and fricatives is also influ-
scribes the three tones in a qualitative way: enced by the phonetic context.

Tone Description Duration is also modelled in discrete steps.
Stretched | Pitch is rising steadily to high Special symbols denoting relative increase or
Falling Pitch is slowly falling from high decrease in duration are inserted in the narrow

: , ; — .phonetic transcription according to manually
Broken tEItCE anf m':]ens?/] aret ”s".lg un;[]:Ivvritten rules. The rules include only the well-
€ break, when the intensity sudy ., regular phenomena of the Latvian lan-

g?g;yk drops and resumes after th%uage: the lengthening of unvoiced plosives be-

) tween two short vowels, the lengthening of

In modern spoken Latvian, two of the thrégessed syllables and the shortening of short
long syllable tones merge together depending g4 syllabies. Other prosodic factors (phonetic
regional dialect of the speaker. The three-tongntext, structure and position of words, metric

system, being the richest and the oldest, i CYget and phrases) are not taken into account.
rently preserved only in certain regions (Laua

1997). Experiments suggest that it is acceptabje3  Waveform synthesis
to follow this tendency and to model only two
distinct syllable tone patterns: stretched and noAccording to Morais and Violaro (2005), corpus-
stretched (combined rising and broken tone).  based synthesis approach is the dominant trend in
The tone pattern is most distinctive in stresseatlis decade in speech synthesis, which provides
syllables. Experiments suggest that it is acceptigh naturalness, accuracy and intelligibility.
able to model the tone of unstressed syllablesIn corpus-based synthesis, pre-recorded
with a neutral pitch contour. Stressed syllablepeech units are concatenated and transformed to
tone has a lexical function in modern Latvianproduce speech. At runtime, appropriate acoustic
while the tone distinction in unstressed syllablegatterns and the prosody of a sentence are super-
has a minor influence on understanding and pamposed during concatenation by means of digi-
ceiving of speech. tal signal processing techniques.
The syllable stress in Latvian is expressed by Drawbacks of the corpus-based synthesis are
emphasizing the tonal contour and lengthening t¢iie high development costs and the relatively
the stressed syllable. In general, the syllabligh memory and processing requirements for
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running the system. Corpus-based synthesis wds nor unvoiced plosives and consonant sono-
ing a large number of larger recorded units likeants of different length and duration show
sentences, words, phrases and morphemes, ntapsiderable spectral differences. This allows
produce higher quality speech, but requires a Istmplifying the diphone set by treating long and
of processing power and memory for unit storshort phonemes uniformly.
age. The diphone set was further simplified and re-
According to the traditional approach, onlyduced in size by treating affricates as consecutive
one recorded speech unit for each diphone jdosives and fricatives (/ts/ /tS/ /dz/ /dz/) and
stored in the diphone synthesis system, and it tieating diphthongs as two consecutive vowels.
presumed that diphones are context-independemb cover the possible allophonic and spectral
This implies that each diphone has to be cargariation of these component phones, multiple
fully selected and evaluated against other deccurrences of diphones containing the subject
phones that might precede or follow it in order tphones in different contexts were recorded.
minimize the possible discontinuities.However, After the reduction, the acoustic phone set
this is a very time-consuming task.Moreoverconsists of 29 phones including 6 vowel phones,
diphones are influenced by the context and tH2 consonant phones and a silence phone. That
presumption does not quite hold true. gives 841 phone pairs, of which about 750 di-
To improve the quality of Latvian TTS, it wasphones are possible in Latvian.
decided to store multiple variations of most di- The speech material for diphones includes one
phones and to select the appropriate variant durr several words for each possible phone combi-
ing speech synthesis. nation. These words are wrapped in carrier sen-
Initially, several variations of each diphone irtences to provide natural speech flow.
different contexts were recorded to increase the Several professional speakers were tested to
represented variation of vowels and consonantsselect the most appropriate voice. Recorded sen-
Then, several subsequent diphones wetences were phonetically segmented and manual
marked in frequently occurring words, includingselection of diphones was made from the re-
weekdays, months, frequent country and citgorded material.
names etc. During synthesis, these subsequenfThe total size of the diphone database is
diphones have minimal join costs during diphone2,200 diphones, on average containing 3 varia-
selection, thus allowing use of effectively largetions of each phone pair. Each diphone is divided
speech units. into overlapping pitch-synchronous windows and
The size of the phone set in Latvian is quitéhe respective LPC coefficients and the residual
disputable and there is no agreement on this &ignal are stored in the diphone database.
literature. 30 consonant allophones, 2 glides andThe LPC analysis is used for two purposes.
6 short and 6 long vowels can be identified, aSirst, it allows separating the source (excitation)
well as numerous diphthongs. Including all thesitom the filter (formants) within the limits of
phones in a phone set significantly increases tiaear model. Applying pitch and duration modi-
size of diphone set above 2000 diphones. fication to the LPC residual allows introducing
For diphone synthesis, the phone set has to less distortion in modified speech. Second, the
acoustically representative, i.e. covering thePC coefficients are used for evaluating the
various spectrally steady regions (phone centrespectral distance between two diphones during
for speech production. Thus experiments wemiphone candidate selection at synthesis.
done to decide on the possible size reduction of During synthesis, the diphone candidates are
the acoustic inventory. selected by dynamic programming algorithm that
Grigorjevs (2005) has shown that the spectrahinimizes the cumulative sum of unit join costs.
properties of phonemically short and long vowel€urrently only spectral distance estimate is used
in Latvian are not distinctive, thus long voweldor join costs. The selected diphones are then
can be perceived as only differing in duration. pitch-synchronously concatenated and the LPC
During the development of TTS, experimentsesidual signal is modified to the target pitch and
of time-scale modification of recorded speeckuration by overlap-add method. The waveform
were carried out. Results suggested neither vois generated by LPC synthesis.
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Figure 1. The spectrogram and waveform of a syizbdsvord savienuojums/
(connection). Random diphone variations are chdsete the discontinuities.
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Figure 2. The spectrogram and waveform of a syizbdsvord savienuojums/
(connection). LPC coefficient-based diphone sabecis used. Note the smooth
concatenation at diphthorfig/ and the discontinuities at diphthongpl/

_ e Decreasing the spectral discontinuity be-
3 Conclusionsand further work tween adjacent diphones (for comparison,

see Figure 1 and Figure 2),
The Latvian TTS system described in this paper 'au igure 2)

currently is being beta tested in real usage sce-, Enabling ‘“reconstruction” of longer
narios. Feedback from the first users is very posi- speech units what were adjacent in speech
tive. They characterize generated speech as material used for diphone extraction.
natural-sounding, with correct Latvian pronun-
ciation of majqrity of phrases and efficient work However, Latvian prosody is not yet fully de-
even on relatively old systems (200 MHz Pernye|oneq. The simplified phrase prosody model
tium processor). The project demonstrates applingyws good results with relatively short sen-
cability of diphone synthesis in combination withegnces 'Such sentences are frequent when screen
such speech quality improvements as usage Qfqing software is used by visually impaired
multiple diphone variations and LPC residuaheqple for interface with computer. However, it
modification. _ is more difficult to follow such synthetic voice
The combined approach of diphone synthesjs, longer and more complex sentences.
and unit selection provides a good COMpromise g, rther work will concentrate on development
between the speed and the effectiveness gf i speech rhythm and intonation model,
speech synthesis, and the quality of the producggs|yation of the resulting system and the im-
speech: plemented improvements in comparison to the
classical diphone synthesis, and integration of the

* Increasing the variety of vowel and congpeach synthesizer with different application
sonant pronunciation, scenarios.
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Abstract

This paper describes a system to define and
evaluate development stages in second lan-
guage French. The identification of such
stages can be formulated as determining the
frequency of some lexical and grammatical
features in the learners’ production and how
they vary over time. The problems in this
procedure are threefold: identify the rele-
vant features, decide on cutoff points for the
stages, and evaluate the degree of success of
the model.

The system addresses these three problems.
It consists of a morphosyntactic analyzer
called Direkt Profil and a machine-learning
module connected to it. We first describe the
usefulness and rationale behind its develop-
ment. We then present the corpus we used
to develop the analyzer. Finally, we present
new and substantially improved results on
training machine-learning classifiers com-
pared to previous experiments (Granfeldt et
al., 2006). We also introduce a method to
select attributes in order to identify the most
relevant grammatical features.

1 Introduction

Since the beginning of systematic research in sec-
ond language acquisition (SLA) in the 1970s, one
line of investigation was to identify and analyze
stages of development that learners pass through
when acquiring a second or a foreign language.
See Sharwood-Smith and Truscott (2005) for a re-
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cent discussion. Stage identification can be applied
to data from all linguistic levels, but it is perhaps
most interesting for the development of morphol-
ogy and syntax. Within SLA, the learner’s inter-
nal grammar is considered as its own system, an
interlanguage grammar, that develops and restruc-
tures over time (Selinker, 1972). The objective of
this research is to determine and model the growth
of the learner’s grammar, where the identification of
relevant grammatical features, the definition of de-
velopment stages, and their evaluation are complex
tasks requiring a systematic methodology (Ellis and
Barkhuizen, 2005), pp. 97-98.

In this paper, we describe and evaluate a system
that has fully automated this process. As possible
applications for it, we can think of diagnostic tools
for assessing language development and we hope
that both learners and teachers will find it useful
in this respect. However, we focus here on how
our system, and more generally the methodology we
propose, can assist researchers when working with
grammatical stages. In order to understand its rele-
vance, we begin with a simplified description of how
stage identification is commonly carried out in the
field of SLA.

2 Background

2.1 Current methodology for identifying stages
of development

The first step to identify stages of development is
to determine and extract grammatical features in the
production (oral or written) of a representative pop-
ulation of learners. The selection of features can

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 73-80
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be theoretically or empirically motivated, the crucial
point being that the selected features have a content
validity, i.e. that they are features whose realizations
can translate a qualitative change in the learner’s
grammar. A second step is to understand and model
the development of these features over time. Some
linguistic features show a straightforward linear de-
velopment, i.e. the scores for adequate use of the
feature increases steadily with time at some observ-
able rate. Other features show a nonlinear, some-
times U-shaped, development where the scores ini-
tially are high and then decrease in a second phase,
only to regain a high level of correctness in a third
phase.

Once the developmental trajectories are known, a
third step is to decide on cutoff points in the data
where the learner has reached a new stage of devel-
opment. Most researchers work on several grammat-
ical features at the same time, a procedure some-
times referred to as grammatical profiling. This
means that the establishment of a stage of develop-
ment has to take into consideration the analysis of a
large number of categories.

2.2 Some problems with the current
methodology

A necessary component in the method described
above is an in-depth morphosyntactic analysis of
the language samples produced by the learners. In
our case, these are written texts but they might also
be transcriptions of oral productions. Most ana-
lysts working with first and second language acqui-
sition have now access to relatively large amounts
of machine-readable data (large in SLA terms). It
is also common for widespread languages, like En-
glish and French, to use tools such as morpholog-
ical parsers and part-of-speech taggers (MacWhin-
ney, 2000). These tools can considerably reduce the
otherwise very time-consuming analysis step.

But even so, a lot of manual analysis is left to be
done. First there is currently no reliable automated
tool to parse learner’s data although there have been
some attempts for English (Sagae et al., 2005). For
French, some of the linguistic structures and fea-
tures used in grammatical profiling can be captured
using available part-of-speech taggers and morpho-
logical parsers. But other more complex structures
such as the agreement between constituents can-
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not. Another problem in grammatical profiling is
that current tools usually work on one single fea-
ture at the time in a pipeline architecture, while one
needs to analyze a large number of phenomena at
the same time. A third problem concerns the arti-
ficiality in identifying stages (Ellis and Barkhuizen,
2005), p.98.

The result of the morphosyntactic analysis is typ-
ically a frequency analysis of certain features. For
a particular linguistic phenomenon, say 3rd person
agreement in the present tense, a typical procedure
is to identify the different realizations of the phe-
nomena and count them. The compiled data for all
the features are then often inspected intuitively in
order to identify suitable stages of development. In
the SLA domain, there are currently multiple ways
of dealing with this step and there has not been any
principled evaluation of them. A possible reason for
this is that there is currently no framework that has
connected any sophisticated statistical treatment to
the first two steps: the morphosyntactic analysis and
the frequency count. If a fully automated process-
ing pipeline were available, all steps in this tricky
process could be evaluated more thoroughly.

We report here the current status of our system
that aims at overcoming the methodological prob-
lems discussed above. The rest of the paper is orga-
nized as follows. We begin by summarizing briefly
the previous work on the morphosyntactic develop-
ment of second language French. Then we describe
the corpus we are using to develop the analyzer to
extract the grammatical features and constructions.
The analyzer, called Direkt Profil, is also presented
briefly. In the last sections, we discuss our machine-
learning approach to identify the stages of develop-
ment and select attributes and we present our current
results.

3 Morphosyntactic development of second
language French

Studies on the morphosyntactic development of sec-
ond language French have to a large extent been
empirically driven. One of their specific aims was
the identification of a large number of develop-
mentally related grammatical features and construc-
tions along with hypotheses about their sequence
of acquisition. The study by Bartning and Schlyter
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Stages 1 2 3 4 5 6

% of finite forms of lexical verbs in 50-75 70-80 80-90 90-98 100 100

obligatory contexts

% of 1st person plural S-V agree- - 70-80 80-95 100 100 100

ment (nous V-ons)

% 3rd pers plural agreement with ir- - - a few cases ~ 50 few errors 100

regular lexical verbs like viennent,

veulent, prennent

Object pronouns (placement) - SVO S(v)oV SovV app. SovV prod acquired
(also y
and en)

% of grammatical gender agreement 55-75 60-80 65-85 70-90 75-95 90-100

Table 1: Developmental sequences from Bartning and Schlyter (2004). Legend: — = no occurrences; app =

appears; prod = productive advanced stage.

(2004) is an example of it for spoken French, where
the authors identified some 25 different morphosyn-
tactic features and proposed a definition of their
development over time in adult Swedish learners.
Taken together, these features delineate six stages
of development in the shape of grammatical profiles
— ranging from beginners to very advanced learn-
ers. Examples of features are shown in Table 1.
As the language learner moves towards an increas-
ing automation of the target language, the produced
structures become more frequent, more complex,
and more appropriate. Developmental sequences de-
scribe this process in linguistic terms.

4 The CEFLE Corpus

To develop our analyzer (see Sect. 5) and to test
the machine-learning approach to stages of devel-
opment, we used the Lund CEFLE Corpus (Corpus
Ecrit de Frangais Langue Etrangére) (Agren, 2005).
CEFLE consists of texts in French as a foreign lan-
guage written by 85 Swedish students with different
levels of proficiency. It contains approximately 400
texts and 100,000 words. It also features a control
group of 22 French native speakers. CEFLE was
compiled throughout the academic year 2003/2004.
During this period, each student wrote four or five
texts in French at two months intervals. The aim of
this study was to analyze the morphosyntactic devel-
opment in written production.

For the present study, we used a random selection
of 317 texts from the CEFLE corpus, see Table 2.

A member of the team annotated one text from each
learner using the criteria in Bartning and Schlyter
(2004) and classified it according to the develop-
mental stage the text was reflecting. For our current
experiments (see below), we subsequently assigned
the same classification to the three or four other texts
of the same learner in the CEFLE corpus. The as-
sumption behind the decision to propagate the stage
of development from one annotated text to all the
texts of the same learner is that a learner generally
does not move up to the next stage during the short
period under which the collection of the texts took
place.

5 Direkt Profil

Direkt Profil (Granfeldt et al., 2005; Granfeldt et
al., 2006) is a morphosyntactic analyzer designed
for French as a second language. The initial aim
was to implement the grammatical features and con-
structions in Table 1. In the current version of the
system, a few features are still lacking but there is
also a great number of additional ones that were not
present from the beginning. The system has been
presented in some detail in previous papers and we
only give a brief description of the main parts.

Verb groups and noun groups represent the essen-
tial grammatical support of the profile classification.
The majority of syntactic annotation standards for
French take such groups into account in one way
or another. However, in their present shape, these
standards are insufficient to mark up constructions
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CEFLE corpus Selection of CEFLE used (averages)
Task name Elicitation type =~ Words Text length  Sent. length
Homme Pictures 17,260 Stage 1 (N=23) 78 6.9
Souvenir Pers. Narrative 14,365 Stage 2 (N=98) 161 8.4
Italie Pics 30,840 Stage 3 (N=97) 212 9.8
Moi Pers. Narrative 30,355 Stage 4 (N=58) 320 11.6
Total 92,820 Control (N=41) 308 15.2

Table 2: General description of the CEFLE corpus and the selection used in the experiments reported in this

paper.

of Table 1, many of which are specific to foreign
language writers. On the basis of the linguistic con-
structions in Bartning and Schlyter (2004), we de-
veloped our own annotation scheme. The current
version of Direkt Profil, v. 2.1, detects three types
of syntactic groups, nonrecursive noun groups, verb
groups, prepositional groups, and conjunctions, that
it annotates using the XML format.

Direkt Profil applies a cascade of three sets of
rules to produce the four layers of annotations. The
first unit segments the text in words. An interme-
diate unit identifies the prefabricated expressions.
The third unit annotates simultaneously the parts of
speech and the groups. Finally, the engine creates a
group of results and connects them to a profile. The
analyzer uses manually written rules and a lexicon of
inflected terms. The recognition of the group bound-
aries is done by a set of closed-class words and the
heuristics inside the rules. It should be noted that
the engine neither annotates all the words, nor all
segments. It considers only those, which are rele-
vant for the determination of the stage. The engine
applies the rules from left to right then from right to
left to solve certain problems of agreement.

The current version of Direkt Pro-
fil is available online from this address:
http://www.rom.lu.se:8080/profil. The perfor-

mance of Direkt Profil version 1.5.2 was evaluated
in Granfeldt et al. (2005). The results showed an
overall F-measure of 0.83 (precision and recall).

6 A machine-learning approach to
evaluate stages of development

The frequency count of the grammatical construc-
tions and features form a basis to establish general
stages of development. In our system, the frequency
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analysis is obtained automatically as the output from
Direkt Profil.

One core problem in this last step of the proce-
dure is that the data from the frequency analysis
show a gradual increase that looks more like a de-
velopment through continua than a development in
discrete stages. Any definition of a stage will be to
some extent arbitrary. Currently, there are a vari-
ety of methods that are used in field, but there is no
principled way of evaluating these procedures. In
the work of Bartning and Schlyter (2004), six stages
of development were defined, five of which were
subsequently identified by a human annotator in the
CEFLE corpus. In the following section, we evalu-
ate the probability of the existence of five different
stages using machine-learning techniques.

6.1 First experiment: Classification analysis
using all features

As experimental setup, we used the texts from each
of the 85 learners that were manually assigned with
their stage of development. The classification was
done using the criteria in Table 1. Then we reused
the same classification for the learner’s three or
sometimes four other texts in the CEFLE corpus, re-
sulting in 276 classified texts. An additional 41 texts
came from the control group of native speakers, re-
sulting in a total of 317 classified texts.

We then used three machine-learning algorithms:
the ID3/C4.5 algorithm (Quinlan, 1986), support
vector machines (Boser et al., 1992), and logistic
model trees (Landwehr et al., 2003). The training
phase automatically induces classifiers from the se-
lection of texts in the CEFLE corpus and the features
we extract with the analyzer. We did all our exper-
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C4.5 SVM LMT
Stage || Precision Recall F-score || Precision Recall F-score || Precision Recall F-score
1-2 0.66 0.70 0.68 0.70 0.71 0.71 0.76 0.75 0.75
34 0.70 0.68 0.69 0.71 0.72 0.71 0.76 0.79 0.77
Control 0.71 0.66 0.68 0.70 0.63 0.67 0.89 0.83 0.86

Table 3: Results of the classification of texts into three stages for the three classifiers. Each classifier used
142 attributes and was trained on 317 texts from the CEFLE corpus.

iments with the Weka collection' of machine learn-
ing algorithms (Witten and Frank, 2005) and we
evaluated them using the embedded 10-fold cross-
validation.

We first clustered the five stages into three larger
stages, where stages 1 and 2 together with stages 3
and 4 were into two stages and we trained the classi-
fiers on them. We then ran a second evaluation with
the original five stages. The results for the 317 texts
and a feature vector consisting of 142 features are
shown in Tables 4 and 5.

These results can be compared to those we ob-
tained with a previous version of Direkt Profil
(1.5.4) using a smaller number of features (33) and
a smaller training corpus (80 texts). Those results
(Granfeldt et al., 2006) showed that the best classi-
fier at that point, SVM, obtained an average preci-
sion and recall in the vicinity of 70% for the three-
stage classification, and an average of 43% precision
and 36% recall in the five-stage classification. The
current results with more than 100 more features and
a nearly four times bigger training corpus show an
improvement of nearly 10 percentage points. The
currently best classifying algorithm, LMT, obtains
an average precision and recall of 79% for the three-
stage classification (Table 3). For the five-stage clas-
sification, the improvement is even greater. LMT
obtains 62% precision and 59% recall. In comparing
the two best performing algorithms, SVM and LMT,
one observation is that LMT outperforms SVM on
the intermediate and advanced stages of develop-
ment — 3, 4, and the control group of native speakers
— but not on the first two stages of development. We
have currently no explanation for this fact.

In conclusion of this first experiment, we can
say that the increased number of attributes and the
larger training corpus resulted in better overall per-

! Available from: http://www.cs.waikato.ac.nz/ml/weka/.

formance for all three classifiers. But the improve-
ment was not as great as we expected. We suspected
that with the introduction of more than 100 new fea-
tures compared to our previous experiments, we also
introduced some irrelevant features for the classifi-
cation. We ran an attribute selection procedure in
order to identify the best features at this point. The
results of this second experiment are presented in the
next section.

6.2 Second experiment: Classification analysis
using attribute selection

To evaluate the 142 attributes, we measured the in-
formation gain for each attribute with respect to the
class. This method is derived from ID3 and is part
of the Weka software. We used the ranker search
method that ranks individual attributes according to
their evaluation. Tables 5 and 6 show the results for
the top 10 and top 20 attributes according to the in-
formation gain evaluation method.

In the next step, we ran a new classification exper-
iment using the same three algorithms as in the first
experiment and the same selection of 317 texts from
the CEFLE corpus. We first evaluated the perfor-
mance of the classifiers using the top 10 attributes.
The results for the five-stage classification are shown
in Table 7.

This experiment produced mixed results. On an
average, the radical reduction of the number of at-
tributes from 142 to 10 does not seem to affect the
results very much. The average precision and re-
call figures for LMT are respectively 66% and 58%.
This would suggest that there is a lot of noise in the
remaining 132 attributes. On the other hand, the
results for the lowest stage of development deteri-
orate. The SVM algorithm does not identify one
single text as being on stage 1 using the top 10 at-
tributes. This would suggest that within the remain-
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C4.5 SVM LMT
Stage || Precision Recall F-score || Precision Recall F-score | Precision Recall F-score
1 0.37 0.42 0.39 0.54 0.58 0.56 0.44 0.33 0.38
2 0.50 0.52 0.51 0.60 0.60 0.60 0.59 0.61 0.60
3 0.42 0.46 0.44 0.45 0.46 0.45 0.51 0.54 0.53
4 0.48 0.38 0.42 0.52 0.50 0.51 0.64 0.66 0.65
Control 0.71 0.66 0.68 0.70 0.63 0.67 0.89 0.83 0.86

Table 4: Results of the classification of texts into five stages for the three classifiers. Each classifier used
142 attributes and was trained on 317 texts from the CEFLE corpus.

Avg. merit Avg. rank Attribute name

0.405 1.4 Percentage of Determiner-Noun sequences with agreement (number and gender)

0.354 2.2 Percentage unknown words

0.33 3.2 Percentage NPs with gender agreement

0.313 39 Percentage prepositions (out of all parts-of-speech)

0.311 4.3 Average sentence length

0.208 6.2 Percentage Noun-Adjective sequences with agreement (number and gender)

0.198 7.4 Percentage subject-verb agreement with modals + infinitive

0.187 8.3 Percentage subject-verb agreement in passé composé structures

0.177 9.3 Percentage subject-verb agreement with étre/avoir in 3rd person plural

0.176 9.8 Percentage subject-verb agreement with modal verbs and pronominal subjects

Table 5: The top 10 attributes. Attributes 1-10

Avg. merit Avg. rank  Attribute name

0.168 114 Percentage verbs in present tense (out of all tenses)

0.165 11.8 Percentage verbs in Passé composé (out of all tenses)

0.15 14 Percentage subject-verb agreement with modal verbs (all subjects)

0.142 15.7 Percentage subject-verb agreement with modal verbs in sg

0.14 16.2 Percentage subject-verb agreement with modal verbs in present tense and 3rd
person pronominal subject

0.136 16.7 Percentage finite lexical verbs in finite contexts

0.133 17.3 Percentage subject-verb agreement with finite lexical verbs

0.131 18.1 Percentage subject-verb agreement with sg pronominal subjects and modal verbs

0.125 19.3 Percentage subject-verb with lexical verbs in 3rd person plural

0.116 21.4 Percentage subject-verb with pronominal subjects and étre/avoir
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C4.5 SVM LMT
Stage || Precision Recall F-score || Precision Recall F-score || Precision Recall F-score
1 0.46 0.46 0.46 0.00 0.00 0.00 0.78 0.29 0.42
2 0.50 0.49 0.49 0.53 0.72 0.61 0.57 0.70 0.63
3 0.43 0.42 0.43 0.50 0.43 0.46 0.55 0.49 0.52
4 0.50 0.57 0.53 0.62 0.71 0.66 0.63 0.64 0.63
Control 0.84 0.76 0.79 0.94 0.76 0.84 0.78 0.78 0.78

Table 7: Results of the classification of texts into five stages for the three classifiers. Each classifier used the
top 10 attributes evaluated with the InfoGain method in Weka and was trained on 317 texts from the CEFLE

corpus.

ing 132 attributes there are some attributes that are
very important for identifying texts in stage 1. In
our next evaluation, we therefore included the next
10 attributes in the attribute ranking (attributes 11—
20) resulting in a feature vector of 20 attributes. The
results for a five-stages classifications are shown in
Table 8

Arguably, the overall results are better but the av-
erage for LMT actually shows a slight decrease com-
pared to the previous experiment with only the top
10 features. All three classifiers identify texts on
stage 1 using a feature vector with the top 20 fea-
tures. We also note a difference in precision and re-
call figures for stage 1 using the ranked attributes.
While these figures were relatively close in the first
experiment using all 142 attributes (see Table 3 and
Table 4), they are wide apart in the two following
experiments (with recall figures being considerably
lower than precision figures). This means that the
recall quality depends on a much larger set of at-
tributes for the lowest stage of development than for
the other stages. Since the precision and recall fig-
ures for the other stages are close throughout, this
could in turn mean that the stage 1 is the most het-
erogeneous stage.

7 Conclusion and future work

There is an ongoing discussion in the field of sec-
ond language acquisition on the existence of discrete
“stages” and how to define them, see for instance
Sharwood-Smith and Truscott (2005). We believe
that language development is systematic but always
gradual if one looks close enough at the data. Our
view is that developmental stages should reflect this

property.

In this paper, we have presented and evaluated a
system that can assist researchers in working with
stages of development in second language French.
The system consists of a morphosyntactic analyzer
called Direkt Profil and a machine-learning module
connected to it. A set of 317 texts from the CEFLE
corpus was classified according to the stage of de-
velopment they were reflecting. In classifying the
texts, we built on previous research on morphosyn-
tactic development in French second language. We
extracted vectors of 142 features from the texts using
the morphosyntactic analyzer we constructed. We
then trained three different classifiers to evaluate the
hypothesis that there were five stages of develop-
ment represented in the material.

The results from a first classification experiment
using a feature vector containing all the 142 features
showed a substantial improvement of more than 10
percentage points compared to our previous results.
For a three-stage classification, the average preci-
sion and recall figure for the system is now 79%.
In trying to identify the most relevant features for
classification, we used an attribute selection method
based on the information gain and we identified two
sets of top ranked attributes: the top ten attributes
and the top twenty attributes. The results showed
that while the overall performance was surprisingly
not affected by the radical reduction of the number
of attributes (from 142 to 10 and 20 respectively),
the results for the lowest stage of development were
affected very negatively. One conclusion at this
point is that the stage 1 texts are very heterogeneous
constructs to the point that it has to be questioned if
they have an independent status.

From the results on the morphosyntactic analysis
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C4.5 SVM LMT
Stage || Precision Recall F-score || Precision Recall F-score || Precision Recall F-score
1 0.56 0.38 0.45 0.60 0.38 0.46 0.53 0.38 0.44
2 0.51 0.53 0.52 0.61 0.62 0.62 0.61 0.61 0.61
3 0.49 0.47 0.48 0.54 0.57 0.56 0.56 0.59 0.57
4 0.45 0.55 0.50 0.61 0.69 0.65 0.61 0.62 0.62
Control 0.78 0.68 0.73 0.83 0.73 0.78 0.86 0.88 0.87

Table 8: Results of the classification of texts into five stages for the three classifiers. Each classifier used the
top 20 attributes evaluated with the InfoGain method in Weka and was trained on 317 texts from the CEFLE

corpus.

it is clear that there is room for improvement. We are
currently looking into the possibility of using a sta-
tistical POS tagger and a chunker trained on an an-
notated corpus of native French. The preliminary re-
sults are encouraging despite the very different kinds
of data (native and nonnative French).
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Coordinate structures often license elision of aff
but one of a set of syntactic constituents that e
press the same conceptual structure. In example
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Abstract

Syntactic parsers and generators need high-
quality grammars of coordination and co-
ordinate ellipsis—structures that occur very
frequently but are much less well under-
stood theoretically than many other do-
mains of grammar. Modern grammars of
coordinate ellipsis are based nearly exclu-
sively on linguistic judgments (intuitions).
The extent to which grammar rules based
on this type of empirical evidence generate
all and only the structures in text corpora,
is unknown. As part of a project on the de-
velopment of a grammar and a generator
for coordinate ellipsis in German, we un-
dertook an extensive exploration of the
TIGER treebank—a syntactically annotated
corpus of about 50,000 newspaper sen-
tences. We report (1) frequency data for the
various patterns of coordinate ellipsis, and
(2) several rarely (but regularly) occurring
‘fringe deviations’ from the intuition-based
rules for several ellipsis types. This infor-
mation can help improve parser and gen-
erator performance.
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overt counterpart from the parallel conjunct.

In this paper, we present frequency data for the
various types of elliptical constructions in Ger-
man—data extracted from the TIGER treebank
(Brantset al, 2004). The frequencies can help im-
prove generator and parser performance by guiding
the selection of elision sites (in generation) Hrel
reconstruction of elided materials (in parsing).

In the course of this project, we observed rare
but nevertheless systematic deviations from e#ipsi
rules reported in the literature. These observation
necessitate amendments to these rules.

In Section 2, we present an overview of the
main phenomena of coordinate ellipsis. Section 3
characterizes the TIGER treebank. In Section 4, we
report the key results from our treebank explora-
tion and discuss implications for the grammar and
for sentence parsing and generating. Finally, Sec-
tion 5 outlines options for future work.

2 Coordinate élipsis: the main phenomena

In the linguistic literature on coordinate syntacti
structures (for overviews, see Van Oirsow, 1987;
Johannessen, 1998; Steedman, 2000; Sag, Wasow
& Bender, 2003; Te Velde, 2006; and Kempen, in
press), one often distinguishes four main types of
coordinate ellipsis:

will not deal with the elliptical constructioh®iown as

e
ﬁ%@Ellipsis, VP Anaphora and Pseudogapping bec#usg

Ive the generation of pro-forms instead of jromddition

(next page), the conceptual structure underiyityg to, the ellipsis proper. For examplihn laughed, and Mary
sisterbelongs to the meaning of both conjuncts buid, toc—a case of VP Ellipsis—, includes the pro-fodial.
is expressed overtly only in the anterior conjun
The presumed ellipsis site is indicated by dots.
that site, the elliptical conjunctBORROWS its

C{\lor do we deal with recasts of clausal coordinatias coor-
gnate NPs (e.g., changidlphn likes skating and Peter likes

iing into John and Peter like skating and skiing, respec-

tively). Presumably, such conversions involve a logiagther

than a syntactic mechanism.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 81-88
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e Forward Conjunction Reduction (FCR), office). This characterization is also valid for

e GAPPING, with three special variants called LDG, Subgapping and Stripping (see below). An
Long Distance Gapping (LDG),UBGAPPING important exception applies to negation ele-
and SRIPPING ments, which are not always borrowed and are

e Backward Conjunction Reduction (BCR; also usually repeated in the posterior conjunct:
known as Right Node Raising or RNR), and (8) Hans wohnt nicht in Paris und Peter nicht

e Subject Gap in clauses with Finite/Fronted Hans lives not in Paris and Peter not
verbs (SGF). in Rom

in Rome
‘Hans doesn’t live in Paris and Peter
doesn’t in Rome'.

They are illustrated in the English sentences (1)
through (7). The distinctions also hold for German.
(1)FCR My sister lives in Utrecht and ... works in ) . .
Amsterdam e In LDG, the posterior conjunct consists of con-
(2) GAPPING: Last year, John had an office in Lei- Stituents whose left-hand counterparts belong to
den and ... Peter ... in Nijmegen different clausesMly sonin (3) is the counterpart

a motorcycle cycle pairs up witha car in the infinitival com-

(4) UBGAPPING The driver was killed and the Plement clause.

passenger ... severely wounded e SUBGAPPING is a special case of simple Gap-
(5) STRIPPING My sister lives in Utrecht and my Ping: the posterior conjunct includes one major

brother ..., too constituent in the form of a non-finite comple-
(6) BCR Anne arrived before three ... and Susi left ment clause (“VP"severely woundei (4)).

after four o’clock yesterday e STRIPPING is Gapping with the posterior con-

(7) SGE Why did you leave but didn't ... tell me?  junct consisting of one constituent only. This
. - - . remnant is not a verb, and it is often supple-
The main defining characteristics of these ellip- - anteqd by a modifier (sudto in (5), in par-

sis types are as follows. Notice, in particulae th ticular, or Ger.zwar‘more precisely’).

different borrowing patterns (described and e in BCI'?Q the anterior conjunct borrows one or

pirically justified in detail by Kempen, in press). more—é:omplete or partial—right-peripheral

e In FCR, the anterior and the posterior conjoined ., .<tituents from the posterior orgcfock and
clauses each include an overt head véikegq yesterdayin (6)).
and works in (1)). Borrowing by the posterior , Gk is g coordination afAIN clauses where the
conjunct is restricted to Ieft-_perlpheral MAYOr - anterior conjunct exhibits subject-verb inversion
constituentSshared by t_he conJ_uncts. ) (did youinstead ofyou didin (7)), and the poste-

e In GAPPING, the posterior conjunct consists of jor conjunct borrows the anterior clause’s sub-
one or more major constituents, each expressingject NP. The posterior clause starts with the
a contrast with a major constituent in the ante- finite head verb, optionally borrowing the
rior conjunct. The constituents of the posterior |5 se-initial (left-peripheral) modifier (if any—
conjunct are often calleREMNANTS. The poste- 4, adverbial phrase or clause, or a prepositional
rior conjunct borrows obligatorily all and only yhrase). No other constituents are borrowable.
those major constituents of the anterior conjunct "y\1odern grammars of coordinate ellipsis are
that are non-contrastive, and this set must ifzsed nearly exclusively on linguistic judgments
clude the head verb (in (st year hadandan  (ingitions). The extent to which grammar rules

based on this type of empirical evidence generate

2 We use the term “major constituent” of a clausein all and only the structures that populate text cor-

broad sense that includes head verb (main, copula gora, is unknown. The recent availability of the

auxiliary), arguments (e.g. subject, direct andireed  T|GER treebank (Brantst al, 2004) enabled us to
object, and non-finite complement clause), adjuncigyp|ore this question as part of a project on the

(adverbial modifier, including adverbial clausenda development of a grammar and a generator for co-

subordinating conjunctions (i.e. the complementirer . S X
complement clausesthat, whether—or the subordina- ordlna.lte ellipsis in German and Dutch (Kempen, in
press; Harbusch & Kempen, 2006).

tor in adverbial clauseswile, although, whergtc.
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3 A corpus study of clausal coordinate el- 599), “secondary edges are only employed for the
lipsisin German annotation of coordinated sentences and verb
phrases”—CS, CVP and C\VfZNevertheless, sec-
3.1 TIGER: Characterization and annota- ondary edges occasionally turn up as parts of non-
tion clausal coordination types—see the shaded cells of
Table 1. However, ellipsis in non-clausal coordi-
The TIGER Treebank (Release 2) contains 50.4fhte structures is not annotated systematically.
German syntactically annotated sentences from a We deployed the TIGERSearch tool (Kénig &
German newspaper corpus. As illustrated in Fig-ezius, 2003)
ures 1 and 2, TIGER'’s annotation scheme usesto design queries that retrieve all clausal coor-
many clause-level grammatical functions (subject, dinations (whether elliptical or not), and
direct and indirect object, complement, modifiers to classify the elliptical ones (those including
etc.; depicted as edge labels in the sentence dia-one or more secondary edges) into one of the
grams). Important for present purposes, elided (i.e seven (sub)types of clausal coordinate ellipsis.
borrowed) constituents in coordinate clauses agge took into consideration all clausal coordina-
represented by so-calleSECONDARY EDGES also  tjons, including asyndetic ones (lacking an overt
labelled with a grammatical function. This featur@oordinating conjunction), and those consisting of
facilitates well-targeted automatic recognition anehore than two conjuncts. To simplify the computa-
extraction of syntactic trees that embody variougonal corpus explorations, we assume that the

types of coordinate ellipsis. Secondary edges ai@ebank does not contain sentences from which
represented by curved arrows in TIGER tree digecondary edges are missing.

grams such as Figures 1 and 2.

In TIGER’s syntactic trees, the following type
of coordination are distinguished:
e CAC: coordinated adpositions,
e CAP: coordinated adjectival phrases,
e CAVP: coordinated adverbial phrases,
[}

grable 1. Number of TIGER sentences that include
one or more coordinations of the type mentioned in
the first column. The two rightmost columns indi-
cate how many sentences contain at least one sec-
ondary edge.

CCP: coordinated complementizer phrases | Coordination Total With secondary edge
(subordinating conjunctions), yp Forward | Backward
e CNP: coordinated noun phrases, CAC 30 0 0
e CO: coordination of “unlikes”, i.e. of dif-| CAP 2170 2 1
ferent categories (e.g. an AP and a PP)CAVP 204 0 0
e CS: coordinated finite clauses, ccpP 2 0 0
e CVP: coordinated verb phrases (non-finiteCNP 10282 0 3
clauses), and CO 374 3 0
e CVZ: coordinated infinitival clauses (VPs CPP 1250 S 2
with the head verb preceded by ‘to’ CS 5607 3150 343
. . , CVP 1564 466 86
(as inzu tun‘to do’). V7 >3 1 0

Within a coordinate structure, the conjuncts rg

dominated by a CJ edge, and the coordinating cof® Monopole sollen geknackt und Markte

junction by a CD edge. In the current project, we Monopolies should shattered and markets

focus attention on the three latter types: coordi- getrennt werden

nated finite and non-finite (including infinitival) split be

clauses. ‘Monopolies should be shattered and markets

The three bottom rows of Table 1 show that split

7194 corpus sentences—about 14 percent—inclu

at least one clausal coordination, and that in mo

e e Cr ot SOl oug e ioe putyes o s 3
Z together under the heading of (non-)finite ctoated

other conjunct. According to Brangs al. (2004: p. clauses. The left- and right-peripherality patteoh<VP and
CVZ coordinations were checked by hand.

Eéegure 1 shows the tree diagram for example (9)—
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Monopole  sollen  geknackt  und Marlkte getrennt werden

Figure 1. Tree diagram for exampg$): Subgapping combined with BCR. The two remnahth® poste-
rior clause are the NMarkte and the VP (non-finite clausggtrennt werdenAbbreviations for edge la-
bels: SB=subject, HD=head, OC=o0bject complement:€Drdinating conjunction, CJ=conjunct.

fi'?s"‘

ing
Fﬂ fo

und landen hei den Wahlen 1998 im Keller

Profil

sonst

Wir verlieren unser

Figure 2. Tree diagram for FCR exam(fie): The posterior clause is headed by the ovettefinerblan-
denand borrows its subjegtir from the left. For the secondary edge dominativegadverbial modifier
sonst see the discussion in Section 3.2. Abbreviatidd&=direct object, NK=noun kernel/modifier,
AC=adpositional case marker.

Table 2. Number of TIGER sentences with at least@ausal coordination, each sentence containieg on
or more secondary edges labelled with one of sempaortant grammatical functions. The total numbfer o
sentences with at least one clausal coordinatillipt{eal or non-elliptical) is shown within pardmses.
Hence, the first number in a cell denotes a ssenfences that is a subset of the set denotedelyutin-

ber in parentheses. The grey cells indicate borrgsvihat are either ruled out by the definitiorihaf el-
lipsis type, or are entailed by the definition. E$GF entails a secondary edge dominating theesubf

the anterior clause, and rules out borrowings ofstituents other than adverbial modifiers. The dfet
seven grammatical functions is not exhaustive ®edUGER’s annotation scheme distinguishes more
grammatical functions than the seven listed he®.mfany TIGER sentences embody more than one
clausal coordination, the numbers in a column dcadd up to the total in the top row.

Type of clausal coordinate dlipsis
Borrowed (elided) FCR Gapping SGF BCR
constituent N=2545 N=678 N=384 N=413
Head verb of clause 678 (678) 22 (392)
Subject 1772 (2147)] 208 (595) | 384 (384) 27 (228)
Direct Object 10 (154) 6 (26) 1(19)
Indirect Object 207 (1379) 55 (195) 24 (122)
Modifier 625 (1897) 197 (551) 157 (359) 73 (295)
Complementizer 433 (456) 9 (11) 0 (6)
Particle of separable verb 0 (193) 16 (22) 16 (21)
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a clausal coordination which combines Subgappirgpnjunct ungrammatical (e.g., due to incomplete-
with BCR. The forward pointing curved arrowness of the subcategorization frame of a verb), we
emanating from the terminal nodellen ‘should’ classify the edge as a case of genuine coordinate
indicates that the posterior clause is lacking i@llipsis (e.g., the borrowing @f¥ir in (10)).
auxiliary and borrows it from the anterior clause. When classifying the secondary edges in each
The backward pointing arrow is the secondargf the coordinate ellipsis types, we proceeded as
edge that denotes borrowing of the auxiliargr-  follows.
den‘be’ by the anterior clause. Notice that secon- GAPPING AND ITS SUBTYPES The borrowing
dary edges do not indicate the position of theile for these cases states that all non-conteastiv
borrowed constituent in the borrowing clause. major constituents are borrowed, except for nega-
tion elements (annotated by an NG edge). So we
3.2 A methodological issue: Coordinate el- only needed to check whether the anterior clause
lipsisvs. plausible conceptual inference  included any non-contrastive major constituent that
was not annotated as a secondary edge.

Figure 2 depicts FCR in sentena®), which em-  FCR. Left-peripheral borrowing of major con-
bodies a problematic aspect of the annotation flituents is mandatory here. Hence, in every FCR
terms of secondary edges. case, we determined the anterior clause’s left-

) ) i periphery, that is, the string from the leftmost-ma

(10) Wir verlieren sonst  unser Profil und o constituent up to and including the rightmost
we lose otherwise our  profile and  ‘ajor constituent dominated by a secondary edge.

landen bei den Wahlen 1998im  Keller. |f this string includes one or more major constitu-
end-up at the elections 1998 in-the cellar gnts without a secondary edge, this was counted as
‘Otherwise, we lose our profile and end up iy potential violation of the borrowing rule. In Fig
the cellar at the 1998 elections’ ure 2, the left-periphery consists wfr verlieren

In FCR, borrowing is restricted to left-peripheraponst with verlierenindicating a potential borrow-
major constituents of the anterior clause (see tfiegd Vviolation. For all such patterns, we judged
FCR borrowing rule in Section 2). [a0), the left Whether or not the secondary edges could denote
periphery only includes the subject Mt because Plausible conceptual inferences. If so, the left pe
the conjuncts start to deviate already at the joosit iPhery was readjusted by hand. For instance, as
of the finite verbs \erlieren ‘lose’ versuslanden We judgedsonstto be a plausible inference, the left
‘end up’). Hence, borrowing of the post-verbaperiphery was reduced twir, implying that the
modifier sonst ‘otherwise’ seems to violate theborrowing pattern in this sentence agrees with the
FCR borrowing rule. However, borrowing should'ule.

be distinguished fromPLAUSIBLE CONCEPTUAL BCR. For this e”ipSiS variant, we used the fol-
INFERENCE The fact that readers of senteritg) lowing definition of the right-periphery of the pos
tend to interpresonstas modifying the posterior terior clause: an uninterrupted string of major
conjunct, is based on semantic/pragmatic knowgonstituents dominated by secondary edges, ex-
edge rather than on knowledge of syntax. There dfnding backward from the end of the clause. We
No SYNTACTIC reasons to includsonstas part of dealt with right-peripheral borrowings as if they
the posterior conjunct: Without this modifier, thevere the mirror image of left-peripheral borrow-
conjunct would not be ungrammatical. In contrasttg—though with an important exception: The
the inclusion ofwir 1S needed to complete theleftmost constituent of the right-periphery need no
clause headed blanden Without a subject NP, be a complete major constituent (eajclock in

this active finite clause would be ill-formed. (6)).

This calls for an evaluation of the status of sec- SGF. In addition to the subject NP, the poste-
ondary edges: If the syntactic well-formedness of #0r conjunct may only borrow—optionally—the
conjunct is not affected by removing such an edgelause-initial modifier of the anterior conjunctde
we consider it a case of plausible conceptual infehyin (7)). So, the only possible violations of this
ence rather than borrowing licensed by coordinafélle are: borrowings of another type of major con-
ellipsis. (This holds for the borrowing ebnstin  stituent, or of only a fragment of the clause-aiti
(10).) Only if removal of the edge would make theddverbial modifier, or of a constituent located to
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the right of the head verb. In such cases, we jidgd.1 Correctness of the borrowing rules
whether the corresponding secondary edge could
be based on plausible conceptual inference rath&fter removing secondary edges that we judged to
than coordinate ellipsis. represent plausible conceptual inference, and read-
We realize that the distinction between twgusting left- or right-peripheries, we observedttha
types of secondary edges as well as the criteria Weabout 99 percent of the sentences the borrowing
used to classify them, are ‘friendly’ to the rathepatterns agree with the intuition-based rules.
strict intuition-based borrowing rules put forwarddence, we may conclude that these rules are not
in Section 2. The annotators seem to have matés off the mark. Nevertheless, we spotted some 40
their secondary-edge decisions on the basis ofsantences that violate a borrowing rule but, accord
much more liberal borrowing regimen. Howevering to our judgment, are at least marginally accept
we reasoned it is good methodology to start fromable. We discovered four borrowing (elision)
more restrictive, more parsimonious theory and teatterns that may be characterized as ‘fringe devia
adopt a less parsimonious one only after the motigns’ from the intuition-based coordinate ellipsis

restrictive theory has been falsified. rules. Each of the offending patterns that we repor
here, is embodied in several sentences, hence is
4 Results unlikely to reflect bad writing or sloppy editing.

_ . OVERREDUCTION In Gapping, FCR or SGF,
As can be gleaned from Table 1 in Section Znly part of a major constituent is elided. In exam
TIGER contains 7194 sentences that include gfes (11) and (12), both combining Gapping with
least one clausal coordination, and 4046 of thepCR, the head noun of one remnant (of the subject
have been annotated with one or more secondajy the posterior conjunct) is elided (indicated by
edges in coordinated clauses. We classified eachsgfikethroughs). Furthermore, TIGER includes at
these edges as representing genuine coordingigst four sentences where the head of the PP is

borrowings or plausible inferences. In the courfse gnissing from the posterior conjunct. {a3), this
this process, we removed 26 sentences, chiefly 18pids foraus‘from’.

one of two reasons: The sentence includes an anno- . . .
tation error, or all of its secondary edges wergl) ---wahrend bei der Sparkasse X Gebuhren von

deemed to represent plausible conceptual inference 90 und bei der Bank Y sogar-Gebihiem 60
rather than ellipsis. The remaining 4020 TIGER  Mark zu berappen sind

sentences exhibit at least one exemplar of a genu- - Whereas at Savings Bank X fees of 50 and
ine coordinate elliptical clausal structure. Actyal at Bank Y even-feesf 60 Mark have to be

all seven main and subtypes of coordinate ellipsis __coughed up’

are represented in the corpus. See the first row (g2) Dabei schrumpfte der Auftragseingang aus
Table 2 for the number of sentences exhibiting one dem Inland um drei une-—derAuftragseingang

of the four main ellipsis types. aus dem Ausland um vier Prozent
We used the set of 4020 sentences to try and an- Moreover, the number of domestic orders
swer the following two questions: shrank with three an S

from abroad with four percent’
13) Das Anzeigengeschéft trug dazu 36 Prozent
bei, aus dem Vertrieb kamen 34 Prozent und
adsdem Druck 21 Prozent herein
‘The Advertising Department contributed 36
percent, 34 percent came in from Sales and 21
percent from Printing’

e How accurately do the borrowing rules postu-
lated in linguistic grammars—and used in comt
putational parsers and generators—mirror the
borrowing patterns observable in real texts? (In
the absence of a treebank for spoken corpora,
our answer will be restricted teritten texts.)

e How can the frequencies of the various borrow-
ing patterns help parsers to reconstruct bor- PERIPHERALITY VIOLATIONS BY LITTLE WORDS
rowed (elided) constituents more accuratelyn at least 10 FCR sentences, the third-person re-
and generators to produce more natural sounifexive pronoun sich (‘himself, herself, them-
ing and more easily interpretable coordinationselves’) is located within the left-periphery okth
of elliptical clauses? anterior conjunct. In (14)ich is ‘too late’ to be

These questions are discussed in separate Secticgtsared by the other conjunct. (The end of the left-
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peripheral region is indicated by slashes “//”.) I{17) ... das in der Vergangenheit so blutriinstigen
(15), it is ‘too early’: It could be shared by thec- Figuren [...] Unterschlupf // gegeben hatte
ond conjunct, which however cannot use a reflex- bzw. noch immer gewéhrt

ive pronoun. We also found a comparable case ‘... which in the past had given shelter to

with pronominal NPdies ‘this’ and one withnie- bloodthirsty characters [...], resp. is still grant
mals‘never’. ing it’

The treebank contains one analogous exam&8) Es gibt-keine-Garantie-dagegen-dal-[urid
with BCR. In (16), the particlan causes a right- kann keine Garantie dagegen geben, daf3 [...]
peripherality violation. The finite verberechnen ‘There is -no—guaranteand there can be no

‘compute’ is not a separable verb and does not guarantee that ...’

havean as particle. However, it does need a dire¢l9) Nach und nach sollen dann auch Werke von

object. This is elided here due to BCR, although it exilierten Komponisten einbezogen—werden

counterpart in the posterior clause is not right- der Aktionsradius erweitert werden auf Kom-

peripheral. ponisten, die ...

(14) ... wahrend // 78 Prozent sidiir Bush und E;y %n% by, I"‘éo”gs r?y eé‘."ed composers
vier Prozent fur Clinton aussprachen shou € Included, the radius of action ex-
‘... while 78 percent expressed themselves in tended to composers wha
favor of Bush and four percent for Clinton’ SLOPPY GAPPING: remnants fulfilling a differ-

(15)... daB_sichweil3 // davon am besten abhebént grammatical function in the posterior conjunct
und von den Autofahrern am ehesten gesehgtan their counterpart in the anterior conjuhéte
Wirdh X I . he b found five cases (some perhaps intended as puns):
‘... that [the color] white gives the better con- i
trast an([:i can be ieen fasgter by the drivers’ (200Es  brachte  [den  SPD-Wirtschafts-

(16)[Sensoren ...] berechnen-die-neResition-im sprecheriect opject [UM seinen Jooer und

Mediatand und zeigen die neue Position im [der Offentlichkeitharect obiect [€iN€  heftige
Media-Land an Debattel}irect object

‘[Sensors ...] compute and indicate the new ‘It cost the SPD speaker for economy his job
position in Media-Land’ and brought the public a severe debate’

(21) Auwalder  dienen [dem  Hochwasser-

PERIPHERALITY VIOLATIONS BY CONTENT SChUtZ}arect onece UNd [als  Dschungel-Er-
WORDS OR WORD GROUPSIN three sentences, a  satz}oier
peripherality rule was violated by a content wad, ‘Riverside forests serve as protection against

word group, or even an entire subordinate clause. flooding and as jungle surrogate’
In FCR example(17), the posterior clauseoch (22) pie Prinzessin erzahlt im Fernselfidne Be-

immer gewabrtis still granting’ borrows the direct findlichkeit]urect object Und Vielleicht auchvon
object NPUnterschlupfshelter’, implying that the Mannernjmodiier

left periphery is located to its right. This engall ‘On TV, the princess talks her sensitivities,
borrowing of PPin der Vergangenheitin the and maybe also about men’

p:_;\st’, which however is semantlt_:ally mc_ompatlblng) ...1946 wurde er [Leiter . pLgcaeund [mit ...
with the present tense gewahrt‘is granting’. In betrautkomplement

rantie ...'no guarantee ..." borrowed by the anterior  \yith ..’
conjunct is not right-peripheral in the posterior

conjunct but is followed there by the main verb

geben and a complete extraposed complement
clause. In BCR cagg9), the passive auxiliary verb * Sentences (20) through (24) cannot be analyzethas-
werden‘be’ in the anterior conjunct is missing aI-C'?;‘SSL) Er?olﬂ”aeﬂxoa”; (I); %ﬂ:ﬁ;n'”issiclgoﬁgf a(gd
though a long extraposed PP follows its pQStenﬁoud of ip,gthe conjunpcts are ‘unlike’ in thatpthey embody
counterpart. In TIGER, there are at least six BCynstituents of different categories (NP and ARhi@ exam-
cases of the latter type (an extraposed constitugin). However, the unlike conjuncts should be astjiaanp

rightward of the presumed right periphery). fulfill the same grammatical function. This comiioa of
criteria is not met by sentences (20) through.(24)
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(24) ... sie ... ziehejtrimassen}irect object UNd[an 5 Futurework

den erkalteten Zigarillos)odifier ---

‘... they make grimaces and draw on the deddur evaluation study with the TIGER treebank

cigarillos’ revealed that the intuition-based borrowing (eli-
._..sion) rules summarized in Section 2 cover about 99

To con_cluo_le, although nearly all (_:Iausal elliptiy ercent of the corpus sentences. One of our geals i

cal coordmaﬂon; obey t'he' borrowing rules, th build an efficient parser that heavily relies on
four groups of fringe deviations call for some "these rules in its treatment of coordinate strastur
laxation. Another future project is to elicit from native
speakers of German grammaticality judgments for
sentences that embody the fringe deviations we
discovered and reported in Section 4.1. The results

An improved grammar rule for BCR seems to rev_villl hopefully serve to finetune the borrowing
rules.

quire a more general definition of ‘end of clause™
A clause ends not only after its last word but alsﬁeferences
at the position that serves as a receptacle foa-ext

posed constituents (i.e. just before the wyester- gapine Brants, Stefanie Dipper, Peter Eisenberg,
dayin (6)). Sentences (17) through (19) would be gjlyia Hansen-Schirra, Esther Kénig, Wolfgang
ruled in by this amendment. The borrowing rules Lezius, Christian Rohrer, George Smith & Hans
for FCR and BCR may be allowed to overlook lit-  Uszkoreit (2004). TIGER: Linguistic Interpreta-
tle words such as personal and reflexive pronouns,tion of a German CorpusResearch on Lan-

and verb particles. The other TIGER sentences guage and Computation, 297-620.

cited in Section 4.1, however, seem to requirlgarin Harbusch & Gerard Kempen (2006)

mo;e S;Jbge l‘rl\netunwg.b . lision) f ELLEIPO: A module that computes coordina-
able 2 shows the borrowing (elision) frequen- e ellipsis for language generators that don't.

cies of various grammatical functions in the four |4. EACL-2006: 11th Conference of the Euro-
main types of clausal coordinate ellipsis. For ex- nhean Chapter of the Association for Computa-
ample, the constituents most likely elided in FCR tional Linguistics(Trento, Italy; April 2006).

are the subject and the complementizer. This fre- o
quency information can help a chunker or shallo@n€ B. Johannessen (1998)oordination
parser to reconstruct elided elements and thus to OXford: Oxford University Press.

recover from parsing failure. This presupposes, @erard Kempen (in press). Clausal coordination
course, that the analyzer has been able to reemgniz and coordinate ellipsis in a model of the
the clausal coordination and the ellipsis type. speakerLinguistics

Gi_ven the success of the strongly_ peripheralit}ﬁsther Konig & Wolfgang Lezius (2003). The
oriented borrowing rules (Kempen, in press), they TIGER language — A Description Language for

p;?\égi f?)rscoouor;?jir?aiselsstl;ﬁzztﬂ}zsde&gn of efficient Syntax Graphs: Formal Definition. Tech. Rep.
P ' IMS, University of Stuttgart.

As for generation, elliptical coordinations fig-
ure prominently in several application domaindyan A. Sag, Thomas Wasow & Emily M. Bender
e.g. weather forecasting. More concise and more (2003). Syntactic Theory: A formal introduction,
variegated texts can be produced if the generator i Stanford: CSLI Publications, Secongdition.

able to apply the various types of elision 10 NONyark Steedman (2000)The syntactic process.
reduced sentences which express the intende&ambridge MA: MIT Press.

[ Harbusch & K , 2006). | - .
meaning (Harbusc empen )- In man hn R. te Velde (2006)Deriving Coordinate

sentences, for instance, Gapping and BCR for Symmetries: A phase-based approach integrat-

competing but mutually exclusive ways of avoid- ; )
ing unnecessary reduplication of sentence frag-g]gn?;ri]eiﬁg Merge, Copy and Matdimsterdam:

ments. Frequency data such as those in Table 2 can

help to select a natural sounding elision option. Robert R. van Oirsow (1987Jhe syntax of coor-
dination London: Croom Helm.

4.2 Implications for grammar, parsing, and
generation
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Abstract

We investigate different areas of the high-
dimensional vector space built by the auto-
matic text summarizer HolSum, which evalu-
ates sets of summary candidates using their
similarity to the original text. Previously,
the search for a good summary was con-
strained to a very limited area of the sum-
mary space. Since an exhaustive search is
not reasonable we have sampled new parts
of the space using randomly chosen starting
points. We also replaced the simple greedy
search with simulated annealing. A greedy
search from the leading sentences still finds
the best summary. Finally, we also evaluated
a new word weighting scheme: the standard
deviation of word distances, comparing it to
the previously used tf - log(idf) weighting.
Different weighting schemes perform simi-
larly, though the term frequency contributes
more than other factors.

1 Language Independent Automatic
Text Summarization

Today there is much research in automatic text sum-
marization that is focused on knowledge-rich, and in
practice language specific, methods. Methods using
tools and annotated resources simply not available
for many languages. Justifiably so, these knowledge-
rich systems do in general perform better than earlier
knowledge-poor approaches. It is however easy to see
that there is a clear need for automatic summariza-
tion also for languages less in focus in this research
area than the major European, Asian or Mid-Eastern
languages.

One such attempt to develop a method for largely
language independent automatic text summariza-
tion resulted in the HolSum summarizer (Hassel and
Sjobergh, 2005; Hassel and Sjobergh, 2006), which

can be implemented quickly using only a few very ba-
sic language resources. HolSum tries to capture the
essence of a document being summarized by build-
ing a document space where a set of summary candi-
dates can be evaluated against the original text. The
HolSum summarizer thus takes the theoretically ap-
pealing approach of trying to optimize semantic sim-
ilarity between the generated summary and the text
being summarized, rather than lexical and syntactic
similarity which many other systems and metrics do.

In this paper we evaluate several modifications to
the HolSum approach, including changing the word
space used and the search strategy for finding a good
summary in the space of possible summary candi-
dates.

2 Word Spaces

Word space models, most notably Latent Seman-
tic Analysis (Deerwester et al., 1990; Landauer et
al., 1998), enjoy considerable attention in current
research on computational semantics. Since its in-
troduction in 1990 Latent Semantic Analysis (LSA)
has more or less spawned an entire research field.
A wide range of word space models has since been
developed, as well as numerous publications report-
ing exceptional results on many different tasks, such
as information retrieval, various semantic knowledge
tests, text categorization and word sense disambigua-
tion.

The general idea behind word space models is to
use statistics on word distributions in order to gen-
erate a high-dimensional vector space. In this vec-
tor space the words are represented by context vec-
tors whose relative directions are assumed to indi-
cate semantic similarity. The basis of this assump-
tion is the distributional hypothesis (Harris, 1968),
according to which words that occur in similar con-
texts also tend to have similar properties (mean-
ings/functions). From this follows that if we repeat-
edly observe two words in the same (or very similar)

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 89-96
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t | [ [ |
colorless green ideas |sleep furiously
[

Figure 1: A Random Indexing context window fo-
cused on the token “ideas”, taking note of the co-
occurring tokens. The row marked as “cv” repre-
sents the continuously updated context vectors and
the row marked as “rl” the static random labels (act-
ing as addable meta words). Grayed out fields are
not involved in the current token update.

contexts, then it is not too far fetched to assume that
they also mean similar things (Sahlgren, 2006).

2.1 Random Indexing

In the HolSum summarizer the Random Indexing
(Sahlgren, 2005) method is used to build a seman-
tic vector space. This vector space is then used to
choose a summary as close to the original text as
possible from a set of summary candidates. Ran-
dom Indexing (RI) presents an efficient, scalable and
inherently incremental alternative to standard word
space methods. As an alternative to LSA-like mod-
els that first construct a huge co-occurrence matrix
and then perform the dimension reduction, Random
Indexing instead accumulates context vectors contin-
uously based on the occurrence of words (tokens) in
contexts, without a need for a separate dimension
reduction phase.

The construction of context vectors using RI can
be viewed as a two-step process. First, each con-
text (often each co-occurring word is considered a
context) in the data is assigned a unique and (usu-
ally) randomly generated label. These labels can be
viewed as sparse high-dimensional ternary vectors. !
Their dimensionality (d) is usually chosen to be in
the range of a couple of hundred up to several thou-
sands, depending on the size and redundancy of the
data you are working with. The labels consist of a
very small number (usually about 1-2%) of randomly
distributed +1s and -1s, with the rest of the elements
of the vectors set to 0.

Next, the actual context vectors for the words are
produced by scanning through the text and each time
a token w occurs in a context (e.g. in a document or
paragraph, or within a sliding context window), that

!The extremely sparse random labels are handled in-
ternally as short lists of positions for non-zero elements
and are generated on the fly whenever a never before seen
token is encountered in the context during indexing.
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context’s d-dimensional random label is added to the
context vector for the token w. Thus, when using a
sliding context window all tokens that appear within
the context window contribute (to some degree) with
their random labels to w’s context vector. Words are
then represented by d-dimensional context vectors
that are the sums of the random labels of the co-
occurring words, see Figure 1. When using a sliding
context window it is also common to use some kind
of distance weighting in order to give more weight to
tokens closer in context.

One of the strengths of Random Indexing is that
we can in a very elegant way fold the document cur-
rently being processed into the Random Index, thus
immediately taking advantage of distributional pat-
terns within the current document. This removes the
problem of lack of data due to unknown words, since
all words in the text will have been seen at least once
(when the text itself was added to the Random In-
dex). We also have a system that learns over time.
Sparse data is still something of a problem though,
since a never before seen word will only have as many
contextual updates as the number of times it occurs
in the current document. This is however better than
no updates at all.

As with LSA-like models, for good performance
Random Indexing needs large amounts of text (mil-
lions of words) when generating the conceptual repre-
sentations. Since Random Indexing is resource lean
and only requires access to raw (unannotated) text,
this is generally not a problem.

3 The HolSum Summarizer

3.1 Evaluating Candidate Summaries

HolSum makes use of Random Indexing to differenti-
ate between different summaries. Random Indexing
gives each word a context vector that in some sense
represents the semantic content of the word. We
make use of these vectors when calculating a mea-
sure of similarity between two texts. Each text is
assigned its own vector for semantic content, which
is simply the (weighted) sum of all the context vec-
tors of the words in the text. This can be seen as
projecting the texts into a high-dimensional vector
space where we can relate the texts to each other.
Similarity between two texts is then measured as the
similarity between the directions of the semantic vec-
tors of the texts, in our case between the vector for
the full text and the vectors for each of the candidate
summaries.

When constructing the semantic vector for a text,
the context vector for each word is weighted with
the term frequency and some measure of topicality
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(e.g. the inverse document frequency). If desired,
other weighting criteria can easily be added, for in-
stance for slanted or query based summaries where
some words are deemed more important, or by giving
words occurring early in the document, in document
or paragraph headings etc. higher weight.

3.2 Finding a Better Summary

To find a good summary we start with one summary
and then try to see if there is another summary that
is “close” in some sense that is also a better sum-
mary. Better in this context means more similar to
the original text, which is measured as described in
the previous section. The reason we do not exhaus-
tively pursue the best summary of all possible sum-
maries is that there are exponentially many possible
summaries. Comparing all of them to the original
text would thus not be feasible.

It has been shown that the leading sentences of an
article, especially within the news domain, are im-
portant and constitute a good summary (Edmund-
son, 1969; Brandow et al., 1995). Therefore, the
“lead” summary, i.e. the first sentences from the doc-
ument being summarized up to a specified length,
was used in our experiments both as a baseline and
as one of the starting points in our search for a better
summary.

Using a standard hill climbing algorithm we then
investigate all neighbors looking for a better sum-
mary. The summaries that are defined as neighbors
to a given summary are simply those that can be

Widening the HolSum Search Scope

created by removing one sentence and adding an-
other. Since sentences vary in length we also allow
removing two sentences and adding one new, or just
adding one new sentence. This allows for optimizing
the summary size for the specified compression rate.

When all such summaries have been investigated,
the one most similar to the original document is up-
dated to be the currently best candidate and the pro-
cess is repeated. Any summary that is too short or
too long (the wanted compression rate is given as
a parameter to the program) is heavily penalized.
Otherwise, the summaries tend to grow longer, since
including more of the original text will make the sum-
mary more similar to it, and eventually include the
whole text.

If no other summary is better than the current
candidate the search is terminated. It is also possible
to stop the search at any time if so desired and return
the best candidate so far. A schematic layout of the
complete system can be found in Figure 2.

In our experiments on the texts provided for the
Document Understanding Conferences (DUC) the
generated summaries are very short, about three sen-
tences. This means that there are usually quite few,
typically around four, search iterations. Some doc-
uments require quite many iterations before a local
maximum is found, but these constitute a fairly small
amount of the texts in the data set.

4 Evaluation

Even though the HolSum system was designed to be
fairly language independent, here we only evaluate it
on English. The reason is that large amounts of ref-
erence summaries and evaluation schemes have been
developed for English. When large amounts of eval-
uation data is available it makes it easier to detect
small effects of changes to a system, such as those we
are investigating here. Several other summarization
systems also exist for English, and can thus be used
as reference points to see if the system performs well
or not.

For English we build our conceptual representa-
tions for each word based on a large corpus, BNC
— the British National Corpus (Burnard, 1995). We
also add all the documents that are being summa-
rized. The data used for building these representa-
tions is thus comprised of 100 million words from
BNC and roughly 2 million words contained in 291
document sets provided for the Document Under-
standing Conferences 2001-2004 2. After stop word
filtering and stemming this results in almost 290,000

2DUC, the Document Understanding Conferences,
http://duc.nist.gov/
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unique stems taken from 4,415 documents.

The HolSum summarization method has been
evaluated in earlier experiments by Hassel &
Sjobergh (2006), showing promising results on man-
ually written abstracts from the DUC.

For reasons of comparability we have chosen to
evaluate using ROUGEeval (Lin, 2003) with the
same data and model summaries. The evaluation
was carried out by first using all manually created
100 word summaries provided for DUC 2004 as ref-
erence summaries, comparing our results to previous
results on the same data set (Over and Yen, 2004;
Hassel and Sjobergh, 2006). Having reached a rea-
sonable level of success we then compared against the
complete set of human written 100 word summaries
from DUC 2001-2004 in order to verify our method
on a larger test set.

The evaluation has been carried out by computing
ROUGE scores on the system generated summaries
using the manual summaries from DUC as reference
summaries. The ROUGE score is a recall based
n-gram co-occurrence scoring metric that measures
content similarity by computing the overlap of
n-grams occurring in both a system generated sum-
mary as well as a set of model summaries. ROUGE
scores have tentatively been shown to correlate with
human evaluation (Lin and Hovy, 2003). As in
DUC 2004, we have throughout the evaluations used
ROUGEeval-1.4.2 with the following settings:

rouge -a -c 95 -b 665 -m -n 4 -w 1.2

In our experiments ROUGE scores are in the case
of DUC 2004 calculated over 114 system generated
summaries, one for each document set, and in the
case of DUC 2001-2004 for 291 summaries. For ref-
erence, a human agreement score, see Table 1, has
been calculated. For each document set ROUGE
scores for each human written summary was calcu-
lated by treating the summary as a system summary
and comparing it to the remaining human written
ones. The mean value was then used. On average
there are four human written summaries available for
each set. Also, we evaluate a baseline (lead), which
is the initial sentences in each text up to the allowed
summary length.

We then generated a summary of each text in
the data set and evaluated them compared to the
100 word reference abstracts provided. The length
of these system generated summaries was allowed
to vary between 75 and 110 words. We also eval-
uated the impact of the dimensionality chosen for
the Random Indexing method by running our exper-
iments for three different values for the dimensional-
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ity, building semantic representations using 250, 500
and 1000 dimensions. Our results show little varia-
tion over different dimensionalities though. For each
dimensionality we also calculated the mean perfor-
mance using ten different random seeds, since there
is a slight variation in how well the method works
with different random projections.

4.1 Keywords Come in Bursts

When constructing the semantic vector for a text the
context vector for each word is weighted with the im-
portance of this word by simply making the length
of the vector proportional to the importance of the
word. The weight could for instance be something
simple, such as making the length of the vector be
tf -log(idf) as used in previous HolSum evaluations,
i.e. the term frequency and inverse document fre-
quency. The term frequency is the frequency of the
term within the given document and gives a measure
of the importance of the term within that particular
document. The inverse document frequency, on the
other hand, is a measure of the general importance
of the term, i.e. how specific the term is to said doc-
ument (Salton and Buckley, 1987).

In addition to the highly traditional ¢f - log(idy)
weighting scheme, we have also experimented with
utilizing the “burstiness” of a word for term weight-
ing. Ortuno et al. (2002) have shown that the spa-
tial information of a word, i.e. the way in which it is
distributed in the text (independently of its relative
frequency), is a good measure of the relevance of the
word to the current text.

The burstiness of a word is here based on the
standard deviation of the distance (in words) be-
tween different occurrences of this word in the text.
Words that occur only with large distances between
occurrences usually have a high standard deviation
by chance, so the standard deviation is divided by
the mean distance between occurrences. The final
weight of a word is thus:

tf -

=19

where p is the mean and o the standard deviation of
the distances between occurrences, in words.

Here too we have evaluated on three different di-
mensionality choices, 250, 500 and 1,000. Generally,
as low dimensionality as possible is desirable, since
processing time and memory usage is then lower. In
Table 1 it can be seen that the variation between dif-
ferent dimensionalities is quite low. It is largest for
tf -log(idf), where the mean value for dimensionality
250 is 32.0 and the mean value for 1,000 is 32.4 in the
DUC 2001-2004 data set. This is nice, since it seems



DUC 2004 DUC 2001-2004

Baseline: lead 31.0 28.3
Human 42.6 39.7
tf - log(idf), 1000 34.1 32.4
tf - log(idf), 500 34.2 32.3
tf - log(idf), 250 33.9 32.0
Burstiness, 1000 33.9 32.2
Burstiness, 500 33.7 32.1
Burstiness, 250 33.6 31.9

Table 1: ROUGE-1 scores for different dimension-
ality choices of the context vectors. There are 114
documents from DUC 2004 and 291 from DUC 2001-
2004.

to be unimportant to spend a lot of time optimizing
the choice of this parameter.

For each choice of dimensionality the mean perfor-
mance using ten different random seeds was calcu-
lated. The impact of the randomness of the method
seems larger than the impact of the dimensionality
choice. The largest variation was for the dimension-
ality 500, spanning 33.1-34.3 in ROUGE-1 scores for
the DUC 2004 data set. Variations for the other di-
mensionalities were slightly less.

These results are unsurprisingly worse than those
of the best systems of DUC 2004, which had
ROUGE-1 scores of about 39. The top systems in-
cluded summarizers using more advanced tools than
those made available to HolSum, such as co-reference
resolution or genre specific extraction patterns. Such
tools seem to be quite useful, but since the HolSum
system was meant to be language independent it uses
only tokenization, stopword removal and stemming.
The HolSum scores are however better than about
half of the systems and well above the baseline.

One system (Jaoua et al., 2003; Jaoua et al., 2004)
participating in the DUC 2004 used an approach sim-
ilar to that of HolSum. A genetic algorithm was used
to search through the space of possible extracts and
coverage of high frequency words in the original text
was used to rank summary candidates. The system
achieved quite high ROUGE scores (higher than Hol-
Sum).

It can be noted that improving the ROUGE scores
of HolSum is quite easy. Since the recall based mea-
surements are never made worse by adding more
words, simply making the summaries longer so as to
fill up the allowed 100 words more fully gives higher
scores. For ROUGE-1 using dimensionality 250 the
scores are improved from 33.9 to 34.4 (DUC 2004)
and from 32.0 to 32.7 (DUC 2001-2004) by simply
always generating summaries of at least 100 words.
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Figure 3: ROUGE-1 scores for three weighting
schemes, divided into 29 groups of 10 summaries each
sorted by compression rate. The leftmost group con-
tains the summaries for the 10 shortest source texts
while the rightmost group contains the summaries
for the 10 longest.

Since we were not particularly interested in gener-
ating higher ROUGE scores without making better
summaries, we did not use such tricks in the evalua-
tions, though.

The choice between ¢ f -log(idf) or burstiness seems
to have very little impact, the results are nearly
identical in ROUGE-1 scores. This is further sup-
ported when plotting a graph showing the ROUGE
scores for three different weighting schemes. The first
weighting scheme is burstiness weighting, the second
is tf - log(idf) and the third is weighting only by the
term frequency. In Figure 3 we can see that it is
the term frequency that is pulling the most weight
and that the inverse document frequency and the
standard deviation seem to add roughly the same
improvement.

Removing the term frequency weighting lowers the
performance substantially. A small test using di-
mensionality 250 and burstiness weighting but no
term frequency weighting gave a ROUGE-1 score of
30.5 (DUC 2004) and 29.3 (DUC 2001-2004), com-
pared to 33.6 and 31.9 using both term frequency
and burstiness.

It should however not come as much of a surprise
that the term frequency has the most impact dur-
ing the accumulation of the context vectors. Since
we apply stop word filtering prior to this step we
have already filtered out most of the highly frequent
function words. This means that the remaining high
frequency words are content words and as such good
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descriptors of the document being summarized.

In Figure 3 we can also see that summarizer per-
forms best at low compressions rates. This is due
to the fact that the more of the source text that is
included in the summary, the higher the chance of se-
lecting sentences with words also used in the human
written summaries in the gold standard.

4.2 Widening the Search Space

One thought that immediately strikes you is that
there might be better summaries, according to the
given criteria, out there in summary space. It might
simply be the case that these remain unfound when
going down the path of always choosing the best
neighbor. What if beyond one of the lesser neigh-
bors lies an even better summary?

The method we used for investigating this theory is
simulated annealing (Kirkpatrick et al., 1983), aug-
mented with back-off heuristics. Instead of in each
step choosing the best neighbor as our next transi-
tion point we may go to a randomly chosen neigh-
bor, as long as it is better than the current sum-
mary. However, in doing this we also keep track of
the best neighbor so far, and in the case that we
are lead too far down a garden path,®> we can al-
ways go back to the best neighbor previously visited
and start our search anew. A ban list containing all
visited summaries, excluding the best summary so
far, effectively hinders us from going down the same
path again (not that it would have mattered much,
bar computing time). This means that the annealing
procedure will always perform at least on par with
the greedy search regarding Random Indexing simi-
larity scores.

With simulated annealing the cooling schedule is
of great importance (Laarhoven and Aarts, 1987).
The cooling schedule is the factor that in each tran-
sition governs the probability of choosing a random
better neighbor instead of the best neighbor. Two
common formulas for calculating the cooling factor
were used in these experiments. The first schedule
was calculated using the following formulas:

E
N

0

In this formula 7; is the probability of choosing a
random better neighbor in step i, where i increases
from 0 to N = 100 transitions. The initial prob-
ability Ty is set to 100% and the lowest allowed
probability to Ty = 5%. This schedule starts with
a high probability for random behavior and then

3In our case ten transitions without finding a new
summary that is better than best one seen so far.
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DUC 2004 DUC 2001-2004

Baseline: lead 31.0 28.3
Human 42.6 39.7
Original, 1000 34.1 32.4
Original, 500 34.2 32.3
Original, 250 33.9 32.0
Schedule 1, 1000 34.1 32.4
Schedule 1, 500 34.2 32.3
Schedule 1, 250 33.9 32.0
Schedule 2, 1000 34.2 32.4
Schedule 2, 500 34.2 32.3
Schedule 2, 250 34.0 32.0

Table 2: ROUGE-1 scores for the the two annealing
schedules as well as the standard greedy search for
reference.

rapidly reverts to a traditional greedy search. The
second cooling schedule, using the same notation
as above but with T set to zero, was designed to
revert to a greedy search more linearly:

- To—T
T, =Ty — i BT

The algorithm was in both cases set to break when
no known neighbors are better than the current sum-
mary and no previous state or neighbor has been
better, in terms of Random Indexing similarity, or
the maximum number of 100 transitions has been
reached. At this point the best state, current or pre-
viously visited, is returned. In most cases the maxi-
mum number of transitions was never reached.

As can be seen in Table 2 the resulting summaries
were in almost all cases identical to the summaries
generated using the bare greedy search algorithm.
In the few cases (7 out of 2,910) where the sum-
maries generated with a dimensionality of 500 dif-
fered, the second cooling schedule resulted in slightly
higher ROUGE scores than the greedy search, but
not enough to warrant the radically added computa-
tion time. For the same dimension the first schedule
resulted in only one higher scoring summary.

Of course, a formula with a slower descent into a
traditional greedy search could be used, but would
probably lead to further increased run times. Simu-
lated annealing using the two cooling schedules pre-
sented in this paper in general takes about three
times as long to generate the 8,730 summaries evalu-
ated in each run*, compared to the standard greedy
search.

4In each evaluation run the system generates sum-
maries for 291 documents times 3 dimensionalities times
10 random projections (seeds).



DUC 2004 DUC 2001-2004

Baseline: lead 31.0 28.3
Human 42.6 39.7
Original, 1000 34.1 32.4
Original, 500 34.2 32.3
Original, 250 33.9 32.0
Rand.sent., 1000 33.2 31.1
Rand.sent., 500 33.0 31.2
Rand.sent., 250 33.1 31.1
Rand.part, 1000 33.1 31.3
Rand.part, 500 33.2 31.3
Rand.part, 250 33.1 31.3

Table 3: ROUGE-1 scores for the two different ran-
dom starting point strategies as well as the standard
lead starting point for reference.

4.3 Different Points of Departure

Considering the approaches above, we have still only
investigated a small fraction of the high-dimensional
vector space representing all possible summaries. As
stated in Section 3.2 it is simply not feasible to ex-
haustively search all possible summaries in pursuit
of the best summary. Another option is to again put
the greedy search to use, but this time giving it ran-
domly chosen starting points. The idea here is that
there may be better starting points than the lead-
ing sentences of the original text, thus taking other
paths to possibly better summaries.

We have tried two approaches: the first simply
chooses sentences randomly from the source text and
concatenates them into an initial summary of desired
length. The second, slightly less naive, approach
picks a random sentence in the source text and ex-
tracts it and the following couple of sentences to use
as the initial summary for that text. After this the
algorithm proceeds as before, transforming the initial
summary until no better summary is found.

As can be seen in Table 3, the results from both
approaches are strikingly similar. Since they are also
quite a lot worse than the original approach, this
gives further support to the notion that the leading
sentences of a document constitutes a stable starting
point.

5 Conclusions

We have evaluated a new weighting scheme for the
HolSum framework. Using the burstiness of a word
instead of the log(idf) part of the standard ¢ f-log(idf)
weighting gave results very similar to the original
version. Further studies showed that the main con-
tribution comes from the term frequency, while both

Widening the HolSum Search Scope

the burstiness and the inverse document frequency
add small improvements.

The standard HolSum method performs a greedy
search starting with the leading sentences of the text.
We examined if beginning the search with other sum-
mary candidates would perhaps lead to different lo-
cal maxima. Indeed, this is the case, but starting
with the leading sentences was much better than the
considered alternatives. It is of course also possible
to do several greedy searches starting from different
summary candidates and then take the best result,
but since the leading sentences perform much bet-
ter than the other alternatives, this might not make
much difference.

We also evaluated other search strategies than the
original simple greedy search. Using simulated an-
nealing to see if better results can be achieved when
the risk of getting stuck early on in a local maxima
is lowered was tested. There was no detectable im-
provement from using these more advanced search
strategies.

All in all, using the leading sentences as a start-
ing point and then finding better summaries using
a simple greedy search seems to work quite well. If
inverse document frequencies are not available, using
the term burstiness instead (which can easily be cal-
culated from the text itself) gives almost the same
results.

While the HolSum framework does not perform
quite as well as the most advanced summarization
systems available for English, it has some merits. It
is very easy to implement and requires only very ba-
sic resources. Only word and sentence tokenization,
stemming and stopword removal, and access to large
amounts of unannotated text was used. Thus, the
system can be used on many other languages, as long
as raw text and some form of tokenization (not nec-
essarily into words) is available. If more advanced
resources such as stemming are available these can
also be added with almost no extra effort.

HolSum also has the intuitively appealing property
of trying to optimize semantic similarity between the
generated summary and the text being summarized,
though this is not always what you want from a sum-
mary.
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Abstract

This article presents a comparison of the
accuracy of a number of different ap-
proaches for identifying cross language
term equivalents (translations). The meth-
ods investigated are on the one hand as-
sociative measures, commonly used in
word-space models or in Information Re-
trieval and on the other hand a Statisti-
cal Machine Translation (SMT) approach.

| have performed tests on six language
pairs, using the JRC-Acquis parallel cor-
pus as training material and Eurovoc as
a gold standard. The SMT approach is
shown to be more effective than the as-
sociative measures. The best results are
achieved by taking a weighted average of
the scores of the SMT approach and dis-
parate associative measures.

sented in this article also integrates into Ontology
Learning; this is described in section 3.

Many researchers have proposed various kinds
of distributional association methods for the bilin-
gual dictionary extraction task, see e.g., (Church
and Gale, 1991), (Fung and Church, 1994) and
(Smadja et al., 1996). Other researchers have tried to
solve the task by using methods from SMT, see e.g.,
(Melamed, 2000) and (Tsuji and Kageura, 2004),
though the focus there is word alignment rather than
dictionary extraction.

This article presents a systematic comparison of
these two main approaches on a variety of language
pairs, using the JRC-Acquis parallel corpus (Stein-
berger et al., 2006) to train the models, and Eurovoc
V4.2! to evaluate the results. Contrary to what is
reported in (Sahlgren and Karlgren, 2005), the SMT
approach here outperforms the associative measures.
| also show that the results from the SMT approach
can be improved by weighting them together with
the results from the associative measures in an en-
semble approach.

1 Introduction

_ , _ _ o 2 Background
This article deals with the identification of cross lan-

guage term equivalents, a topic interesting for itd his section gives a brief overview of related work
applicability in a number of language technology’sing the associative measures and the SMT ap-
fields. The most obvious application is the automatiroach separately, followed by attempts to combine
construction of domain-specific bilingual dictionar-the two.

ies. Such dictionaries are used in many differer%l Distributional association measures
settings, including e.g., rule-based Machine Trans-

lation and Computer-Assisted Language Learninga.‘ number of articles have been published during the

Some approaches in Cross Language Informatidist two decades, where the distributional charac-

Retrieval also rely on the existence of bilingual dic{€istics of words or terms in natural language texts

tionaries, for translating queries. The research pre- ‘http://eurovoc.europa.eu/

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 97-104
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have been exploited in order to measure the seman-How to exploit distributional models for solving
tic similarity between those same words or termsthe task at hand is described more closely in sections
In (Sahlgren, 2006), a major distinction is drawn3.3.1 through 3.3.3.
betweensyntagmaticand paradigmatic relations. o , ,
Words that stand in a syntagmatic relation to each? Statistical Machine Translation (SMT)
other are words likecradle — baby there is a the- GIZA++,* which builds on IBM’s translation mod-
matic connection, but the two words do not necesls 1-5 (Brown et al., 1993), produces a bilingual
sarily share many semantic features. Conversely, thctionary file, where each source language word or
wordscradle — bedare paradigmatically related, andterm is listed with its possible translations and as-
many more semantic features are shared. Lund asdciated probabilities. The most probable transla-
Burgess (1996) refer to these relationsasociative tion of a particular source term can thus be found
andsemanti¢respectively. Sahlgren also links syn-by sorting the possible translations in descending
tagmatic relations to information contained in term-order based on their associated probabilities and
document co-occurrence models and paradigmatiben selecting the first translation in the sorted list.
relations to term-term co-occurrence models. Melamed (2000) describes three statistically based
When dealing with large amounts of text, onapproaches, all making use of co-occurrence infor-
the order of giga- or terabyte, calculations on comation coupled with e.g., a noise model or statis-
occurrence matrices become very expensive, regarical smoothing. Och and Ney (2003) propose ex-
ing both resources and time. To bypass this problentensions of IBM’s translation models and show im-
different methods for reducing the dimensionalityprovements on a word alignment task; the system is
of the matrices have been proposed. In (Sahlgremt evaluated on a dictionary extraction task.
and Karlgren, 2005), Random Indexfnig used for
this very purpose, and the result is evaluated on
bilingual lexical acquisition task. Another widely
used method for dimensionality reduction, the sinTiedemann (2003) proposes a method for word
gular value decomposition (see e.g. (Golub and vaalignment which makes use of both distributional
Loan, 1996)), has yet to be evaluated on the dicticssociation measureand the dictionary files pro-
nary extraction task. | hope to report on the resultduced by GIZA++ mentioned above. Note that the
of ongoing experiments in this direction in the neaevaluations performed there are on a token level,
future. rather than on a type level, which is what we are
Regardless of whether dimensionality reductiointerested in here. Tiedemann also uses other infor-
has been performed or not, each word or term (rownation, such as string matching and part of speech,
in the matrix) can be compared to each other wordnd so is able to boost the performance of GIZA++
or term, using similarity measures defined for vecby weighting the scores of the different sources to-
tors. There is a plethora of such measures, many gether. However, in at least one of Tiedemann’s
which have been evaluated on the present task, evaluations, including information from any other
one similar to it. In (Ribeiro et al., 2000), a total ofsource than GIZA++ resulted in a decrease in sys-
28 different similarity measures are evaluated on extem performance.
tracting equivalents from aligned parallel texts. The _
task is similar to the one presented here, but they use EXperimental setup and results

one language pair (Spanish — Portuguese) for testing.ompare the results for the distributional models

on a parallel corpus containing about 18,000 wordgyhen varying three different parameters:
Two of the highest ranking measures in that evalua-

tion, the cosine measure and the Mutual Information 1. Whether a matrix containing co-occurrence in-

23 Combining distributional association
measureswith SMT

measuré, are compared in section 3. formation based on shared neighbors (paradig-
2See the quoted article for a description of the Random Inevaluation.

dexing methodology. “http://www-i6.informatik.rwth-aachen.de/web/Softwar
Referred to asAverage Mutual Informatiorin Ribeiro’s SHe refers to these measurescasoccurrence measures
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matic) or shared documents/text segments 1. The task for the systems consists in translating
(syntagmatic) is used. the Eurovoc terms.

2. Whether Random Indexing or no dimensional- 2. The translation candidates are limited to the tar-
ity reduction is used. get language terms — no non-terms are allowed

3. Whether cosine or Mutual Information is used as translation candidates.

as the similarity measure. This may seem like a rigid restriction. However, if

| describe each alternative further in sections 3.3.We assume that the term extraction process has been

through 3.3.3. carried out correctly and we also assume thgre
in the source language is always translated with a
3.1 Trandatingterms termin the target language, this restriction is needed

Why translate terms rather than words? ConsiddPr Sake of consistency.
e.g., ontologies and Ontology Learning (see e.g
(Cimiano, 2006)), a field growing in importanceg'2 Data and gold standard
along with the emergence of the Semantic Web. lhused the JRC-Acquis parallel corpus for build-
Ontology Learning, one of the main tasks is to idening the distributional models and for training the
tify all expressions that are of particular importancé€G1ZA++ system. The corpus consists of legal
within the domain of interest, e.g., medicine or lawfexts concerning matters involving the EU. | have
These expressions can consist of a single word tised all pairwise combinations of the following
they can be multi-word units. When we are lookdanguages in my experiments: German, English,
ing at a particular domain, these expressions are dsrench and Swedish. This means that six language
sumed to correspond to the terms in that domain. Rairs have been evaluated and thus twelve directions
lot of work in the field of Term Extraction has beenof translation. The number of words per language
carried out towards automating the term extractioaries between 6.5 million (Swedish) and 7.8 mil-
process (see e.g., (Castellvi et al., 2001; Jacquemli§n (French).
2001)). The parallel corpora are distributed in a format
After term extraction, the next question of inter-where they have been aligned automatically on a
est for an ontology engineer would be whether somparagraph level. The paragraphs are very short and
of the extracted terms refer to the sagmcept A usually only contain one sentence or even one part
concept, as | use the term here, is compatible withf a sentence. There are two alignment versions
the topmost point in Peirce’s semiotic triangle (Ogavailable for download; | used the version pro-
den and Richards, 1923), connecting symbols (hetiiced by the Vanilla alignéin my experiments. To
terms) with objects or phenomena in the real worldease some of the usual problems caused by sparse
Roughly, if we are dealing with terms from the sameata (which is even worse when working with terms
language that refer to the same concept, we say thaan with words), | lemmatized the texts using In-
these terms arsynonymsilf the terms are from dif- trafind's® LiSa system for morphological analysis
ferent languages, we call theegquivalents It is the (Hjelm and Schwarz, 2006). The Swedish texts,
latter that | am interested in identifying in this study.though, had to be left unprocessed, due to a lack of
In the ontology learning application scenario, we aréesources.
interested in finding equivalence relations between As a gold standard, against which to check the
termsin the source and target languages — relatiortsanslations proposed by the system, | used Eurovoc
between terms and non-terms (“regular words”) oW4.2, a freely available multilingual thesaurus ex-
relations purely between non-terms are only of sedsting in more than 20 languages and covering top-
ondary interest. ics where the EU is active. The thesaurus con-
In_my experiments, | assume that the term ex= Shitp:/iwt jrc. il Acquis/
traction has already been carried out correctly. This 7./ s siftelri/Vanilla/doc/ljubljana/
means two things: 8hitp://www.intrafind.de
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tains 6,645 concepts, each of which is givedea to determine which words are to be considered
scriptor, or recommended term, in each languageneighbors of the focus word. In these experiments,
These descriptors constitute my gold standard; whdruse the target language part of the alignment unit
the system translates the descriptor for a conceps the window, as illustrated in figure 1. Nothing
in the source language with the descriptor for thactually forces us to use tharget language words
same concept in the target language, the translatias features, we might as well use tbeurcelan-
is counted as correct, otherwise as incorrect. | alspuage words as features, or use both. | will return
lemmatized the descriptors, in order for the goldo this point in section 3.3.4. | make no adjust-
standard to be on the same format as the corpora. ment for the proximity of the words, since | do
Next, | applied a very simple term spotting tech-not wish to make any assumptions about the simi-
nique (for more on term spotting, see (Jacqueminarity of word order between the languages involved.
2001)). Going through each text from left to right,
| simply marked the longest matching string of
complete words, that also is a descriptor for the

language in question, as a term. | marked the terms ; o

so that they would be recognizable and so that the von ACTERM informaftionfld22
system would be able to treat them as single textual

units. For example:

exchange of ACTERM information#1422

focus word context window

Figure 1:Constructing the paradigmatic model for translating

. . from German to English. The focus word is circled.
A new accounting systemwas installed. =

a new ACTERMaccounti ng.syst en#4362 be
install . 3.3.2 Random indexing vs. full matrix

As mentioned previously, | wanted to compare
the effects of using no dimensionality reduction with
) that of using Random Indexing. Of course, using a
Throughout all experiments, | use ttiag, of the o, ced matrix can give computational benefits (see
frequencies in the models rather than using raw fr&sation 2.1), especially when working with larger

quencies. The intuition behind this is that & wordgy cqjlections. Here, | am mainly interested in the

co-_occurring twice with another word should beggacis it might have on thaccuracyof the system.
weighted higher than a word that co-occurs only

once — but probably ndwice as high. In Informa- 3.3.3 Cosinevs. Mutual Information

tion Retrieval, using log frequencies, or oegarith- It would have been methodologically pleasing to
mic term frequencyis a standard technique. It hastry the different kinds of similarity measures with
also been applied successfully e.g., to the closebll combinations of syntagmatic vs. paradigmatic
related problem of automatic thesaurus discovershodels, paired with both options for dimensional-
(Grefenstette, 1994). ity reduction named previously. However, apply-
The matrix rows are then normalized so that théng the Mutual Information measure does not make
vectors are of unit length, in preparation for usingsense after the dimensionality reduction has been
the cosine measure. performed, since most or all vectors will be dense by
then, containing few or no zeros. | use the following

e _ following formula to calculate Mutual Information:
When building the syntagmatic model, rows rep-

resent terms and columns represent documents, orin p(z,y)

: > oz, y)log—~—

this case paragraphs. One model per language and Py p(x)p(y)

language pair is needed, since the paragraph align- ’

ment is unique to each language pair. This typically presupposes a binary representation,
When building a paradigmatic model, onemeaning that if the number of zero-entries in all vec-

usually makes use of a fixed-size sliding windowtors is very low or zero, the measure will judge most

3.3 Comparingthedistributional models

3.3.1 Syntagmatic vs. paradigmatic models
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or all vectors to be equally similar to each other. | 100 . . . .

. i Full Cosine —
therefore refrained from evaluating the Mutual In- oo fRULMI e .

formation measure on models where dimensionality, o | ]
reduction had been performed. For the cosine meas -,
sure, since the vectors are of unit length, | only haveE:
to calculate the dot product between the two vectorss

60
50

Given the great number of similarity measures 4
available, it would have been possible to include , ¥
many more in the evaluation. The cosine measure ! 10 Frlef;iency clasiooo 10000
was chosen because of its widespread application
in Information Retrieval and the Mutual Information Figure 2: Paradigmatic models. “Full” stands for no dimen-
measure because of its acceptance in the Informati@iﬂzg% rlf]?j‘éf(ti'r?”’ “MI"for Mutual Information and "RI"dr

. N g

Theory community along with its giving the best re-

sults in the comparison in (Ribeiro et al., 2000). 100 . . . .
Full Cosine —
90 fFull MI e i
RI Cosine B

3.34 Resultsfor the comparison of the 80

distributional models

70

60

RErcent correct

For each combination of settings, | evaluated eac
of the twelve translation directions. Again, as men-
tioned in section 3, | only consider the descriptors of ¥ , , , ,
the target language as translation candidates. As in- 1 10 100 1000 10000
put to the system, | use all source language descrip- Frequency class
tors that occur at least once in the source language
text of the parallel corpus at hand. | also split the
descriptors into eleven frequency classes (counted
separately for each of the twelve directions of trans3.4 SMT vs. thedistributional models

lation): 1, 2-5, 6-10, 11-50, 51-100, 101-500; ran the GIZA++ system with the standard settings
501-1000, 1001-5000, 5001-10000, 10001-500G%ovided in the publicly available distribution. Since
and 5000k =. | calculated the average accuracyy| terms are treated as single words by the system,
for all twelve directions of translation, for each fre-gfter the term spotting applied during preprocess-
guency class as well as the overall accuracy, regaqug, we sidestep the problem of the lacking possi-
less of frequency (displayed later in table 1). Figurjlity in GIzA++ of capturing many-to-many rela-
2 shows a comparison of all applicable combinationggns. Figure 4 displays a comparison between the
of settings when working with paradigmatic modelspest performing syntagmatic and paradigmatic mod-
Figure 3 shows the same comparison for the syntagis with the results from GIZA++. “CL” in the figure
matic models. stands for “Cross Language” and refers to the fact
As mentioned in section 3.3.1, there is no inhererthat words from all four languages involved were
reason to choose the target language words as fased as features when training that model.
tures when building a paradigmatic model. In fact
since four languages were involved in these experiL’:'5 Ensemble method
ments, | made an experiment where words from allcombined the results of the top performing models,
four languages were used as features. As can be sedrown in figure 4, in an ensemble method. The
in table 1 (where this method is labeled “Paradigmidea here is that, even though the statistical model
Full-Cosine-CL"), this brought a very moderate in-outperforms the other two, they may still contain
crease in performance, but still makes this the mosiseful information that the statistical model is
effective paradigmatic model. missing. There are at least two factors one would

50

40 LA

Figure 3:Syntagmatic models.
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100 e : : Percent correc

90 | Qog-Full Cosine  ---- ; Paradigm-Full-Cosine 56.0

B Paradigm-Full-MI 52.4
g Paradigm-RI-Cosine 55.1
£ Paradigm-Full-Cosine-Cl 56.2
8 Syntagm-Full-Cosine 61.4
Syntagm-Full-Ml 58.7

Syntagm-RI-Cosine 58.1

% 10 100 1000 70000 GIZA++ 64.4 (64.0)
Frequency class Ensemble 65.8 (65.3)

Figure 4:Top performing models compared: syntagmatic (la- .
beled Doc-Full Cosine), paradigmatic (labeled CL-Full i@e} Table 1: Percent correct over all frequency classes, totally
and statistical (labeled GIZA++). 37,316 translations evaluated. Numbers in parenthesi& sho

results when German-French is not included (this direction
of translation was used for parameter tuning in the ensemble

. . - thod).
like to consider when combining the results of ¢ od)

the different systems: how confident each system

is of its decision (modeled in the’ function cjassifiers (Tax et al., 2000). The resuits, displayed
below) and how ac_curat(/a, the system has been i figure 5, show a slight improvement when com-
the past (modeled in the” function below). For pared to using the statistical model alone. Finally,

each source language term, | look at the top te@ple 1 shows the percent correct for each method,
translation candidates for each of the three modelgagardiess of frequency class.

The scores for each model are rescaled, so that

the scores for the top ten translation candidates for 100 . . .

GIzZA++ ———

a particular source term sum to one, or, equivalently: | Ensemble ---x---

80
S’(w,y) __ S(=w)

wherez is the source termy a translation candidate,
S the scoring function and’ the rescaled scoring or
function. | then weight the scores from each model 40}~

70

60

Percent correct

according to how accurately it performed on one 1 10 100 1000 10000
direction of translation for one language pair, Frequency class

which | set aside for testing during this particular

experiment. The scoring function which is finally

used to re-rank the top ten suggestions from the

three models looks like this: 4 Discussion and future work

Figure 5:Comparing GIZA++ to the ensemble method.

" _ / / / Using the non-reduced matrix gives the highest cor-
§(@,y) = ax5a (@, y) +0+5y (@, ) 7S, y) rectness figures, both for the syntagmatic and the
3 and~ are the accuracies of the respecparadigmatic models, though the reduced version is
trailing closely for the paradigmatic model, as seen
in figure 2. There are possible computational ben-
efits of using a reduced representation. However,
since both data structures and algorithms designed

°| used German to French, to have one Germanic and orfer working with sparse matrices and vectors exist,

Rolmar?ce language. _ _one would have to investigate just where the break-
OThis resulted in the following parameters, for the paradig- int i For th t . t .
matic, syntagmatic and statistical models, respectively= INg point lies.  For the current experiments, using

0.313 3 = 0.334 v = 0.353. the non-reduced, sparse matrix proved more efficient

whereq,
tive models, normalized so that+ 3 + v = 1.10
Basically, this amounts to th&verage combination
rule, which is a standard way of combining multiple
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both in terms of time and in terms of memory usagehand, the evaluation applied here is stricter, since
since the reduced matrices have to work with densanly the descriptor in the target language is counted
representations. It should be noted that when usiras correct, where Sahlgren and Karlgren also count
Random Indexing, the results will vary with the di-partial matches in the target language part of a bilin-
mensionality of the matrix and the number of nongual dictionary as correct.
zero elements used in the random vectors. | used aThe correctness for terms occurring only once
dimensionality of 1800 and an average of eight norseems low, at slightly below 40%. Consider, though,
zero elements (positive and negative), which lies ithat there is no guarantee that the corresponding tar-
the range of what is suggested in (Sahlgren, 2006yet language descriptor co-occugsen oncewith
We note a larger gap in accuracy between the rehese terms. Such cases can arise from e.g., faulty
duced and the full matrix for the syntagmatic modelsentence alignment or from the (human) translator
than for the paradigmatic models (0.9% vs. 3.3%)hoosing to use a different term than the descriptor
From this we can hypothesize that the reduced syin the target language translation.
tagmatic model would have performed better using yUsing the ensemble method described in sec-
a higher dimensionality, considering that the nontion 3.5, the results are boosted with 1.3% points.
reduced syntagmatic models have a higher dimemhough the increase is relatively small, the dif-
sionality than the non-reduced paradigmatic modelerence is statistically significant beyond the 0.001
This is left for future experiments to confirm. level according to McNemar's test. If we use a
The syntagmatic models consistently outperformninore lenient evaluation method, counting each re-
the paradigmatic models in these experiments. dylt as correct if the corresponding descriptor occurs
am not aware of another study which has directiymong the top three translation candidates, GIZA++
compared these two approaches on the current tagichieves 66.9% correct translations on average and
Further, the cosine measure outperforms the Muhe ensemble method reaches 68.6%. Extending this
tual Information measure in the cases where a direg the top ten candidates, we get 67.2% for GIZA++
comparison can be made. This is contrary to whaind 70.3% for the ensemble method — a difference
Ribeiro (2000) reported, but the experiments depf 3.1% points. The rather small increases in cor-
scribed here have been conducted on a much largeictness for GIZA++ using the lenient evaluation
corpus with a larger variability of languages — permethods can most likely be explained by the internal
haps this could explain the differences in the resultg$hresholds in the system. Due to these thresholds,
Further, the statistical approach clearly outperG|zA++ most often returngessthan ten translation
forms both the paradigmatic and the syntagmatigandidates for any given source term, which means
models. This is again contrary to what Sahlgrefhat the system will not profit as much from using

and Karlgren (2005) report. However, they claimhese lenient evaluation schemes.
an accuracy of “something less then 1/3” for the

GIZA++ system, which lies far below the 64.4%5 Conclusions

measured here. The two evaluations can not be di-

rectly compared, due to several differences in thehave compared two distributional models with a
methodology of the experiments. The most imporstatistical method on the task of identifying cross
tant difference, which probably by itself explains thdanguage term equivalents. | have used all directions
vast discrepancy when measuring the performane# translation between four European languages in
of GIZA++, is that this study uses texts aligned orthe evaluation and | have used texts and a thesaurus
a paragraphlevel, whereas Sahlgren and Karlgrercovering European Union terminology to evaluate
used texts aligned ondocumentevel. Sahlgren and the methods. The paradigmatic distributional mod-
Karlgren are also studyingiords notterms which els were outperformed by the syntagmatic models
makes their task harder, since they have to pick thend the cosine measure worked better than the Mu-
correct word out of 40,000 to 70,000 translation cantual Information measure. Both types of distribu-
didates, whereas this study typically only has abouional models were outperformed by GIZA++, a
3,500 terms as translation candidates. On the oth8MT system. Combining the results of the top per-
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forming distributional models with the results of Franz Josef Och and Hermann Ney. 2003. A system-
GIZA++ gives a statistically significant increase in atic comparison of various statistical alignment mod-

accuracy.

els. Computational Linguistic29(1):19-51.

Charles Kay Ogden and Ivor Armstrong Richards. 1923.
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Abstract

We describe a new method to convert En-
glish constituent trees using the Penn Tree-
bank annotation style into dependency trees.
The new format was inspired by annota-
tion practices used in other dependency tree-
banks with the intention to produce a better
interface to further semantic processing than
existing methods. In particular, we used a
richer set of edge labels and introduced links
to handle long-distance phenomena such as
wh-movement and topicalization.

The resulting trees generally have a more
complex dependency structure. For exam-
ple, 6% of the trees contain at least one non-
projective link, which is difficult for many
parsing algorithms. As can be expected, the
more complex structure and the enriched set
of edge labels make the trees more difficult
to predict, and we observed a decrease in
parsing accuracy when applying two depen-
dency parsers to the new corpus. However,
the richer information contained in the new
trees resulted in a 23% error reduction in a
baseline FrameNet semantic role labeler that
relied on dependency arc labels only.

1 Introduction

Labeled dependency parsing has become increas-
ingly popular during the last few years. Dependency
syntax offers a number of advantages from a prac-
tical perspective such as the availability of efficient
parsing algorithms that analyze sentences in linear
time while still achieving state-of-the-art results. It
is arguably easier to understand and to teach to peo-
ple without a linguistic background, which may be
of use when annotating domain-specific data such as
in medicine. Finally, some linguists argued that de-
pendency grammar is universal whereas constituents
would be more English-centric (Mel’Cuk, 1988).

From a theoretical perspective, dependency syn-
tax is arguably more intuitive than constituent syn-
tax when explaining linking, i.e. the realization of
the semantic arguments of predicates as syntactic
units. This may also have practical implications for
“semantic parsers”, although this still remains to be
seen in practice.

As statistical parsing is becoming the norm, syn-
tactically annotated data, and hence the annotation
style they adopt, plays a central role. For English,
no significant dependency treebank exists, although
there have been some preliminary efforts to create
one (Rambow et al., 2002). Instead, the constituent-
based Penn Treebank (Marcus et al., 1993), which is
the largest treebank for English and the most com-
mon training resource for constituent parsing of this
language, has been used to train most of the data-
driven dependency parsers reported in the literature.
However, since it based on constituent structures, a
conversion method must be applied that transforms
its constituent trees into dependency graphs.

The dependency trees produced by existing con-
version methods (Magerman, 1994; Collins, 1999;
Yamada and Matsumoto, 2003), which have been
used by all recent papers on English dependency
parsing, have been somewhat simplistic in view of
original dependency treebanks such as the Danish
Dependency Treebank (Trautner Kromann, 2003),
in particular with respect to the set of edge labels
and the treatment of complex long-distance linguis-
tic relations such as wh-movement, topicalization,
it-clefts, expletives, and gapping. However, this in-
formation is available in the Penn Treebank from
version Il when its syntactic representation was ex-
tended from bare bracketing to a much richer struc-
ture (Marcus et al., 1994), but with a few exceptions
this has not yet been reflected by automatic parsers,
neither constituent-based nor dependency-based.

This article describes a new constituent-to-
dependency conversion procedure that makes better
use of the existing information in the Treebank. The

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
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idea of the new conversion method is to make use
of the extended structure of the recent versions of
the Penn Treebank to derive a more “semantically
useful” representation. The first section of the arti-
cle presents previous approaches to converting con-
stituent trees into dependency trees. We then de-
scribe the modifications we brought to the previous
methods. The last section describes a small experi-
ment in which we study the impact of the new format
on the performance of two statistical dependency
parsers. Finally, we examine how the new represen-
tation affects semantic role classification.

2 Previous Constituent-to-Dependency
Conversion Methods

The current conversion procedures are based on the
idea of assigning each constituent in the parse tree a
unique head selected amongst the constituent’s chil-
dren (Magerman, 1994). For example, the toy gram-
mar below would select the noun as the head of an
NP, the verb as the head of a VP, and VP as the head
of an S consisting of a noun phrase and and a verb
phrase:

NP —-> DT NN

VP —--> VBD* NP
S —-—> NP VP=*

By following the child-parent links from the token
level up to the root of the tree, we can label every
constituent with a head token. The heads can then
be used to create dependency trees: to determine the
parent of a token in the dependency tree, we locate
the highest constituent that it is the head of and select
the head of its parent constituent.

Magerman (1994) produced a head percolation
table, a set of priority lists, to find heads of con-
stituents. Collins (1999) modified Magerman’s rules
and used them in his parser, which is constituent-
based but uses dependency structures as an inter-
mediate representation. Yamada and Matsumoto
(2003) modified the table further and their proce-
dure has become the most popular one to date.
PENN2MALT (Nivre, 2006) is a reimplementation
of Yamada and Matsumoto’s method, and also de-
fines a set of heuristics to infer arc labels in the
dependency tree. Figure 1 shows the constituent
tree of the sentence Why, they wonder, should it be-
long to the EC? from the Penn Treebank and Fig-
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ure 2, the corresponding dependency tree produced
by PENN2MALT.

should it belong to the EC\*T* ?

, they wonder 0 *T*’ s

Why

Figure 1: A constituent tree from the Penn Treebank.

ROOT

VMOD P
P VMOD VMOD PMOD
J { suB Mf_P\v W Fggv IVMOD( NMODl

Why , they wonder , should it belong to the EC ?

Figure 2: Dependency tree by PENN2MALT.

3 The New Conversion Procedure

As can be seen from the figures, the dependency tree
that is created by PENN2MALT discards deep infor-
mation such as the fact that the word Why refers to
the purpose of the verb belong. It thus misses the di-
rect relation between this question and a possible an-
swer It should belong to the EC because. .. This re-
lation is nevertheless present in the Penn Treebank II
and is encoded in the form of a PRP link (purpose or
reason) from the verb phrase to an empty node that
is linked via a secondary edge to Why (Figure 1). In
the new method, we link wh-words and topicalized
phrases to their semantic heads, which we believe
makes more sense in a dependency grammar.

In addition to the modification of dependency
links, the new method uses a much richer set of de-
pendency arc labels than PENN2MALT. The Penn
annotation guidelines define a fairly large set of edge
labels (referring to grammatical functions or proper-
ties of phrases), and most of these are retained in
the new format. PENN2MALT only used SBJ, sub-
ject, and PRD, predicative complement. In addition,
the number of inferred labels (i.e. the labels on the
edges that carry no label in the Penn Treebank) has
been extended.

Figure 3 shows the dependency tree that is pro-
duced by the new procedure. The benefit of retain-
ing the deeper information should be obvious for ap-
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plications that need to carry out some semantic pro-
cessing, for example in question answering systems.

ROOT-SBARQ

P
RP ‘\

P : PRN Ve CIF_:/IOD
| rEElEn |

Why , they wonder , should it belong to the EC ?

Figure 3: Dependency tree by the new procedure.

The next subsections detail the modifications of
the previous methods.

3.1 Heuristically Deepening Noun Phrases

As a preprocessing step, the conversion method uses
a few heuristic rules to add internal structure to some
noun phrases. This is because a large number of
noun phrases with a complex internal structure are
annotated using a completely flat structure in the
Penn Treebank. An extreme example is other small
apparel makers, button suppliers, trucking firms and
fabric houses. The main reasons for this are prob-
ably practical; it saves annotation time, and the in-
ternal structure may not be entirely clear to the man-
ual annotators unless they are domain experts. How-
ever, the flat structure is very unappealing when the
phrase is converted to a dependency structure, since
this makes all words in the noun phrase direct de-
pendents of the head word.
We used the following heuristics:

o Certain adverbs (such as quite or foo) are joined
with a consecutive adjective into an ADJP.

e Some common words in coordinated NPs (such
as & Co and and Sons) provide a clue to how to
bracket these coordinations.

e If there are two words with identical part-of-
speech tags around a conjunction, they are as-
sumed to be coordinated, such as in a small and
venomous snake.

3.2 Head Rule Modifications

The fundamental task in a constituent-to-
dependency conversion system is to find the
head of each phrase, which is needed in order to
create the dependency links. For the most part, we
followed the earlier approach by using a set of head

percolation rules based on the phrase type, but our
rules also made use of the context of the phrases
and of grammatical functions. Table 1 shows the
complete set of rules. In the table, NP—¢ means NP
with no function tag, x* means any phrase, and
*—PRD means any phrase with a PRD function tag.
The following subsections list the modifications of
the rules used by Yamada and Matsumoto (2003).

ADJP — NNS QP NN $ ADVP JJ VBN VBG
ADJP JJR NP JJS DT FW RBR
RBS SBAR RB

ADVP — RB RBR RBS FW ADVP TO CD JJR
JJ IN NP JJS NN

CONJP — CC RB IN

FRAG — (NNx | NP) Wx SBAR (PP | IN)
(ADJP | JJ) ADVP RB

INTJ — * *

LST — LS :

NAC — NN+ NP NAC EX $ CD QP PRP
VBG JJ JJS JJR ADJP FW

NP, NX — (NNx | NX) JJR CD JJ JJS RB
QP NP-g NP

PP, WHPP — (first non-punctuation after preposition)

PRN — (first non-punctuation)

PRT — RP

QP — $ IN NNS NN JJ RB DT CD NCD
QP JJR JJS

RRC — VP NP ADVP ADJP PP

S — VP x—-PRD S SBAR ADJP UCP NP

SBAR — S SQ SINV SBAR FRAG IN DT

SBARQ — SQ S SINV SBARQ FRAG

SINV — VBZ VBD VBP VB MD VP %-PRD S
SINV ADJP NP

SQ — VBZ VBD VBP VB MD %—-PRD VP

SQ
* %

ucp
VP

1l

VBD VBN MD VBZ VB VBG VBP VP
*—PRD ADJP NN NNS NP

CC WRB JJ ADJP

CC WRB

NN+ WDT WP WP$ WHADJP WHPP
WHNP

X — *k

WHADJP
WHADVP
WHNP

Tt

Table 1: Head percolation rules.

Coordinated Phrases. The method of Yamada and
Matsumoto (2003) analyzed coordinations in-
consistently, although Collins (1999) had spe-
cial rules for such constructions. In the new
procedure, the leftmost conjunct is consistently
regarded as the head of a coordinated struc-
ture, and all other conjuncts and conjunctions
as children of the first conjunct. There is a con-
siderable amount of literature on how to rep-
resent coordinations in dependency grammars.
Treating the leftmost conjunct as the head in-
troduces ambiguities when modifiers attach to
the left. To have an unambiguous representa-
tion, the coordination should be represented us-
ing the conjunction as the head, but this is usu-
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ally not preferred since it makes parsing more
difficult.

PPs, Subordinate and Relative Clauses. In prep-
ositional phrases, including wh-phrases such as
in which, the preposition itself is regarded as a
case marker and treated as a dependent. The
same is true for other “linking words” such
as subordinating conjunctions and relative pro-
nouns.

Noun Phrases. For noun phrases, NX phrases (in-
complete NPs) are moved to the highest prior-
ity. Similarly to the treatment of PPs above,
possessive markers are regarded as dependents
of the preceding noun. When trying to set a
child NP as the head of an NP, the new con-
version procedure skips NPs having a function
tag (for instance, to avoid setting tomorrow as
the head of the meeting tomorrow). In WHNP
phrases (such as what cat), the noun instead of
the wh-word is considered head.

Main Clauses (S, SQ, and SINV). In some rare
cases, a main clause may lack a verb or a verb
phrase. In those cases, we look for a constituent
with a PRD edge label.

3.3 Modification of Arc Labeling Rules
3.3.1 Grammatical Functions from Penn

In addition to phrase labels such as NP and VP,
Penn Treebank II uses a set of 21 property labels
such as subject, SBJ, location, LOC, or manner,
MNR. The properties may be combined, such as
LOC-PRD-TPC. Of these labels, all were used to
label dependency relations except four which reflect
a structural property rather than a grammatical func-
tion: HLN (headline), TTL (title), NOM (non-NP act-
ing as a nominal), and TPC (topicalization). The
final one, topicalization, represents a property of a
phrase that is arguably more semantically relevant
than the three others, e.g. when analyzing the rhetor-
ical structure. However, we think that this property
is independent from grammatical functions — an ob-
ject is an object whether fronted or not — and it is
probably not relevant to a dependency grammar. For
the treatment of the CLF (cleft) tag, which is also a
structural property, see Sect 3.3.3.
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Regarding a few of the function tags from Penn,
we introduced minor modifications. The adverbial
tag, ADV, was extended to all unmarked ADVP and
PP nodes in verb phrases. According to Penn an-
notation conventions, ADV is implicit in these cases.
The logical subject in passive clause tag, LGS, was
moved to the edge between the verb phrase and by,
rather than the edge between by and the noun phrase.

3.3.2 Inferred Labels

Most of the edges in the Treebank have no label.
For these edges, we used heuristics to infer a suitable
function tag. These rules are to a large extent based
on corresponding rules in PENN2MALT.

The treatment of objects is somewhat different
from previous approaches: we included clause com-
plements (SBAR and S) into this category, whereas
PENN2MALT includes NPs only. To filter out some
frequent annotation errors (SBARs which should
carry an edge label), we excluded SBARs starting
with as, for, since, or with. Arguably, the clause
complements should not use the same label as noun
phrase objects. On the other hand, it is quite intu-
itive that the same label is used in [ told him that. . .
as in [ told him a message.

In addition, we used a distinction between direct
objects (OBJ) and indirect objects (IOBJ). Adding
the TOBJ labels is not problematic if there is more
than one object, in which case the TOBJ label is as-
signed to the first of them. However, if we make a
distinction between direct and indirect object, it is
not clear that there won’t occur cases where there is
only a single object, but that object should have an
IOBJ function tag (such as in Tell me!). To have
an idea of the number of such cases, we inspected
a large set of instances of the verbs give, tell, and
provide. Fortunately, the Treebank annotates most
of those cases with an empty node to denote a miss-
ing object, although there are a few annotation errors
that make the rule fail.

The function tag on the root token was used to ex-
press the type of sentence. We used four root labels:
ROOT-S when the root constituent was S or SINV,
ROOT-SBARQ and ROOT-SQ for SBARQ and SQ
respectively, and ROOT-FRAG for everything else.

Algorithm 1 shows the complete set of rules that
were used to assign labels to the edges that were not
labeled by the Penn annotators.



Extended Constituent-to-Dependency Conversion for English

Algorithm 1 Rules to label unlabeled arcs

let ¢ be a token, C' the highest phrase that c is the head of,
and P the parent of C'
returns The label on the dependency arc from c to its parent

if C'is the root node
if C'is S or SINV return ROOT-S
if C is SQ return ROOT-SQ
if C is SBARQ return ROOT—-SBARQ
else return ROOT-FRAG
else
if C is the first of more than one object return IOBJ
if C' is an object return OBJ
if C is PRN return PRN
if ¢ is punctuation return P
if C'is coordinated with P return COORD
if C is PP, ADVP, or SBAR and P is VP return ADV
if C is PRT and P is VP return PRT
if C'is VP and P is VP, SQ, or SINV return VC
if P is VP, S, SBAR, SBARQ, SINV, or SQ return VMOD
if P is NP, NX, NAC, or WHNP return NMOD
if P is ADJP, ADVP, WHADJP, or WHADVP return AMOD
if P is PP or WHPP return PMOD
else return DEP
end if

3.3.3 Structural Labels

Although it is preferable that the dependency rela-
tions reflect function rather than structure, structural
labels were still needed for a proper representation
of a small set of complex constructions. We used
three such labels: EXP (expletive), CLF (cleft), and
GAP (gapping).

Expletive constructions and cleft sentences are
rhetorical transformations that usually result in a
fronted ir. Although superficially similar, expletives
and clefts are handled rather differently in the Penn
conventions. In an expletive construction, the ref-
erent S node is linked via a secondary edge to the
preceding if, while for clefts the main clause car-
ries the function tag CLF and the referent is unla-
beled. In the converted format, these constructions
were treated similarly: we attached the referent to
the main verb and put the CLF or EXP label on that
link. Figures 4 and 5 show examples of an exple-
tive and a cleft, respectively, and their corresponding
representations as dependency trees.

ROOT-S
EXP
SBJ|[PRD  VMOD
it *EXP* ’s right = to refrain it ’s right to refrain

Figure 4: An expletive construction and its depen-
dency representation.

ROOT-S
CLF

sBJ|[PRD sBJ
ﬁ\ Fy

it was John who came

it was John who *T* came

Figure 5: A cleft sentence and its dependency repre-
sentation.

The phenomenon of gapping, i.e. when some part
of a coordinated structure is ellipsed, is difficult to
handle for any grammatical formalism, and a num-
ber of idiosyncratic solutions have been proposed.
The approach used in Penn Treebank II is based on
“templates.” A coordinated structure with ellipsed
constituents is assumed to be structurally identical to
the first, and secondary edges (=) are used to iden-
tify corresponding constituents. In the dependency
representation, we used the secondary edges as de-
pendency links. Figure 6 shows an example of a
constituent tree with gapping, and Figure 7 its cor-
responding dependency tree.

Prices were mixed in Zurich and lower in Stockholm

Figure 6: Example of gapping in the Penn Treebank.

ROOT-§

Loc Eigﬁ
Aol el ]| e

Prices were mixed in Zurich and lower in Stockholm

Figure 7: Dependency representation of gapping.

3.4 Relinking of Secondary Edges

Penn Treebank II defines seven kinds of secondary
edges, which are listed in Table 2 along with their
frequencies in WSJ sections 2-21 in the Treebank.
In many cases, the secondary edge represents a
“deep governor”, and is thus more useful as a de-
pendency arc than the constituent attachment. In
those cases, we relinked the heads of the constituents
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Type Description #
*T* Trace of wh and topicalization 15943
* Other trace 18398
*ICH* Discontinuous constituent 1000
*RNR* Right node raising 345

= Gapping 599
*EXP* Expletive 557
*PPAx Permanent predictable ambiguity 20

Table 2: Secondary edges in the Penn Treebank.

pointed to by the secondary edges. This was done
for all T+ and » ICH« edges, unless the relinking
causes the dependency graph to become cyclic (such
as the link between the empty node and the root node
in Figure 1). For right node raising, xRNR =, as for
instance in a U.S. and a Soviet naval vessel, there
are usually two secondary edges, of which only the
first one is used. The treatment of the * EXP« and =
links was described previously in Sect. 3.3.3.

The constituents pointed to by the “other trace”
edges, of which traces of object movement in pas-
sive clauses seem to be the most frequent, could not
be relinked since their original constituent attach-
ments in most cases seem to be more meaningful as
the dependency relation. For instance, we think the
subject of a passive clause should not be relinked as
an object of the passive verb. However, if the for-
malism were extended to allow for multiple heads,
it could be useful to include those links as well.

The ~PPA« (permanent predictable ambiguity)
edges refer to cases where there is a structural ambi-
guity that cannot be resolved by the annotator, such
as in I saw a man with a telescope. These links were
not used in the conversion.

The relinking of constituents makes some trees
nonprojective, i.e. the dependency tree cannot be
drawn without crossing links. An example of this
can be seen in Figure 3. In WSJ sections 2-21,
the number of resulting nonprojective sentences was
2459 out of 39832, that is 6.17% of the sentences.

4 Experiments

4.1 Impact on Parsing Performance

The new format introduces more complexity in the
dependency trees and and a practical issue is to
determine how “parsable” they are. For instance,
nonprojective trees makes parsing more complicated
for some dependency parsers. To quantify this,
we trained and evaluated two statistical dependency
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parsers on the new treebank.

MALTPARSER (Nivre et al., 2006) is based on a
greedy parsing procedure that builds a parse tree in-
crementally while proceeding through the sentence
one token at a time. By using a greedy strategy, a
rich history-based feature set for the SVM classifier
that selects the actions can be used. The parser pro-
duces projective trees only, but can handle nonpro-
jectivity if a preprocessing step is used before train-
ing and a postprocessing step after parsing (“pseudo-
projective parsing”).

MSTPARSER (McDonald and Pereira, 2006) pre-
dicts a parse tree by maximizing a scoring function
over the space of all possible parse trees. The scor-
ing function is a weighted sum of features of single
links or, if the “second-order” feature set is used,
pairs of adjacent links. The parser can handle non-
projectivity, although the search then becomes NP-
hard and has to be approximated.

Following convention, we trained the parsers on
sections 2-21 of the WSJ part of the treebank. The
training step took a few hours for MALTPARSER us-
ing a 64-bit AMD processor running at 2.2 GHz and
roughly two days for MSTPARSER using a 32-bit
Intel processor at 3.0 GHz.

To test the parsers, we ran the parser on Section
23 of the treebank and measured the labeled and un-
labeled accuracy excluding punctuation. The gold-
standard part-of-speech tags were used. Table 3
shows the results of the evaluation. For the new for-
mat, the relative increase in the number of errors is
shown in brackets.

As can be expected, the new format is more dif-
ficult for parsers. For the labeled accuracy, this
can partly be attributed to the richer set of function
tags. For instance, PENN2MALT does not distin-
guish between temporal and locative adjuncts, but
labels them all as verb modifiers. The difference in
unlabeled accuracy is probably partly due to the fact
that links can now be nonprojective, although this
does not explain the whole difference. In addition,
the feature sets used by the parsers may be subop-
timal for the new way to represent some construc-
tions. For instance, the large decrease in labeled ac-
curacy by MSTPARSER can probably be explained
by the fact that “linking words” such as prepositions
and subordinating conjunctions do not attach to the
verb (see Sect. 3.2). Since the feature set of MST-
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MALTPARSER MSTPARSER
Labeled Unlabeled Labeled Unlabeled
PENN2MALT 90.30% 91.36% 92.04% 93.06%
New conversion | 87.63% (28%) | 90.54% (9%) | 86.92% (64%) | 91.64% (20%)

Table 3: Parsing accuracy. Relative error increase in brackets.

PARSER cannot use features of grandchildren (be-
cause of independence assumptions needed to make
search tractable), the lexical information about at-
tachment behavior is lost in those cases. This is es-
pecially clear for the L.GS label, which is assigned
by MSTPARSER to many PPs not starting with by.
MALTPARSER, on the other hand, can use this lexi-
cal information and performs better for those cases.

Function R (MST) P (MST) R (MALT) P (MALT)
CLF 0 0 0 0
CLR 50% 46% 70% 51%
COORD 69% 78% 82% 84%
EXP 45% 52% 35% 45%
GAP 16% 50% 20% 45%
10BJ 54% 89% 63% 87%
LGS 64% 67% 90% 93%
OBJ 91% 78% 90% 90%
PRN 57% 72% 66% 40%
TMP 7% 80% 81% 86%

Table 4: Precision and recall results for a subset of
the relations.

Table 4 shows the precision and recall results for
the two parsers for some of the dependency rela-
tion types added in this conversion. The structural
links (cleft, expletive, and gap) are difficult, which
is hardly surprising since these phenomena result in
long-distance dependencies and are comparatively
rare in the Treebank.

4.2 Impact on Semantic Role Classification

To assess the semantic usefulness of the new depen-
dency representation, we created a baseline seman-
tic role labeler that we applied to the FrameNet ex-
ample corpus (Baker et al., 1998), version 1.3, and
compared its accuracy using the old and the new de-
pendency treebanks. All sentences having a verb
as target word were used and we tagged them us-
ing the MXPOST tagger (Ratnaparkhi, 1996). We
then ran MALTPARSER using the statistical models
obtained from both dependency treebanks. As input,
the labeler received sentences where the semantic ar-
guments were segmented but not labeled. For each
argument that was not null-instantiated, we located
the dependency node that was closest to the target in

terms of the dependency tree. For most cases, this
node was a direct dependent of the target verb.

The baseline role classifier considered the gram-
matical function of the argument node and assigned
the semantic role label that was most frequently
associated with this grammatical function for each
verb in each frame. For instance, for the verb tell in
the frame TELLING, we mapped the subject to the
semantic role SPEAKER, the direct object to MES-
SAGE, and, for the new format, the indirect object to
ADDRESSEE.

Method
PENN2MALT
New conversion

Accuracy
64.3%
72.5% (23%)

Table 5: Semantic role classification results.

Table 5 shows the accuracy of this baseline classi-
fier when using the PENN2MALT and the new con-
version, respectively. The new format gives a 23%
error reduction for classification. Clearly, the im-
proved performance is a result of the increased gran-
ularity of the set of edge labels that is gained by
using Penn’s edge labels and by distinguishing be-
tween direct and indirect objects. Table 6 shows an
example of this: for the verb receive in the frame
RECEIVING, the grammatical functions can express
twice as many semantic roles. For this frame, the
error reduction was 37.5%.

FN Role PENN2MALT New conversion
COUNTERTRANSFER 0 0
DEPICTIVE 0 0
DONOR VMOD CLR, DIR
MANNER 0 0
MEANS 0 0
MODE_OF_TRANSFER 0 MNR
PATH 0 0
PLACE 0 LOC
PURPOSE_OF_DONOR 0 0
PURPOSE_OF_THEME 0 PRP
RECIPIENT SUB LGS, SBJ, VMOD
ROLE 0 0
THEME OBJ ADV, OBJ
TIME ] TMP

Table 6: FrameNet semantic roles and their corre-
sponding grammatical functions for the verb receive
in the frame RECEIVING.
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5 Conclusion and Future Work

This paper presented a new method to convert En-
glish constituent structures in the Penn Treebank for-
mat into dependency trees. The aim was that the re-
sulting trees should make more sense semantically
than those produced by previous approaches. The
new procedure relied on the extended representation
that is available in the recent versions of the Tree-
bank. The set of arc labels used by previous meth-
ods was enriched by using Penn’s own set of labels
and by creating a set of rules to infer some other.

The new format is structurally more complex; for
instance, some sentences now have nonprojective
links. This is reflected in the performance of two
statistical parsers: the error rate increased by 28%
for the best system. It would be interesting to ex-
amine in detail which constructions are problematic
for the parser, and how complex phenomena such as
coordination should be represented for best parsing
performance. Possibly, better parsing results could
be achieved by first predicting a parse tree in the
PENN2MALT style or some other surface-oriented
format, and then applying a (possibly statistically
trained) transformation to arrive at the richer depen-
dency structure.

A further step could be to extend the depen-
dency structures to allow multiple-headed graphs,
for which a practical parsing algorithm was recently
proposed (McDonald and Pereira, 2006). This work
was restricted to conventional single-headed depen-
dency trees, which might be inadequate in some
cases, such as right node raising and verbs of control
and raising. Multiple-headed dependency parsing
is also relevant for semantic interpretation of parse
trees; ideally, all semantic arguments of a predicate
verb would be direct dependents of that verb.

Finally, the motivation for this research is that
we believe that a semantically oriented dependency
structure will make automatic semantic analyses,
such as FrameNet-based predicate argument struc-
ture analysis, more robust and easier to implement.
While we see a large gain in semantic role clas-
sification accuracy with a baseline technique using
only grammatical functions, it remains to be seen
which impact the new formalism has on semantic
role labeling in general. A well-designed depen-
dency structure would ideally allow us to get rid of
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the very sparse and brittle Path feature that has been
used in most contituent-based semantic role labelers
to date.
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Abstract

Self-organizing map (SOM) and
multidimensional scaling (MDS) are the
methods of data analysis that reduce
dimensionality of the input data and
visualize the structure of multidimensional
data by means of projection. Both methods
are widely used in different research areas.
In the studies of emotion vocabulary and
other psycho-lexical surveys the MDS has
been prevalent. In this paper both of the
methods are introduced and as an
illustration they are applied to a case study
of Estonian emotion concepts. There is a
need to introduce some new methods to the
field because exploiting only one analytical
tool may tend to reveal only specific
properties of data and thus have an
unwanted impact on the results.

I ntroduction

EneVainik
Institute of the Estonian Language
Tallinn
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Kaski, 1997; Duda et al., 2001). Kaski has
emphasized their general similarity in respect that
both methods tend to reduce dimensionality of
observed data and reveal its hidden structure. The
two methods differ in the strategy applied to the
data. The SOM tries to preserve local
neighborhood relations and MDS the interpoint
distances between samples.

A hypothesis could be formulated that the way
the data are handled in an analytical tool might
have an impact on the layout of the results. In
order to test this hypothesis the data of presase c
study — a study of the Estonian concepts of
emotion — was analyzed by both SOM and MDS.
In the following we will demonstrate the layout of
data on both cases and discuss their compatibility.

One of the purposes of the comparison of the
two methods is to introduce the method of SOM as
relatively unexploited in psycho-lexical studies.
Although there are some examples of applying
SOM to linguistic data (e.g., Honkela, 1997; Lagus
et al., 2002) there are no references to otherestud
of emotion concepts by the self-organizing maps,

Human's ability to perceive the structure ofet. In the field of psycho-lexical studies MDS has
multidimensional data is limited and some method¥evailed so far (e.g., the MDS based Geneva
are needed to reduce the dimensionality of data aRgnotion Wheel (Scherer, 2005)), despite SOM's

to reveal

its structure. Several

methods ar@reat popularity in several areas of data analysis

techniques of data analysis are used to projed¢ohonen, 2000).

multidimensional data into a lower two- or three- In the first part of the paper the two methods are
dimensional space and to visualize the structure ifroduced. In the second part of the paper the
it. In this paper the methods of self-organizingpmasurvey of Estonian emotion concepts is used as an
(SOM) and multidimensional scaling (MDS) areexample to demonstrate the similarities and
under discussion. differences of the methods.
Some of the researchers have compared the
methods of SOM and MDS earlier and outlined
both their similarities and dissimilarities (e.g.,

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 113-120
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2 TheSdf-Organizing Map Road Administratioh From the distance matrix
o the relative coordinates are calculated. The
The self-organizing map (Kohonen, 1982; 2000) isyordinate matrix is two-dimensional and therefore
a tool for the visualization of high-dimensionali is yseful to see, how a method transforms the
data. It projects nonlinear relationships betwee&iginm data. The analysis is performed by the
high-dimensional input data into a two-soM toolbox ver 2.0 for Matldb
dimensional output grid, named also a map. The The output of the SOM is presented in Figure 1.
self-organizing map is an artificia_l neural r_1etwork|_-he map retains Estonian original topological
that uses an unsupervised learning algorithm —dtycture in general terms, despite the fact thet t
means there is no prior knowledge how input anghstern side of Estonia is projected on the top of
output are connected. _ the map. The cities that are close to each other in
To describe how the process for creating th@e real map are projected on the close map units.
self-organizing map works let assume, that Wene color coding also gives some insight into
have input data as a set of sample vectors x. Itdstances between the cities and it is possible to
also called an input space. The output of the seffentify regions where the density of population is
organizing map is a grid of vectors that have the pigher. The local neighborhood is retained, bi it

same number of elements as the sample vectorggicult to fully identify the map with the real ap
Initially all the vectors of the output grid areqf gstonia.

initialized randomly.

The algorithm of SOM has two main basic step d
that are repeated a number of times. First a randc
sample vector x(t) is chosen and compared with ¢
the output vectors o find closest unit ¢ on the
output grid that has a minimum distance d(x)} m
with a sample vector x. Secondly this bes
matching or winning vector and its neighborhooi
are changed closer to the sample vector. TI
formula for learning process is as follows:

my(t+1) = m(t) + a(t) k) (x(t) -m(t)).

Where a(t) is learning rate factor ang(th —
neighborhood function at the time step t. Durini
the learning process the learning rate and tl
neighborhood function are shrinking. The learnin
process results in an ordered output where simil
sample vectors are projected as closely locat
units on the map.

For visualization of the self-organizing map ar
Unified distance matrix (U-matrix) is used (Ultsch
1993). The U-matrix presents the distance
between each map unit by color coding. The light
color corresponds to a small distance between tvdgure 1. The SOM of Estonian Cities.
map units and the dark color presents a bigger o ) )
difference between the map units. The points oh Multidimensional Scaling
the output map that are on the light area belong

rva Joh

Kividli

Maardu

Keilz

P3

e method of multidimensional scaling (MDS) is

the same group or cluster and the dark area showSet of related statistical techniques often tised

the bo_rders between the _clusters. _data visualization for exploring proximities in dat
To illustrate the behavior of the SOM the matrix-pq goal of the method is to project data points as

.Of distances between Eston_|an cities is used. T Bints in some lower-dimensional space so that the
input data consists of distances between 59

Estonian cities. The initial distance matrix is

downloaded from the web page of the EstoniajPownloaded from http:/mww.mntee/
Downloaded from http://www.cis.hut.fi/projects/stuolbox/
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Figure 2. The MDS of Estonian Cities.

distances between the points correspond to tfieigure 2). As it can be noticed the result
dissimilarities between the points in the originatesembles Estonian map despite the fact that some
space as closely as possible. Such representatiogities in the Northwest and Southwest are projected
valuable for gaining insight into the structure otloser than they are in the real map. It can be
data. MDS can be used as a method of reducing tteused by the well known “horseshoe effect” that
dimensionality of the data and revealing thé common to the multidimensional scaling (Buja
dissimilarity between the samples. and Swayne, 2002).

MDS is said to be metrical if it based on As we can see from the initial example (Figures
measured proximities and nonmetrical when the and 2) the two methods have their preferences.
proximities are based on judgment (Jobson, 1992Z)he SOM is good, if the data is represented as
The original method of MDS was metriccoordinates and local relations between the
(Torgerson, 1958). In current paper the analysis samples are important. The MDS is oriented to
based on nonmetrical data and therefore theveal the structure of metric distances between th
nonmetric MDS is used. The data is analyzed tsamples and it reveals the overall picture of the
the statistical software package SPSS and tdata.

ALSCAL algorithm created by Takane et al.
(1977). 4 Study of Estonian Emotion Concepts

There are n sample vectors, x%, and the The purpose of the case study was to discover the

distance between original samples i and jisTge . : .

. ; . : hidden structure of the Estonian emotion concepts
Yi 1S the Iower—dlmensmnal_ representation @w‘d .and whether it depended on how the informatign
the d|stanc_:e between projected sam_ples ! gnd JaBout concepts was gathered. According to the
dj. The aim of the MDS method is to find atheory of conceptual spaces (Gardenfors, 2000),

configuration of image points.y...\» in a lower . .
. . . . he level of conceptual representations of emotions
dimensional space for which the distances . . X

is._assumed to be intermediate in abstractness

between the samples are as close as possible tobe?ween the levels of purely linguistic (symbolic)

corresponding original distanceg go that the . L\
dissimilarities between the samples are retained 340 Subconceptual representation which is related
0 emotional experience. In the experiment these

well as possible. Because it is impossible to ’f'lnd,[WO levels of emotion knowledge (lexical and

configuration for which g = g; for all i and j, experiential) were used to approach the
certain criteria are needed whether the result &P . ppro:
intermediate level of concepts. Two lexical tasks
good enough. . : . )
. ; . . .. .were designed that provided information about
The interdistance matrix of Estonian cities is : . . \
motion concepts either through their relation to

used again to illustrate the method of MD . . .
he episodes of emotional experience or through
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semantic interrelations of emotion termgotal 488 relations only 219 with indices greater
(synonymy and antonymy). than or equal to the average,(S= .07), were
. subsequently processed with SOM and MDS

4.1 Subjectsand Procedures
The inquiry was carried out in written form, in
2003, in Estonia. The number of respondents wég Results of Task 1and Task 2
100 (50 men and 50 women), aged from 14 to 76 the first task the data pool of all answershe t
(M = 40.2,SD = 18.61), all native speakers of24 concepts on the 7 joint scales was processed. So
Estonian. The selection of concepts to be included vector consisting of 700 answers represented
in the study (N=24) was based on the results ehich word. In the second task the words were
tests of free listings (Vainik, 2002), worddescribed by a vector in length of 219 representing
frequencies in the corpora, and a comparison witkalues of the index of relative cognitive salience.
word lists used by some earlier studies of Estonian Figure 3 and 4 present the structure of Estonian
emotion terms. We believe that the selected lexicamotion concepts according to the results of the
items form a small but representative set of thist task. The translations and locations of words
core of the emotion category of Estonian lexicorgn the SOM are given in the following Table 1.
sufficient for comparing the structures of emotiofThe MDS was created with translations only.
concepts, which emerge from the two different The SOM of the first task appears as a
lexical tasks. bilaterally = symmetrical representation. The

In the first task the participants had to evaluatgositive emotion concepts tend to gather to the
the meaning of every single word against a set apper part of the graph and the words referring to
seven bipolar scales, inspired by Osgood’'s methoggative emotions to the lower part of the graph.
of semantic differentials (Osgood et al., 1975)e ThThus, the main organizing dimension of the
“semantic features” measured with polar scalegpresentation, which extends the shape of the
drew qualitative (unpleasant vs. pleasanttOM map in one direction, appears to be
gquantitative (strong vs. weak emotion, long vaiegativeness and positiveness of the concepts.
short in duration), situational (increases vsThere is a darker area in the middle, which clearly
decreases action readiness, follows vs. precedessaparates these two clusters. One conéeptjus
event), and interpretative distinctions (felt ireth ‘anxiety’, is located outside of these two clusters
mind vs. body, depends mostly on oneself v#\pparently it is identifiable neither as positivern
others). The original bipolar scales weraegative or having conflicting specifications in
transformed from having +/- values into positiveespect of affiliation. As the anticipatory states
scales of 7-1, starting from 7 as the maximurthirm ‘fear’, erutus‘excitement’, mure ‘concern’)
value of the dominant or default feature, over dre gathered to the right edge of the graph, the
pointing to the irrelevance of the scale, and ufh toscale follows vs. precedes an event seems to
as the minimum value (corresponding to th&unction as an additional less important dimension.
maximum of the opposite feature). There is, however, no darker area on the SOM

The second task was a free listing task (Corbeteparating the extremes of this dimension.
and Davies, 1997). Participants were provided with The MDS represents concepts on the circle. By
a blank space to write down as many synonynshape it resembles the circumplex model proposed
and antonyms as came to mind for every presented Russell (Russell, 1980; Russell et al., 1989).
item. The task eliciting similar concepts resulted The MDS presents also a clear distinction between
4068 lexical items and the task eliciting oppositthe positive and negative concepts on the
concepts resulted in 3694 lexical items. Before tHeorizontal scale — the more negative the concepts
analysis with SOM and MDS the information washe more left they are situated and the positive
first quantified. The words listed as similar orconcepts are situated on the right-hand side,
opposite were characterized by their indices afccordingly. In MDS, too, the concept afevus
relative cognitive salience (Sutrop, 2001). Thé&nxiety' occurs as ambivalent between positive
index which takes into account both frequency arehd negative concepts, and so ddemstunne
mean position of a term was calculated for everpity, compassion’.
word mentioned by at least three persons. Out of
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Concepts
vaimustus ménu
oénn 16bu :
r&ém armast amxiety
desire
fear .
excitement
concern passion
oppression
sadness fun%(\a,aésure
d‘iﬁ&@me pent happiness
F%%gy Fr'} pride elﬁ%us!;sm
. surprise
pity ks

Figure 4. The MDS of the First Task.

st kurbus

The results of the first task characterize how the

pettumus  hébi hirm . . X
pélgus masendus conceptual organization of emotion emerged from
_ . subconceptual and experiential level of knowledge
Figure 3. The SOM of the First Task. in Gardenfors’s model (2000). It can be seen, that

) the two methods resulted in very similar layouts,
Table 1. Location of Words on the SOM of theaxcept the orientation of the dimensions and the

First Task. . ' way of discriminating the groups.
enthusiasm pleasure passion Figures 5 and 6 (and Table 2) present the
hoapplness Iofu(;] structure of the Estonian emotion concepts
Jjoy Vi

according to the results of the second task of the
survey. This task addressed the most abstract and

excitement . : .
desire symbolic level of representation of emotion
knowledge, according to the Theory of conceptual
Tsurprise spaces (Géardenfors, 2000), which was accessed
pride through the semantic interrelations of emotion
terms in our task.
anxiety On the SOM of the second task also a general
_ vertical alignment of positive (bottom) versus
pity negative (top) concepts is observable. There is a
- - remarkably darker row of nodes aligned
g%e concern horizontally, separating those two categories of
y unequal size. The concepts have self-distributed
an into three clusters, though, as in the upper piart o
ger . .
the graph there is a diagonally located darker area
guilt sadness fear excluding the cluster of concepts in the uppermost
disappointment shame right corner. One node containing two concefpas
contempt oppression ‘desire’ andkirg ‘passion’ are standing outside the

clusters not belonging to any of them.

There is another dimension that distinguishes This SOM does not coincide with the SOM of
the concepts on vertical scale: the states pemteivilie Task 1. Instead of two we have three clearly
as event preceding are situated on the upper partdistinguishable clusters here. This lets us to
the circle and the states perceived as followingpnclude that the organization of emotion concepts
some event are situated in the bottom. Accordirig slightly different while emerging from the data
to the MDS presentation the concepisendus about the relations of similarity and oppositeness.
‘oppression’ can be regarded as not clear[fhe SOM layouts thus occur to support the
preceding nor following its eliciting event. hypothesis of the case study about the plausibility
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of differences in conceptual organization due o th At the first glance the result of Task 2 as
way the data about concepts is gathered. analyzed by MDS is very similar to the result of
Task 1 except that the locationskafastunnéepity’

and vaimustus'enthusiasm’ do not fit. This result
leads us to two possible conclusions. First, we can
conclude that the way the information about
emotion concepts was gathered had no or only
nonsignificant impact on their emergent structure,
which proves the invalidity of our hypothesis of
kadedus  |habi the case study. On the other hand, we can conclude
polgus _Zsul that the method of MDS tends to generalize the
results to fit a circular solution best presentgd b
two crossing dimensions.

kaastunne
pettumus viha

anxiety
concernfear excitement .
pity IC'cf'“gsssdﬁﬂhusiasm
Figure 5. The SOM of the Second Task. OPTESSION sadness pleasure fove
. fun
Table 2. Location of Words on the SOM of the o
Second Task. disappgiment happiness
sadness concern it
oppression anxiet gul
PP Y agméﬂ?pq‘e surprise Ppride
pity rage excitement
disappointment  anger fear Figure 6. The MDS of the Second Task.
envy shame However, even on the circular arrangement there
contempt guilt are actually three groups of concepts visible,
“desire especially with the prior knowledge from the SOM
esire . . .
passion ana_ly3|s. On the bottom right there is a cluster o_f
positive concepts, the cluster of negative ones is
surprise situated on the bottom left and on the top theee ar
concepts that might be described mostly by their
fun happiness love enthusiasm quality as event preceding states. These three
pride pleasure clusters are partly compatible with these three
joy described on the SOM of the Task 2 (Figure 5).

The MDS of the second task, on the other hanB, Discussion
retained the circular structure and there might be

seen the horizontal alignment of positive (right! Préevious section two tasks of differently
hand side) versus negative (left-hand sid ccessed semantics of the Estonian emotion terms

concepts on the graph, as well as the verticHe"® compared and two methods of data analysis

alignment of event preceding states (the upp&fer® applied. As a result, both methods gave us a

part) versus the event following states (the lowé&€neral understanding ~what are the main
part of the graph). dimensions that distinguish emotion concepts and

revealed that there is clear distinction between
positive and negative concepts. In the first task
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both methods distinguished two groups of concepts While analyzing linguistic data containing
and in the second task one additional clusténformation about concept similarities and
emerged. The level of abstractness at whidtissimilarities it might be useful not to be
emotion knowledge was accessed in the tasigsounded in just one analytical tool, because MDS
(subconceptual and experience-related vgave similar circular structure as a result of both
symbolic and lexicon-related) turned out as criticaasks. When some additional knowledge was
while SOM was used and nonsignificant whileacquired from the SOM analysis, a more
MDS was used. The hypothesis of the case studgmplicated structure within the data was revealed.
was thus proven only in the case of using SOM.he interpretation of the results may depend on the
With this conflicting result, however, is provereth interpreter — his or her thoroughness and in more
main hypothesis of our present study. Namely, trgeneral what he or she wants or supposes to see.
way the data was handled in an analytical tool

turned out to have an impact on the layout of tHe@ Conclusions

results. In the present paper the results of analysis of

Comparing the results of analysis of Imgwsnr%cstonian emation concepts by two methods — the

data SOM formed clearly separable clusters A2 t.organizing maps and muitidimensional scalin
MDS projected data on the circle. Supposedly, g g map 9
were compared. Both methods gave us a

MDS presented the overall distances between t@,neral understanding what are the main
samples and therefore the extremity of dominat 9

positive negative scale became dominant in boffimensions distinguishing emotional concepts and
revealed a clear distinction between positive and

cases and the overall layout of the results ocdurre .
as the same - circular. At the same time the SO gative ones. Both methods ?"SO demonstrgted
X eir peculiarities due to the different strategies

gives an overview of local relations betweeur§ed in their procedures of data handling. Although

concepts and forms local clusters. However, ev%o,[h methods reveal the dominant dimensions
the projection of local relationships between th escribing the data, SOM stresses more on the

samples gave us the insight that there is the LT SR
o o .Jocal similarities and distinguishes clearly groups
division between the positive and negative . . A
within the data. MDS reveals global dissimilarities
concepts. tween the samples and some background
In the case the data was gathered from the ta% ormation is needgd to distinguish grou sg Our
relying on the procedure of the Osgood's Semam(':(f)nclusion would be that exgloitin ; onF .one
differential or alike, the two methods revealedyver p 9 y

similar results. In the case the data was gatHazyedanalytlcal tool may tend to reveal only specific

assessing concept similarity and oppositeness tﬂreopertles of data and thus have an unwanted

layouts of MDS and SOM seem somehon/mp"’lCton the results.

differently. It is probably the point where th
different strategies used in the analytical toalst
out as critical. MDS uses a strategy to keep mo$he study was supported by ETF grant 7149.
dissimilar samples as apart as possible (it preserv

the distances) and SOM uses the strategy to keRpfer ences

theT most similar samples together (it preserves t %ja A. and Swayne D. F. 2002. Visualization
ne'gh,borhOOd relations). The data of the Task Methodology for Multidimensional Scalindgournal
contained data about both assessed concephs cjassification19: 7-43.

similarity (a tendency to interpret similar concept ) o
as situated close to each other) and abofPrPett G. G. and Davies I. R. L. 1997. Establighin
oppositeness (a tendency to interpret most Ezsrg:mcogrIt_errp/lséﬁl\i/le(altzsdusr?s ggﬁ):eig?é%lé?isésmir? L
dissimilar samples as most apart in a hypothetical thought and Ianguage(pp.. ’197_223) Cambridge
conceptual space (Gardenfors, 2000)). Thus theUniversity Press, Cambridge.

construal of the Task 2 might have made it

sensitive to the procedures used in the analytidgtda R. O., Hart P. E. and Stork D. G. 20Baitern
tool. classification (2nd ed.). John Wiley & Sons, New

York.
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Abstract

Text-to-scene conversion systems need to
share the spatial descriptions between natu-
ral language and the 3D scene. Such appli-
cations are the ideal candidates for the ex-
traction of spatial relations from free texts,
in which the extraction to trajectories that
are focus objects in spatial descriptions is
an essential problem. We present an analy-
sis of how the space relations are described
in Chinese. Based on this study, we pro-
pose a method where the extraction of tra-
jectories is modeled as a binary classifica-
tion problem and resolved based on a linear
classifier with syntactic features. Moreover,
experimental results are analyzed in detail
to demonstrate the effectiveness of the lin-
ear classifier to the extraction problem of
the trajectory concept.

1 Introduction

Text-to-scene conversion systems are systems
where a static 3D scene or a cartoon is generated
from text. How to extract spatial relations from
texts is an essential problem for sharing the spatial
information between natural language and 3D

Tiejun Zhao
Harbin Institute of Technology MOE-
MS Key Laboratory of Natural Lan-
guage Processing and Speech, Harbin,
150001

tjzhao@mtlab._hit.edu.cn

Jiyuan Zhao
Harbin Institute of Technology MOE-
MS Key Laboratory of Natural Lan-
guage Processing and Speech, Harbin,
150001

Jyzhao@mtlab.hit.edu.cn

scene in such systems. A spatial relation is
composed of a spatial expression and a trajectory
according to cognitive linguistics. Furthermore, a
trajectory is the focus object to be described in a
spatial relation. Therefore, it is an essential
problem to extract trajectories from a text for a
text-to-scene system.

Until now, there are some researches done to re-
solve the extraction of the trajectory. It is resolved
based on dependency relationship in Wordseye sys-
tem (Coyne and Sproat, 2001), and case grammar
in SWAN system (Lu and Zhang, 2002). But two
points must be clarified in these two systems. First,
the input of them was restricted to a simple subset
of English or Chinese consisting of simple sen-
tences without complex grammar phenomena such
as clauses, ellipsis of the object or subject, and spa-
tial focus shifts. Also, only one or zero spatial rela-
tion is and should be described clearly in one sim-
ple sentence, such as The store is under the large
willow. (Coyne and Sproat, 2001). Second, they do
not refer to the term trajectory and tasks of the ex-
traction of the spatial relation and the trajectory.
Although the Carsim system, which is another
text-to-scene system, refers to the term trajectory
and the task of the extraction of the trajectory on
IDA method (Johansson, 2006), a trajectory means
the route of every event in the animation which
does not refer to the same meaning as in this paper.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 121-127



Hanijing Li, Tiejun Zhao, Sheng Li, Jiyuan Zhao

The task considered here is to acquire the corre-
sponding trajectories of a spatial expression at the
text level, and then every trajectory and the spatial
expression can compose a special spatial relation.
For example, see the fable in Figure 1, “/&” (the
eagle) and “% . (the tortoise) that should be ex-
tracted, match exactly with the spatial expression
of “F|5 43" (in the clouds) separately and result in
two spatial relations, “/% £ 5% (the eagle in the
clouds) and “fafE =" (the tortoise in the
clouds) that can be acquired exactly. In the paper,
we focus on the extraction from real texts. Based
on an analysis of spatial descriptive Chinese lan-
guage, we have developed a binary classifier that
can identify trajectories and compose spatial rela-
tions.

Lta BN G AL 2 W,

N

A tortoise saw the eagle flying in the sky
J& AE HE /ﬂ_n K @J i,

Thus the eagle camed him and hldden in the c@

Figure 1: ‘The Eagle and the Tortoise’ in “Aesop’s
Fables”

To study the characteristics of descriptive spatial
language, we analyzed the descriptions by cata-
loguing the relations between trajectories and their
corresponding spatial expressions respectively on
Chinese grammar. The combination style of a tra-
jectory and the corresponding spatial expression is
referred to as a descriptive strategy including three
types of the mapping, the spatial focus shift and the
syntactic location.

We propose a set of computational mechanisms
that correspond to the most commonly used de-
scriptive strategies. The related terms are formally
defined first. Also the extraction of trajectories is
modeled as a binary classification problem. Based
on those formalizations, we deal with the extrac-
tion with Winnow being a linear classification al-
gorithm on syntactic features at the text level.

To evaluate the method, we created an evalua-
tion corpus of “Aesop’s Fables”, and used three
evaluation measures including precision P (the
percentage of all correct results in the all results
identified by the method), recall R (the percentage
of all correct results identified by the method in all
really correct results), and F-score
(F=(P*R*2/(P+R))).
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The method has three advantages. First, it
showed that the shallow syntactic features are ef-
fective for the extraction of the cognitive concept
of a trajectory. Second, it did work in a range of
linguistic phenomena that make use of really com-
plex compositions of spatial semantics. Last, it was
effective without a parser which is domain de-
pendence for Chinese.

The paper is organized as follows. In Sect. 2, we
analyze descriptive strategies in Chinese, and then
give the definitions of terms. Also, we review
SNoW. In Sect. 3, we first formalize the problem
considered in this paper, and then we discuss the
linear classifier to extract the trajectory. Experi-
mental results are given in Sect. 4. Finally, we
make some concluding remarks in Sect. 5.

2 The Resource Creation

2.1  The Definitions of Relevant Terms

We define formally terms including trajectory,
landmark, spatial expression and  spatial
description. Trajectory and landmark are all from
Langacker’s Cognitive Grammar Framework
(Langacker, 1987). Trajectory TR enclosed by a
particular bound presents the focus object
represented in a spatial description. The bound is
called Landmark LM.

A spatial expression SE limits the location of the
trajectory, and is formalized as ([Pre], Loc, LM), in
which [] means that the part can be omitted, Pre
denotes preposition, and Loc denotes localizer (ex-
plained in (Zou, 1989)). For example “fE4¥H1” (in
the sky) is formalized as (7£, #, %) (in, ,sky).

A Spatial description describes the spatial con-
figuration of a trajectory with respect to a land-
mark. In this paper, we define spatial description
formally as a spatial relation. A spatial relation is
composed of two parts including a spatial expres-
sion and trajectory and taken as a binary (([Pre],
Loc, LM), TR), which represents relative or abso-
lute position and orientation. For example, the de-
scription of “/EfEZ¥H1” (the eagle in the sky) in
Figure 1 is formalized as (£, ', %), /&) ((in, ,
the sky), the eagle).

2.2 The Corpus Creation

As there are no publicly available evaluation cor-
pora, we selected “Aesop’s Fables” as a corpus for
this task where 10 volumes and 434 texts in Chi-
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nese are available at  http://www.white-
collar.net/child/fable/yisuo/index.html.

The “Aesop’s Fables” was annotated with spa-
tial expressions, landmarks and trajectories succes-
sively, and turned into the evaluation database for
the extraction of spatial relations. The texts anno-
tated separately by every annotator were merged
into the final corpus according to the all-passed
rule. There were six annotators including 2 under-
graduate students, 3 graduate students and 1 PhD
student, who all take part in the project “Research
on Visualization of Spatial Descriptions in text”.

The “Aesop’s Fables” was first segmented and
part-of-speech (POS) annotated with the tool de-
scribed in (Lv, 2003), anaphora resolved by hand,
(for example, [AR ffi/ng] is an anaphora resolu-
tion of “fth/r” (it) in Figure 2), and then called ini-
tial corpus. Afterwards, the initial corpus was an-
notated on spatial relations by hand with the rules
presented following.

[Emg Mivg AR Zff/ng] , /wo

Tléégle advises> [A\( toloise], ‘

Figure 2: The sample of initial corpus with POS
and anaphora resolution

Spatial Expression: Participants recognized a
spatial expression according to the definition pre-
sented in Sect. 2.1, and annotated it with the fol-
lowing notations: the beginning symbol of a spatial
expression #l, the end symbol #r, the spatial ex-
pression notation SE, and the sequence number of
the spatial expression. For example in Figure 3, the
string of “#l 2= H/s #r[SE1]” means “ZFH” (in the
sky) is the first spatial expression in the text. In
addition, when there were two spatial expressions
in one phrase of the definition they were all anno-
tated separately at the same time like “#IE/p
#1751 /s #r[SE1]#[SE2]” in Figure 3.

Landmark: The landmark was annotated with
LM and the same sequence number as its corre-
sponding spatial expression in every annotated spa-
tial expression. For example, the string of
“#175[LM1]/s #[SE1]” in Figure 3 shows that
the landmark of “#%” (the sky) corresponds to the
first spatial expression of ““H1” (in the sky).
Moreover, when a landmark matched with two or
more spatial expressions, it was annotated twice or
more times. So, ““%” (the sky) in Figure 3 was an-
notated with [LM1] and [LM2], meaning it is the

landmark not only for “Z5H'” (in the sky) but also
“f£75 717 (in the sky) at the same time.

Trajectory: The definition in Sect. 2.1 was not
sufficient to annotate a trajectory for the partici-
pants, because there may be more than one word
expressing the same object in the context. Thus, we
proposed the nearest and right-most rule, which
selects the sixth “ {1 (the tortoise) as the corre-
sponding trajectory of the third spatial expression
in the text in the Figure 3. The trajectory notation
is TR, and its sequence number is the same as its
corresponding spatial expression.

5f/ng & Wivg [Emg[TRI]|[TR2]

Atortoise saw tht eagle

#1 1E/p #1 2¥[LMI][LM2] /s #[SE1]#[SE2] ¥FH/vg ,/wo

flying in the sky,

8 /mg[TR3] {#/c I Fvg fi/r[AR % f/ng][TR3] , /wo

%ggle ca\rried hl/m [AR the tortoise] arz

TK/vg Fllivg # E7A/s[LM3] #{SE3], /wo

hidden in the clouds.

Figure 3: The sample of final corpus with spatial
relations annotations'

Spatial Relation: All spatial relations were ex-
plicit as soon as the spatial expressions, landmarks
and trajectories were all annotated. A spatial ex-
pression, a landmark and a trajectory with the same
sequence number compose a specific spatial rela-
tion, like “ZF[LM1] H/s #[SE1]”, “F[LM1]” and
“/& /ng[TR1]” in Figure 3 compose a spatial rela-
tion of ((1E, #, &%), &) ((in, , the sky), eagle).

2.3 Analysis of the Descriptive Strategies

We distinguish two subsets of our development
corpus, 1) a set containing 325 fables selected ran-
domly from the corpus as the ‘training database’, 2)
a set that containing the rest 109 fables of the cor-
pus as the ‘testing database’. Based on this corpus,
how the spatial relations are expressed in Chinese
is analyzed in detail.

! Some sentences are omitted because of the paper space,
where four tortoise words are included.
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Mapping: The mapping between trajectories
and their corresponding spatial expression is the
quantity ratio between them. There are four possi-
ble mappings in the corpus. 0:1 means that there is
zero trajectory matching one spatial expression.
1:1, 2:1 or 3:1 means there are one, two or three
trajectories matching one spatial expression which
result in one, two or three spatial relations. The
statistical data are shown in Table 1.

Spatial Focus Shift: The spatial focus is the
current entity or group of entities (and its/their as-
sociated spatial location) that the reader is attend-
ing to in space (Maybury, 1990). In Figure 4(a),
there is a spatial relation “fKFERE N> (the
farmer under a wall) between the trajectory “/&”
(the eagle) and its spatial expression “H
(down). In this case the current spatial focus shifts
from “/> (the eagle) to “4R K> (the farmer), and
back to “/&> (the eagle).

There are three types of spatial focus shift. The
first type is typeSI when there is no other spatial
relation between a trajectory and its corresponding
spatial expression. The second type is fypeSI/ when
there are other spatial expression(s), but no com-
plete spatial relation between them, which means
there is not any spatial focus shift too. In Figure
4(b), there is a spatial expression “HH#_[2” (in the
wall) between the trajectory “fi3-> (the pigeon)
and its another corresponding spatial expression
“Hit > (onto the ground), which is the grammar
ellipsis of a trajectory raised by the ellipses of the
object or subject. Lastly, there is type typeSIII, in
which there are complete spatial relation(s) be-
tween a trajectory and its corresponding spatial
expression, such is the case in Figure 4(a). This
type means there is a semantic interruption by the
spatial focus shift. We show the statistical data for
the spatial focus shift for 1:1 spatial relations in
Table 2.

Syntactic Location Relation: There are three
types of syntactic location relations between a tra-
jectory and its corresponding spatial expression
depending whether they are in the same sentence
ended by full stop, question mark or excalmatory
mark, or not. The first is called #ypell that means
the trajectory and its spatial expression are in the
same sub-sentence that is the sentence without
punctuations. The second is typeLll — they are in
the same full sentence, not sub-sentence. The last
is typelLlll meaning they are in the different sen-
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tences. The statistic data on the corpus is shown in
Table 3.

Data Amount Amount Amount Amount
base of 0:1 of 1:1 of 2:1 of 3:1
Training 5 (8%) 539 58 18
(86.94%) (9.35%) (2.90%)
Testing 2 203 18 3
(8.85%) (89.82%) (7.96%) (1.46%)
Table 1: Mapping between TR and SE
Data Amount of  Amount of Amount
base of TypeSI TypeSII of Type-
1:1 SIIT
Training  523(97.03%) 14 (2.6%) 2 (0.37%)
Testing 190(93.60%) 11(5.42%) 2(0.99%)
Table 2: Spatial Focus Shiftin 1:1 of 7R and SE
Data Amount of Amount of g\fm Ol;;;e_
base Typell TypelLll 111
Training 439(71.38%) 158(25.69%) 18(2.93%)
Testing  159(70.98%) 63(28.13%)  2(0.89%)

Table 3: Syntactic Location Relations

[ /ng[ TR3] T}u/i?ﬁi/nc[ml][mz] Uéﬁ/@d /wo

T e eagle saw the farmer sitting

#K B vz B3/vg 1/ sed #1 5% /mg[LM1][LM2] T/f#r

under a wall that was on the verge of collapsing,

[SE1#[SE2]5/d 3r.%l/d #1 §i/p /£ #[SE3] {/vg ZE/vg , /wo
a‘nd flew down‘at 0 ce,/

(a) A Sentence from ‘The Eagle and the Farmer’

fl/r[AR 75 F/ng][TR2][TR3][TR4][TRS5]
|
She [AR the pigeon]
S WEFo Hbusdi Af/d Yvg idFvg 5 Awo

flew  right ,/
AEHd —3k/d WiH/vg # 7E/p # BifUng[LM2][LM3] _/f
|

but collided with the wall

#{SE2]#[SE3], /wo Hili/vg T/ut $mg , /wo
, broke hér wifigs and
Felvg #1 1E/p #1 1 [LM4]WL‘ /wo
|

fell onto the ground,
(b) A Sentence from ‘The Pigeon and the Painting’

Figure 4: The sample for spatial focus shift

Those descriptive strategies are not mutually ex-
clusive. Moreover, the phenomena of n:1 mapping,
typeSII, typelll and typeLlll are all produced by
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the ellipses of the object or subject. In addition,
trajectories of 0:1 and #ypeSIII must be understood
from the background of a text, so these two de-

scriptive strategies are not the subjects in this paper.
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We choose SNoW as the classifier tool and Win-
now as the learning algorithms. SNoW is an archi-
tecture consisting of a Sparse Network of linear
separators utilizing three learning algorithm in-
cluding Winnow (Littlestone, 1988). Winnow is
used at each target node to learn its dependence on
nodes in the first layer. Its input can be formalized
as (wy, a, f, 6): an initial vector w; € Rn which is
positive, promotion factors o and f € [1, =], and a
threshold 8 € [0, «o]. The algorithm proceeds in a
series of trials and predicts in each trial according
to the threshold function wyX> 6 given X€ Rn. If
the prediction is correct, then no update is per-
formed; otherwise the weights are updated as fol-
lows:

Winnow

e On a false positive prediction for all & set
Wy <— OWy

e On a false negative prediction for all & set
Wi —pwi

3 Extraction of the Trajectory

3.1 The Binary Classification

We model the problem of extracting trajectories
from a text as a binary classification problem. The
text has been initially tagged using a POS tagger
and a spatial expression tagger. The text is taken as
the set Stext where there are two parts: the spatial
expression sexp_tr being matched with trajectories
and words excluding those in sexp tr, which com-
pose the set Stext w. Every word of the set Stext w
is a candidate ctr. A predicate p taking values in C
= {-1, 1} asserts whether a ctr is a trajectory
(p(ctr)=1), or is not (p(ctr)=-1). The task then is to
find the classifier function /4 that maps every word
in Stext w to a single value in C, A: Stext w->C.
The classifier 4, moreover, is found by Winnow.

3.2 Features of the trajectory Classifier

Based on the studies of the descriptive strategies,
the features are selected on shallow syntax, and
then are modeled as a wunit vector f{pun,
pos_ctry,..., pos_Ctry, pos verby,..., pos verb,,

dis_verb,,..., dis_verb,, dis_SE,,..., dis_SE,,
dis_SEL,,..., dis_SEL,, dis SEN,,..., dis_SEN},
dis_by,..., dis_by,, dis with,,..., dis_withi, hby,
hwith} .

The value of the feature pun is 1 as the candi-
date is punctuation and the others are 0, otherwise,
the value is 0 and the others are decided on the fol-
lowing discussion.

pos_ctr;presents the candidate’s POS. The used
POS tool has 52 part-of-speech tags which are
numbered. For example a candidate’s POS is noun,
and then the value of pos_ ctr| is 1, and the others
are 0.

When there is a verb in the same sentence with
candidate, pos verb; is assigned 1. The number of
pos_verb; assigned 1 means the number of verbs
which are in the same sentence with the candidate.

There are three classes of distance features. The
first dis_verb; is distances between a candidate and
verbs ph which are in the same full sentence. The
second is distances between a candidate and
phrases ph. The phrases include the spatial expres-
sion sexp_tr, the last spatial expression and the
next which are relative to sexp tr according to the
sequence in the context. These features are denoted
by dis SE;, dis_SEL; and dis_SEN,. The third
dis_by;and dis_with; are distances between a can-
didate and function words denoted by fw including
# (‘by’) and 8 (‘with”) which are in the same
sub-sentence.

The first and second distances are calculated
with Equation 1. The third distances are calculated
according to Equation 2. When ctr is before ph or
fw, sign is 1, otherwise is -1. n represents the num-
ber of words between ctr and fw. ny is 1 when ctr
and ph are in the same sub-sentence, otherwise it is
0. n; means the number of sub-sentences between
ctr and ph. ny or n; means the number of full sen-
tences or paragraphs between ctr and ph. Every
one of distance values maps a distance feature.

dis(ctr, ph) = sign * ¥ o (n; * 10°) €))
dis(ctr, fw) = sign * n )

It is an important feature identifying a trajectory
whether #%(‘by’) or #%(‘with’) appears in the same
sub-sentence with it. If #%(‘by’) or 2(‘with’) and
ctr appear in the same sub-sentence, the value of
the feature iby or hwith is 1, otherwise it is 0.
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4  Experiments

4.1 Qualification of the Values of the Parame-

ters

Before the experiments, we determined the pa-
rameters of Winnow: the promotion factors a and 3,
and the threshold 0, using the enumeration method.
The values of these three parameters for one ex-
periment were selected when the F-score was
maximal at all runs in the numeric area and on the
changing step of every parameter in Table 4 con-
firmed according to our experience.

4.2 Experiments with the Different Feature

Spaces

The following experiments were done separately
according to four different feature spaces defined
in Table 5 according to features in Sect. 3.2. The
values of the three parameters of following ex-
periments are shown in Table 6.

Parameter Min Max Step
a 1.0 2.0 0.1
b 0.0 0.9 0.1
0 1 6 1

Table 4: The Numeric Areas and Steps on the Pa-
rameters

Features in the feature space Name
Parts-of-speech of candidates Fea00
POS of candidates and distances between  FeaOl
a candidate and spatial expressions

All features mentioned in Sect. 3.2 Feal(

Table 5: The Definitions of Feature Spaces

Feature Space o )i 0
Fea00 1.2 0.2 2
Fea01 1.6 0.3 2
Feal( 1.7 0.5 2

Table 6 Values of the Parameters

First, the performance of Fea0l being much bet-
ter than Fea00 in Figure 5 shows that the feature of
spatial expressions is effective, and a trajectory and
a spatial expression are bounding.

Second, Figure 6 shows that the performance of
Feal0 is much stronger than that of FeaOl. The F-
score on the testing database is much lower than on
training dataset, but the precision is much higher
for FeaOl. In contrast, the performances of FealO
between training database and testing database fall
at the same degree. Therefore, the features on func-
tion words and verbs are effective.
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We calculated the recalls on different mappings

on Feal(O as shown in Figure 7. The method is
most effective to 1:1 mapping, and can resolve the
ellipsis of the object or subject in some degree.
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Figure 7: The Results on the Different Mappings

The recalls of syntactic locations are showed in
Figure 8 for Feal0. The performance for the sub-
sentence relation is over 85%. It is critical to re-
solve the data sparseness in the other two situations
in the future.
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Figure 8: The Results on the Different Syntactic
Location Relations

5 Conclusion

We showed the concepts of the spatial relation and
trajectory and the descriptive strategy in Chinese
texts. Based on these studies, we proposed that the
extraction of the trajectory is a binary classification
problem. We also proposed the method to extract
the trajectories at the text level with a linear classi-
fier. In the end, we presented experiments from
different points of view to show that it is effective
with a binary classifier with shallow syntactic fea-
tures to extract a cognitive concept of a trajectory.

Further studies on the feature selecting in the
semantics and at the text level are needed to im-
prove the results and resolve the grammar and the
semantic ellipsis of a trajectory, furthermore, to
resolve the data sparseness. Moreover, we have
found that about 94% words as trajectories are in-
cluded in HowNet, which is a common sense
knowledge base (Dong and Dong, 2002). There-
fore, it is essential to take advantage of HowNet
for better results in the next phases.
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Abstract

We describe and evaluate an incremental
finite-state parser for Icelandic — the first
parser published for the language. Input
to the parser is POS tagged text and it gen-
erates output according to a shallow syn-
tactic annotation scheme, specifically de-
signed for this project. The parser con-
sists of a phrase structure module and a
syntactic functions module. Both modules
comprise a sequence of finite-state trans-
ducers, each of which adds syntactic in-
formation into substrings of the input text.
F-measure for constituents and syntactic
functions is 96.7% and 84.3%, respec-
tively. These results are good, because
Icelandic has a relatively free word order
which can be difficult to account for in a
parser. Moreover, of the various morpho-
logical features available in the rich POS
tags, the transducers only use the case fea-
ture in their patterns.

1 Introduction

Syntactic analysis for natural languages is often di-
vided into two categories: full parsing, in which a
complete analysis for each sentence is computed,
and shallow parsing, where sentence parts or chunks
are analysed without building a complete parse tree.

One problem with full parsing is that the set of
solutions can grow exponentially, because, gener-
ally, the parser considers all possible analysis of a

Eirikur Rognvaldsson
Department of Icelandic
University of Iceland
Reykjavik, Iceland
eirikur@hi.is

given sentence. Moreover, since the goal is to build
a complete parse tree for each sentence, the parser
sometimes rejects a correct analysis of a sentence
part on lower levels in the parse tree, on the ground
that it does not fit into a global parse. Shallow pars-
ing techniques do not have these problems because
their aim is “to recover syntactic information effi-
ciently and reliably from unrestricted text, by sacri-
ficing completeness and depth of analysis” (Abney,
1996).

In many natural language processing (NLP) appli-
cations, it can be sufficient to analyse sentence parts
or phrases. This can be the case, for example, in
applications like information extraction, text sum-
marisation and some types of grammar checking,
in which identification of phrases is more important
than a global parse. Additionally, in cases of low
quality input or spoken language, a shallow pars-
ing method can be more robust than a full parsing
method, because of noise, missing words and mis-
takes in the input (Li and Roth, 2001).

In this paper we describe a shallow parser, Ice-
Farser, for parsing Icelandic text — the first parser
published for the language!. IceParser is based
on the incremental finite-state approach, in which a
parser comprises a sequence of finite-state transduc-
ers. The transducers add syntactic information into
the text in an incremental manner.

The input to IceParser is part-of-speech (POS)
tagged text, using the detailed /FD tagset (Pind et
al., 1991). It produces output according to a shal-
low annotation scheme, specifically designed for

'This work was partly supported by the Icelandic Research
Fund, grant “Shallow parsing of Icelandic text”.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
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this project. The scheme consists of descriptions for
annotation of both constituent structure and syntac-
tic functions. Accordingly, the parser comprises two
main modules: a phrase structure module and a syn-
tactic functions module.

Evaluation shows that IceParser is both effective
and efficient. F-measure for constituents and syn-
tactic functions is 96.7% and 84.3%, respectively.
These results are good, because the free word or-
der in Icelandic can be difficult to account for in a
parser. The parser is implemented in Java and pro-
cesses about 11,300 word-tag pairs per second.

The remainder of this paper is organised as fol-
lows. In Section 2, we describe finite-state parsing
in more detail. In Section 3, the main relevant fea-
tures of Icelandic morphology and syntax are briefly
described. Our annotation scheme is described in
Section 4. We describe the design of IceParser in
Section 5, and, in Section 6, we present the evalu-
ation results. In Section 7, we analyse some of the
errors, and we conclude in Section 8.

2 Finite-state parsing

Non-recursive language models, like finite-state
grammars, have been used successfully to produce
shallow parsers from the early 1990’s.

The reductionist method by Koskenniemi et al.
(1992) was influenced by the Constraint Grammar
approach (Karlsson et al., 1995), in which syntac-
tic tags are associated with words, instead of using
phrase tree structures to represent parses. The main
idea is to reduce all possible readings of a sentence
(represented by finite-state automata) to one correct
reading by a set of elimination rules.

A contrasting method is the constructive ap-
proach, which is based on a lexical description of a
collection of syntactic patterns. The use of finite-
state transducers to introduce syntactic labels into
the input sentences is one example of the construc-
tive approach.

A common constructive approach is to string to-
gether a sequence of transducers to build incre-
mental (or cascading) shallow parsers (Grefenstette,
1996; Abney, 1997). Each transducer adds syntactic
information into the text, such as brackets and names
for grammatical functions. The hybrid method by
(Ait-Mokhtar and Chanod, 1997) merges the con-
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structive and the reductionist approaches by defin-
ing chunks (core phrases) by constraints rather than
syntactic patterns.

The Xerox Finite-State Tool (XFST) (Karttunen
et al., 1996) is often used to develop finite-state
parsers. The XFST includes extensions to the stan-
dard regular expression calculus, which simplify the
creation of finite-state transducers for syntactic pro-
cessing.

Finite-state parsing methods have been used to
develop a number of shallow parser for different
languages, e.g. Spanish (Molina et al., 1999),
Swedish (Megyesi and Rydin, 1999; Kokkinakis
and Johansson-Kokkinakis, 1999), German (Miiller,
2004), and French (Ait-Mokhtar and Chanod, 1997).
Parsers built using finite-state methods are usually
robust and fast, because they are, in fact, just a
pipeline of lexical analysers.

3 Icelandic

Compared to its closest relatives (i.e. the other
Nordic languages), Icelandic is a heavily inflected
language, with nouns belonging to one of three gen-
ders, inflecting for four cases and two numbers. Ad-
ditionally, nouns sometimes have a suffixed definite
article. Adjectives inflect for four cases, three gen-
ders, three degrees, and two numbers, besides hav-
ing both a “strong” (indefinite) and “weak” (definite)
form; verbs inflect for three persons, two (main)
moods, two tenses, and two voices; and so on.

Thus, the main Icelandic tagset, constructed in the
compilation of the IFD corpus, is large (about 660
tags) compared to related languages. In this tagset,
each character in a tag has a particular function. The
first character denotes the word class. For each word
class there is a predefined number of additional char-
acters (at most six), which describe morphological
features, like gender, number and case for nouns;
degree and declension for adjectives; voice, mood
and rense for verbs, etc.

To illustrate, consider the word “hestarnir”
(horses). The corresponding tag is “nkfng”, denot-
ing noun (n), masculine (k), plural (f), nominative
(n), and suffixed definite article (g).

Due to the rich inflections which serve to indi-
cate sentence-internal relationships and dependen-
cies, Icelandic word order is rather free, especially
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in many styles of written language. This freedom
mainly concerns the relative order of major syntactic
constituents, such as noun phrases (subjects and ob-
jects), preposition phrases, and adverb phrases, but
also, to a certain extent, phrase-internal word order.

If we were aiming at full parsing and wanted to
build a complete hierarchical parse tree, we would
be faced with many difficult practical and theoret-
ical questions. However, our annotation scheme is
shallow in the sense that its syntactic structures are
rather flat and simple, i.e. the main emphasis is to
annotate core phrases without showing a complete
parse tree. Therefore, the relatively free word order
does not necessarily pose a problem for our syntac-
tic annotation by itself, even though it may in many
cases make it difficult for our parser to correctly
identify certain syntactic constituents and especially
syntactic functions.

4 The annotation scheme

Our annotation scheme follows the dominant para-
digm in treebank annotation, i.e. it is “the kind
of theory-neutral annotation of constituent structure
with added functional tags” (Nivre, 2002).

Two labels are attached to each marked con-
stituent. The first one denotes the beginning of the
constituent, the second one denotes the end (e.g.
[NP ...NP]). The main labels are AdvP, AP, NP,
PP and VP — the standard labels used for phrase an-
notation (denoting adverb, adjective, noun, prepo-
sition, and verb phrase, respectively). Addition-
ally, we use the labels CP, SCP, InjP, and MWE
for marking coordinating conjunctions, subordinat-
ing conjunctions, interjections, and multiword ex-
pressions, respectively. Furthermore, we use the la-
bels APs and NPs, for marking a sequence of adjec-
tive phrases (agreeing in gender, number and case)
and noun phrases (agreeing in case), respectively.

Our scheme subclassifies VPs. A finite verb
phrase is labelled as [VP ... VP] and consists of a
finite verb, optionally followed by a sequence of
AdvPs and supine verbs. Other types of VPs are
labelled as [VPx ... VPx], where x can have the fol-
lowing values: i, denoting an infinitive VP; b, de-
noting a VP which demands a predicate nominative
(i.e primarily a verb phrase consisting of the verb
“vera” (be)); s, denoting a supine VP; p, denoting
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a past participle VP; g: denoting a present participle
VP.

We use curly brackets for denoting the beginning
and the end of a syntactic function (as carried out
by Megyesi and Rydin (1999)). Special function
tags are used for labels: *QUAL, *SUBJ, *OBJ,
*OBJAP, *OBJNOM, *IOBJ, *COMP, *TIMEX,
denoting a genitive qualifier, a subject, an object, an
object of an AP, a nominative object, an indirect ob-
ject, a complement, and a temporal expression, re-
spectively.

Additionally, for some of the syntactic function
labels (see table 2), we use relative position indica-
tors (“<” and “>”). For example, *SUBJ> means
that the verb is positioned to the right of the sub-
ject, *SUBJ< denotes that the verb is positioned to
the left, while *SUBJ is used when it is not clear
where the accompanying verb is positioned or when
the verb is missing. The motivation behind using
the indicators is to simplify grammar checking at
later stages. A thorough description of the annota-
tion scheme can be found in (Loftsson and Rogn-
valdsson, 2006).

We have constructed a grammar definition corpus
(GDC), a corpus consisting of 214 sentences (se-
lected from the IFD corpus), representing the ma-
jor syntactic constructions in Icelandic. The purpose
of the GDC is to “provide an unambiguous answer
to the question how to analyse any utterance in the
object language” (Voutilainen, 1997). Furthermore,
this corpus has been used as the development corpus
for IceParser.

To illustrate the annotation scheme, consider the
following sentence parts (shown without POS tags),
obtained from the GDC.

o {*SUBJ> [NP vagnstjérinn NP] *SUBJ>} [VP
sd VP] {*OBJ< [NP mig NP] *OBJ<}
(driver-the saw me)

o {*SUBIJ> [NP systir NP] {*QUAL [NP hennar
NP] *QUAL} *SUBJ>} [VPb var VPb]
(sister her was)

e [VPb er VPb] {*SUBIJ< [NP ég NP] *SUBJ<}
{*COMP< [VPp feedd VPp] [CP og CP] [VPp
uppalin VPp] *COMP<}

(am I born and raised)



e {*SUBJ> [NP ég NP] *SUBJ>} [VPb er
VPb] {*COMP< [AP bundin AP] *COMP<}
{*OBJAP< [NP Reykjavik NP] *OBJAP<}

(I am bound [to] Reykjavik)

5 IceParser

IceParser is designed to produce annotations ac-
cording to the annotation scheme described in Sec-
tion 4. The parser, which is purely constructive, con-
sists of two main components: a phrase structure
module (14 transducers) and a syntactic functions
module (8 transducers). The purpose of the modular
architecture “is to facilitate the work during devel-
opment, to allow different uses of the parser and to
reflect the different linguistic knowledge that is built
into the parser” (Megyesi and Rydin, 1999). In both
modules, the output of one transducer serves as the
input to the following transducer in the sequence.

The transducers include numerous syntactic pat-
terns, written to account for the relatively free word
order of Icelandic. Apart from relying on word class
or subclass information in the POS tags, the patterns
only use the grammatical case feature.

The reason for not using to full extent the morpho-
logical information available in each POS tag, is
that we want our parser to be utilised as a gram-
mar checking tool, among other things. If the parser,
for example, uses feature agreement to a great extent
to mark phrases then it will not be possible for the
grammar checking tool to point out feature agree-
ment errors inside phrases. This is because the cor-
responding words would not have been recognised
as one phrase by the parser, due to the lack of fea-
ture agreement!

The parser is implemented in Java and the lexical
analyser generator tool JFlex (http://jflex.de/). Each
transducer is written in a separate file, which is com-
piled into Java code using JFlex. The resulting Java
code is a deterministic finite-state automaton (DFA),
along with actions to execute for each recognised
pattern. The actions add syntactic information into
the text.

The reason for not using the XFST for implemen-
tation is that IceParser is part of a NLP toolkit for
Icelandic, all of which is implemented in Java.
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5.1 The phrase structure module

The purpose of the phrase structure module is to
add brackets and labels to input sentences to indi-
cate constituent structure. The syntactic annotation
is performed in a bottom-up fashion, i.e. the deepest
constituents are analysed first. For example, AdvPs
are marked before APs, which are in turn marked
before NPs.

To illustrate, consider the Phrase_AdvP trans-
ducer, which marks AdvPs, consisting of a single ad-
verb, by putting the markers [AdvP ... AdvP] around
it. An adverb in the input text is recognised using the
regular expressions:

Adv={WordSpaces} {AdvTag}

The pattern {WordSpaces} denotes a sequence of
word characters (all possible characters except white
space) followed by one or more spaces. {Adviag)}
is a pattern which matches an adverb POS tag. An
{Adv} is thus a word tagged as an adverb.

The action associated with the {Adv} pattern is re-
sponsible for putting the appropriate brackets and
labels around the recognised substring. For exam-
ple, the word-tag pair mjog aa (very) is annotated as
[AdvP mjog aa AdvP] by this transducer.

Consider the Phrase_AP transducer (slightly sim-
plified), which marks APs, (using [AP...AP]), con-
sisting of a single adjective optionally preceded by
an AdvP. It uses the following regular expressions:
Adj={WordSpaces}{AdjTag}
OpenAdvP="[AdvP"

CloseAdvP="AdvP]"
AdvPhrase={OpenAdvP}~{CloseAdvP}
AdjPhrase={AdvPhrase}?{Adj}

Here {Adj} is a pattern which matches a word
tagged as an adjective. In JFlex, the regular expres-
sion ~a matches everything up to (and including)
the first occurrence of a text matched by a. Thus, an
{AdvPhrase}, to be included in an {AdjPhrase}, con-
sist of a bracket and a label denoting the start of an
adverb phrase followed by everything up to a label
and a bracket denoting the end of the AdvP. For ex-
ample, the substring [AdvP mjog aa AdvP] goour
lkensf (very good) is annotated as [AP [AdvP mjog
aa AdvP] godur lkensf AP] (henceforth, we do not
show the POS tags in the examples).

The most complicated of all the transducers is the
Phrase_NP transducer, which marks noun phrases

131



Hrafn Loftsson and Eirikur Régnvaldsson

(the resulting DFA consists of about 50,000 states).
This is due to the various ways a NP can be gen-
erated — from a single pronoun (e.g. [NP hann
NP] (he)), to a sequence of an indefinite pronoun, a
demonstrative pronoun/article, a numeral, an adjec-
tive phrase and a noun (e.g. [NP allir pessir prir [AP
storu AP] strdkar NP] (all these three big boys)).

For example, the substring [AP [AdvP mjog
AdvP] goour AP] kennari (very good teacher) is an-
notated as [NP [AP [AdvP mjog AdvP] gédur AP]
kennari NP] by this transducer.

5.2 The syntactic functions module

The purpose of the syntactic functions module is to
add tags to denote grammatical functions. The input
to the first transducer in this module is the output of
the last transducer in the phrase structure module.
To illustrate, consider the Func_SUBJ transducer,
which annotates subjects. This transducer uses var-
ious patterns to recognise subjects, depending on
whether the subject appears to the left of the finite
verb phrase, to the right of the verb phrase, precedes
a relative conjunction, etc. Here, we only discuss
(a simplified version of) the main case, in which the
subject appears to the left of the finite verb phrase:

NomSub j={NPNom} | {NPsNom}
VPorVPBe={VP} | {VPBe}
SubjVerb=({NomSubj} {WS}+{VPorVPBe} |
{DatSubj} {WS}+{VPDat} |
{AccSubj} {WS}+{VPAcc}

{WS}+ denotes one or more white spaces. {Nom-
Subj}, {AccSubj} and { DatSubj} match a single nom-
inative NP, or a sequence of NPs, in the nominative,
accusative, or dative case, respectively. {VPorVPBe}
matches a finite verb phrase or a verb phrase con-
taining the verb “vera” (be), and {VPDat} and
{VPAcc} match verbs that demand oblique case sub-
jects (this list of verbs is implemented as regular
expressions). The action, associated with the pat-
tern {SubjVerb/, finds out where the VP starts (using
string searches) and puts the appropriate markers
{*SUBJ> ... *SUBJ>} around the subject.

As another example, consider the Func_COMP
transducer, whose main function is to annotate com-
plements of the verb “vera”. A part of the patterns
used by this transducer is (slightly simplified):

Compl={APSegNom} | {NPSegNom} |
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{VPPastSeq}
SubjVerbBe={Subject} {WS}+{VPBe} {WS}+
SubjVerbCompl={SubjVerbBe} {Compl}

According to this pattern a { Compl} is a sequence
of nominative APs or NPs, or a sequence of past par-
ticiple VPs. A {SubjVerbBe] is a { Subject}, followed
by a verb phrase containing the verb “vera”. The ac-
tion, associated with the pattern {SubjVerbCompl},
finds out where the VP ends and puts the appropriate
markers {*COMP< ... *COMP<)} around the com-
plement.

For example, for the substring [NP hann NP]
[VPb er VPb] [NP [AP [AdvP mjog AdvP] godur
AP] kennari NP] (he is very good teacher), the ap-
plication of the Func_SUBJ and Func_COMP trans-
ducers results in the string { *SUBJ> [NP hann NP]
*SUBJ>} [VPb er VPb] { *COMP< [NP [AP [AdvP
mjog AdvP] godur AP] kennari NP] *COMP<}.

6 Evaluation

IceParser has been evaluated on 509 sentences
(8281 tokens), randomly selected from the IFD cor-
pus. Since this corpus is only POS tagged, two an-
notators manually annotated the sentences (after the
parser had been developed) with constituent struc-
ture and syntactic functions, according to our anno-
tation scheme. The resulting treebank is our gold
standard.

We used the Evalb bracket scoring program
(Sekine and Collins, 1997) for automatic evaluation.
For the evaluation of labelled constituent structure,
we carried out two experiments. In the first one,
we used the tags from the IFD corpus, i.e. we as-
sumed correct tagging (see column 2 in table 1). In
this case, the overall F-measure (2 * precision *
recall /(precision + recall)) is 96.7%.

As can be deduced from table 1, VP, CP, SCP
and InjP are “easy” to annotate. These phrase types
constitute 28.6% of the phrases in the gold standard,
and, thus, help to make the overall accuracy quite
high. On the other hand, the accuracy for the more
“difficult” phrase types, like AP, NP and PP (which
constitute 58.7% of the phrases), is about 95%-97%,
according to our results.

In the second experiment, we used the tagger Ice-
Tagger (Loftsson, 2006) to tag the sentences in the
gold standard, before IceParser was run. The POS
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Phrase = F-measure = F-measure Freq. in
type using correct using test data
POS tags IceTlagger
AdvP 91.8% 85.1% 8.2%
AP 95.1% 86.3% 8.1%
APs 87.0% 68.6% 0.5%
NP 96.8% 93.0% 37.6%
NPs 80.4% 74.3% 1.5%
PP 96.7% 91.3% 13.0%
VPx 99.2% 93.8% 19.3%
Cp 100.0% 99.6% 5.7%
SCP 99.6% 97.6% 3.4%
InjP 100.0% 96.3% 0.2%
MWE 96.9% 92.6% 2.5%
All 96.7% 91.9% 100.0%

Table 1: Results for the various phrase types.

tagging accuracy for these sentences is 91.1% (un-
known word ratio is 7.8%). In this case, the over-
all F-measure for constituent structure drops from
96.7% to 91.9% (see column 3 in table 1), which is
equivalent to about 5.0% reduction in accuracy. The
POS tagging accuracy is relatively low, compared to
related languages, and this has substantial effect on
the overall parsing accuracy.

Unfortunately, we can not compare our results
to other parsers for Icelandic, since this evaluation
is the first parser evaluation published for the lan-
guage. For the sake of a comparison with a re-
lated language?, Swedish, Knutsson et al. (2003) re-
port 88.7% F-measure for all phrases, and 91.4% for
NPs, when using a tagger to preprocess the text and
a shallow (not finite-state) rule-based parser. Using
a finite-state parser, Kokkinakis and Johansson-
Kokkinakis (1999) report higher numbers, 93.3% for
all phrases and 96.2% for NPs, despite using a tag-
ger for preprocessing. The tagger used, however, ob-
tains very high accuracy when tagging the test data,
i.e. 98.7%. We believe that this comparison indi-
cates our parser performs well when annotating con-
stituents.

For the evaluation of syntactic functions, we also
carried out experiments with and without correct

Note that comparison between languages is questionable,
because of different language characteristics, parsing methods,
annotation schemes, test data, evaluation methods, etc.

Function F-measure  F-measure Freq. in
type using correct using test data
POS tags IceTagger
SUBJ 68.2% 47.6% 4.7%
SUBJ> 92.7% 89.4% 30.3%
SUBJ< 83.7% 75.1% 12.3%
OBJ 0.0% 0.0% 0.2%
OBJ> 43.5% 20.0% 0.8%
OBJ< 90.2% 78.2% 19.7%
OBJAP> 71.4% 57.2% 0.2%
OBJAP< 75.0% 46.2% 0.4%
OBJNOM< 30.8% 16.7% 0.6%
I0BJ< 73.3% 51.9% 0.9%
COMP 56.9% 40.0% 2.8%
COMP> 91.3% 91.3% 1.3%
COMP< 75.1% 70.0% 12.7%
QUAL 87.7% 77.9% 10.4%
TIMEX 74.7% 55.9% 2.7%
All 84.3% 753%  100.0%

Table 2: Results for the various syntactic functions.

tagging. When using the correct tags from the IFD
corpus, the overall F-measure is 84.3% — see column
2 of table 2. When considering subjects and objects,
the highest accuracy is obtained for the functions
SUBJ> and OBJ<, i.e. a subject whose accompa-
nying verb is to the right, and an object whose ac-
companying verb is to the left. This was to be ex-
pected, because the normal word order is SVO. If
the relative position indicator is ignored (many shal-
low parser do not include such an indicator), thus,
for example, combining the three subject functions
into one, F-measure for SUBJ and OBJ is 90.5% and
88.2%, respectively.

When IceTagger is used to produce tags, the over-
all F-measure for syntactic functions drops from
84.3% to 75.3% (see column 3 in table 2), which
is equivalent to about 10.7% reduction in accuracy.
Thus, the accuracy of the syntactic functions mod-
ule is more sensitive to tagging errors than the con-
stituent module. This can be explained by the fact
that the former component relies to a much higher
extent on the case feature, which is often responsi-
ble for the errors made by the tagger.

Again, we are not in a position to compare our
results to another Icelandic parser. For German (a
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related language), Miiller (2004), for example, has
presented the following results of syntactic func-
tion annotation using a finite-state parser (and POS
tags from a corpus): 82.5% F-measure for all func-
tions, and 90.8%, 64.5% and 81.9%, for subjects,
accusative objects and dative objects, respectively.
If these results are used for comparison, IceParser
seems to obtain good results for syntactic functions.

In the first version of IceParser, the output file
of one transducer is used as an input file in the
next transducer in the sequence. This version pro-
cesses about 6,700 word-tag pairs per second (run-
ning on a Dell Optiplex GX620 Pentium 4, 3.20
GHz). We have implemented another version of the
parser which, instead of reading and writing to files,
reads from and writes directly to memory (using the
Java classes StringReader and StringWriter). This
version annotates about 11,300 word-tag pairs per
second, which is equivalent to about 75% speed in-
crease compared to the previous version.

7 Error analysis

In this section, we show examples of the errors made
by IceParser.

The only type of error in adverb phrase annotation
occurs when the parser incorrectly groups together
two (or more) adjacent adverbs. Consider the incor-
rect output:

[PP um [NP pad NP] PP] [VP vissi VP] [NP stel-
pan NP] [AdvP ekki pd AdvP] (about that knew girl
not then).

The two adverbs at the end should form two distinct
AdvPs, because “ekki” is a sentence adverb which
does not modify the temporal adverb “pd”.

Adverbs are also the source of some of the errors

made in then annotation of adjective phrases. Con-
sider the incorrect output:
[CP og CP] [VP toku VP] [NP [AP [AdvP fram
AdvP] eigin AP] dosir NP] (and took out own cans).
In this sentence part, the adverb “fram” is a particle
associated with the verb “toku” (take out), but not a
modifier of the adjective “eigin”.

A frequent noun phrase error made by the parser
is exemplified by the incorrect output [NP drin NP]
[AP gullnu AP] (years golden). Here, the correct
annotation is /NP drin [AP gullnu AP] NP], because
the adjective “gullnu” is a post-modifier of the noun
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drin”. IceParser makes this type of error, because
it does not include a pattern for noun-adjective word
order.

The Phrase_NPs transducer groups together a se-
quence of noun phrases agreeing in case. Consider
the incorrect output:

[AP sterkur AP] [VPb var VPb] [NPs [NP hann NP]
[CP og CP] [NP iprottamadur NP] NPs] [AP dgce-
tur AP] (strong was he and athlete fine).

Here, the parser groups the noun phrases /NP hann
NP] and [NP ipréttamadur NP] together, because
the phrases agree in case. The correct annotation,
howeyver, is:

[AP sterkur AP] [VPb var VPb] [NP hann NP] [CP
og CP] [NP iprottamadur [AP dgeetur AP] NP].

To give an example where IceParser annotates a
subject without a correct position indicator, consider
the output:

[VPb er VPb] [AdvP ekki AdvP] [VPi ad koma VPi]
{*SUBJ [NP matur NP] *SUBJ}? (is not to come
food?).

The correct annotation for the subject is {*SUBJ<
[NP matur NP] *SUBJ<}, because “matur” is the
subject of the verb “er” at the beginning of the sen-
tence. IceParser does include patterns to match the
order VP-AdvP-SUBJ, but, in this case, the infini-
tive verb phrase [VPi ad koma VPi] is positioned
in between the AdvP and the SUBIJ. The parser,
however, marks all stand-alone nominative NPs as
{*SUBJ ...*SUBJ}, and therefore the [NP matur
NP] phrase does receive subject marking, albeit in-
complete.

Finally, note that some of the errors in syntac-
tic function annotation are due to errors made in
the phrase structure annotation. For the incorrect
phrase structure output (discussed above) [CP og
CP] [VP toku VP] [NP [AP [AdvP fram AdvP] eigin
AP] dosir NP], the parser will produce the syntactic
function:

{*OBJ< [NP [AP [AdvP fram AdvP] eigin AP]
désir NP] *OBJ<].

This object is incorrect, because it includes the ad-
verb phrase [AdvP fram AdvP].

8 Conclusion

We have described and evaluated the incremental
finite-state parser IceParser, for parsing Icelandic



text. The parser comprises two modules: a phrase
structure module and a syntactic functions module.
Both modules consist of a sequence of transduc-
ers, which add syntactic information into the input
strings, according to our shallow syntactic annota-
tion scheme.

Evaluation shows that F-measure for phrases and
syntactic functions is 96.7% and 84.3%, respec-
tively. We have argued that these results are good,
because Icelandic has a relatively free word order,
which is difficult to account for in a parser. More-
over, of the various morphological features available
in the rich POS tags, the transducers only use the
case feature in their patterns.

In future work, we would like to improve individ-
ual components of our parser, and build a version
of it which utilises to a greater extent the morpho-
logical information available in the POS tags.
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and easy to learn by people with less computer

Abstract skills, thereby allowing researchers and studemts t
align and correct the corpus data by themselves.
We present a Swedish-Turkish parallel The corpus is part of the project “Supporting re-

corpus and the automatic annotation search environment for minor languages” aiming at
procedure with tools that we have been building various types of language resources for
using in order to build the corpus effi- Turkish, Hindi and Classic languages. The Swed-
ciently. The method presented here can ish-Turkish corpus serves as a pilot project for

be transferred directly to build other building corpora for other language pairs dissimila
parallel corpora. in language structure. Therefore, efforts are put o
developing a general method and using tools that

) can be applied to other language pairs easily.
1 Introduction The Swedish-Turkish parallel corpus is intended

- . to be used in teaching, research, and applications
Parallel corpora containing texts and their tr&nslguch as machine translation

tions have been a popular research area within
natural language processing during the last deca%g,

This is <;1ue to the fact that parallel corpora #QYV gegeribes the corpus data while Section 4 presents
useful in language research allowing empiricg

. X L . e method for building the corpus and the tools
studies, and various applications in natural Iarh-

| sed. In Section 5, we suggest some further im-
guage processing. In t.he past years, methods h ¥Gvements and lastly, in Section 6, we summarize
been developed to build parallel corpora by aut he

) ) paper.

matic means, and to re-use translational data from
such corpora for several applications, such as ma-
chine translation, multi-lingual lexicography, and
cross-lingual domain-specific terminology. 2 Paralld Corpora

In this paper, we describe a Swedish-Turkish
parallel corpus, and the method and tools used fArparallel corpus is usually defined as a collettio
building it. Our primary goal is to build a represe of original texts translated to another language
tative language resource for Swedish and Turkisthere the texts, paragraphs, sentences, and words
to be able to study the relations between these laare typically linked to each other.
guages. The components of the language resourc&ne of the most well-known and frequently used
are texts that are in translational relation toheagarallel corpora is Europarl (Koehn, 2002) which
other and are analyzed linguisticallyMore spe- is a collection of material including 11 European
cifically, our goal is to build a Swedish-Turkishlanguages taken from the proceedings of the Euro-
parallel corpus with contrastive studies in focus. pean Parliament. Another parallel corpus is the

We build the corpus automatically by using @RC-Acquis  Multilingual  Parallel  Corpus
basic language resource kit (BLARK) for the in{Steinberger et al., 2006). It is the largest axist
volved languages and appropriate tools for thearallel corpus of today concerning both its size
automatic alignment and correction of data. Wand the number of languages covered. The corpus
choose tools that are user-friendly, understandatgensists of above 20 languages and 8,000 docu-

The paper is organized as follows: Section 2
es an overview of parallel corpora; Section 3

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 136-143
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ments of legislative text, covering a variety of doare larger and contain 90,901 tokens in Swedish,
mains. Another often used resource is the Bibknd 85,171 tokens in Turkish.
translated to a large number of languages and col-The current material presented here serves as pi-
lected and annotated by Resnik et al. (1999). Theat linguistic data for the Swedish-Turkish parklle
OPUS corpus (Tiedemann and Nygaard, 2004) ¢®rpus. We intend to extend the material to other
another example of a freely available parallel lartexts, both technical and fiction, in the future.
guage resource.

There are, of course, many other parallel corpus Table 1.The corpus data divided into text cate-

resources that contain sentences and words alignedjories with number of tokens and types.

in two languages only. Such corpora often exist for

languages in Europe, for example the EnglishBocument #Token  #Type
Norwegian Parallel Corpus (Oksefjell, 1999) and;ion
the IJS-ELAN Slovene-English Parallel Corpus ,
(Erjavec, 2002). It is especially common to includ 1" White Castle - Swe 53232 7748
English as one of the two languages in the pair."e White Castle - Tur 36684 12472
Parallel corpora for languages other than Europe Sofie’s world - Swe 6488 1466
or that exclude English are rare. There is theeefo sofie's world - Tur 4800 2215
a need to develop Iar_wguage_ resources in gene yon-fiction
and parallel corpora in particular for other lan
guage pairs as well. Islam and Europe - Swe 55945 10977
Next, we describe the development of a Sweds!am and Europa - Tur 48893 14128
ish-Turkish parallel corpus. To our knowledge Info about Sweden - Swe 24107 4576
there is no similar or comparable resource such @&8o about Sweden - Tur 23660 7119
the corpus we present in this paper. Retirement - Swe 3417 818
Retirement - Tur 3664 1188
Dublin - Swe 392 169
3 CorpusContent Dublin - Tur 394 230
i L Pregnancy - Swe 949 409
The corpus consists of original texts and theup T 1042 567
translations from Turkish to Swedish and from oo~
Swedish to Turkish with the exception of one tey Psyehology - Swe S S
which is a translation to both languages. Psychology - Tur 281 220
We collected written texts to build a balance: Movement - Swe 543 300
corpus with respect to translational direction. Th&ovement - Tur 568 369
corpus contains both fiction and technical doct g,giq security - swe 5201 846
ments. The fiction part consists of one full nove, . security - Tur 6669 2025

“The White Castle” by Orhan Pamuk, and the first
chapter of “Sofie’s world” by Jostein Gaardner.
As for the non-fiction, a book “Islam and Europe’,

. CorpusAnnotation Procedure
by Ingmar Karlsson, a booklet “Information from

the Swedish Migration office” and a number offhe corpus material is processed automatically by
short information brochures for Turkish immi-using various tools making the annotation, align-
grants from Swedish governmental agencies apgent and manual correction easy and straightfor-
included. ward for users with less computer skills. This is
In Table 1, the corpus material is summarizethecessary, as our ambition is to allow researchers
In total, the corpus consists of approximatelgnd students of particular languages to enlarge the
150,000 tokens in Swedish and 126,000 tokens ¢orpus by automatically processing and correcting
Turkish. Divided into text types, the fiction paft the new data by themselves.
the corpus includes 59,720 tokens in Swedish, andThe following steps below give an overview of
41,484 tokens in Turkish. The technical documentae annotation procedure and the involved tools.
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_ _ o All tools included are freely available for re-
1. Preprocessing for cleaning up the original search purposes and are built in as components in

files, partly manually. the Uplug toolkit.

2. UplugConnector for markup, linguistic analy-
sis and alignment in a graphical interface to the | Source text | | Target text |
Uplug toalkit (Tiedemann, 2003). ﬂ

3. ISA (Tiedemann, 2006) for visualization of -
, . Formatting |
sentence alignment and manual correction. |
4. Visualization of the material with the linguistic ﬂ,
analysis without showing the structural markup | Linguistic analysis |
usingHpricot. ﬂ
5. ICA (Tiedemann, 2006) for visualization of :
the word alignment. Sentence alignment

]

Word alignment |

4.1 Preprocessing |

First, the original materials received from the pub

lishers in various formats are cleaned up. For ex-
ample, rtf, doc, and pdf documents are converted
to plain text files. In the case of the originalfpd

file, we scanned and proof-read the material and
where necessary, corrected it to ensure that tQ
plain text file is complete and correct.

| Aligned source and target text

Figure 1.Modules of Uplug

' The Uplug package consists of a number of perl
8ripts accessible by line commands with a large
. number of options and sometimes utilizing piping

"Setween commands. To facilitate easier access and

tlor_lal stan_dards by using UTF-8 (Umche). Thﬁsage of these scripts, a graphical user interface,
plain text files are then processed by \{arlousstoolU lugConnector, was developed in Java for the
The sentences of the formatted texts in the sour oject. Here tr’le user can in a simple fashion
ar_1d target Iangu_age are linguistically analyzed arg oose a spe’cific task to be performed and let the
aligned automatically, and the words are linked t raphical user interface (GUI) set up the proper

each other in the two languages. Next, the corp gquence of calls to Uplug and subsequently exe-

archltecturg and tools _used to build the corpus &ite them. The figure below illustrates the Uplug
presented in more detail. Connector interface

B
X

4.2 CorpusMarkup

pre-jfbasic pre/svjtagTnT align/sent

The clean plain text files are processed to marky™ .
the data, to annotate it with morpho-syntactic feg
tures, and to align the texts on the paragraph, s¢ =
tence and word level. For this purpose, we use tf|«
Uplug toolkit which is a collection of tools for
processing corpus data, created by Jorg Tiedemas =
(2003). Uplug was developed for word alignment
in parallel corpora and utilizes BLARKs where
possible. Uplug can be used for sentence splitting,

ot ; ; The user can optionally give the location of the
tokenization, tagging by using external taggers, X .
gging by g 99 rgurce and target files, decide where the output

and paragraph, sentence and word alignment. F i X

ure 1 gives an overview of the main modules in t ould be saved,_and specify the encodlng for the

corpus annotation procedure with Uplug. Input and output files. For the mar_kup, basic struc
tural markup, sentence segmentation, and tokeniza-
tion are available. In the toolkit, the user caspal

pre/markup 2 tools-| Jfces2dic
pre/sent to0ls-Bffreq2htm!

Figure 2.The Uplug Connector
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call for the sentence and word aligners and their2.2 Linguistic analysis
visualization tool.

Further, the Uplug Connector GUI has beefnce the sentences and tokens are identified, the
constructed to give the possibility to include salldata is analyzed linguistically. For the linguistic
to new scripts outside Uplug for complementargnnotation, external morphological analyzers and
analysis, when such needs arise. The user can g&/-of-speech taggers are used for the specific
ily access to another resource if the availablesontnguages.
do not fit his/her needs, for example an external The Swedish texts are annotated with the Tri-
tokenizer, sentence splitter, or tagger. grams’'n'Tags PoS tagger (Brants, 2000). The tag-

ger was trained on Swedish (Megyesi, 2002) using

the Stockholm-Umed Corpus (SUC, 1997). For the

4.21 Formatting labels, we use the PAROLE annotation scheme
i developed for Swedish (Ejerhed and Ridings,

Each part of the corpus is clearly marked and afggs) " The tokens are annotated with part-of-

notated. We use the international XML Corpugpeech and morphological features and are disam-
Encoding Standard (XCES) for the annotatiopjgyated according to the syntactic context with an
format. _ _ accuracy of approximately 96% (Megyesi, 2002).
The plain text files are processed by variousn example of the morphological annotation for

tools in the BLARKSs of the two languages. Thgne same sentence as previously is shown below.
sentence splitter is used to break the texts iame s

tences, and the texts are tokenized for both lan-<sid="s11.4">
guages. Since the default tokenizer in Uplug (to <w pos="DI@US@S" id="w11.4.1">Nagon</w>
our knowledge) does not handle character entities<w pos="AQPUSNIS" id="w11.4.2">annan</w>
and hyphens in Turkish words correctly, an alter- <w pos="NCUSN@IS" id="w11.4.3">titel</w>
native tokenizer was developed in the project, <W Pos="V@IISS" id="w11.4.4">fanns</w>
loosely based on the Penn Treebank tokenizer by<W POS="RGOS" id="w11.4.5">inte</w>
Robert Maclintyre (1995). :\//;>pos- FE" id="w11.4.6">.</w>

The sentences and words are then markesl as

and w respectively, and receive an identification The Turkish material is analyzed linguistically

number. An example taken from Orhan Pamuk'sy ysing anautomatic morphological analyzer

book “The White Castle” is shown below for theyeveloped for Turkish (Oflazer, 1994). Each token
sentence “Some other title did not exist” first iny the text is segmented and annotated with mor-
Swedish “Négon annan titel fanns inte.”, phological features including part-of-speech. The
morphological analyzer does not disambiguate the
tokens. Preliminary results show on part of the
Turkish material that 74% of the tokens were cor-
rectly and completely analyzed with morphological

<sid="s11.4">

<w id="w11.4.1">Nagon</w>
<w id="w11.4.2">annan</w>
<w id="w11.4.3">titel</w>

<W id="w11.4.4">fanns</w> features. The rest of the tokens are either ambigu-
<W id="w11.4.5">inte</w> ous, or are unknown, often foreign words.

<w id="w11.4.6">.</w> . . ..

</s> 4.2.3 Sentence alignment, visualization

and correction
then in Turkish “Baka bir balik yoktu.” :
Aligning the translated segments with source seg-

<s id="s10.5"> ments are essential for building parallel corpora.

<w id="w10.5.1">Baka</w> We use standard techniques for the establishment
<w id="w10.5.2">bir</w> of links between source and target language seg-
<w id="w10.5.3">balik</w> ments. Paragraphs and sentences are aligned by

<w id="w10.5.4">yoktu</w>
<w id="w10.5.5">.</w>
</s>

using the length-based approach developed by
Gale and Church (1993).
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The aligned sentences are stored in XML for- Once the sentences are aligned in the source and
mat, as shown in the example below.

target language, we send it for manual correction
to a student who speaks both languages. With the

<cesAlign toDoc="vt.xml" version="1.0"  from help of ISA, the manual correction is easy and fast
_ Doc='vs_tntxml> The results we present below are based on the
<linkGrp targType="s" toDoc="vt.xml from

Doc="vs_tnt.xml">
<link certainty="8" xtargets="s1.1;s1.1" id="SLO0/2"
<link certainty="111" xtargets="s2.1;s2.1" id="SR0>
<link  certainty="-1287"  xtargets="s3.1;s2.2
id="SL0.3"/>
<link certainty="340" xtargets="s3.2;s3.2" id="SU0/>
<link certainty="114" xtargets="s3.3;s3.3" id="Sb0/>

the novel “The White Castle” by Orhan Pamuk.

alignment is shown in column two in Table 2.

Table 2 Distribution ofmanualalignment for vari-
As the XML representation of the linking result ©Us link types and the result of the automatic sen-
is not user friendly even for people used to this €nce alignment.
kind of annotation, an interface for the visualiza-

tion of the alignment result is required. In adafiti | Linktype: |\ Automatic

since the automatic alignment generates some erSwedish- Nua:qléer

rors, we also need an interface for the manual cor-Turkish Number Correct (%)

rection of these. 10 9 0 0
As a tool for the correction of the sentence

alignment, we choose the system ISA (InteractiV(]-,\'1 144 126 110(87.9)

Sentence Alignment) developed by Tiedemanf2 3 3 3 (100)

(2006). ISA is a graphical interface for automati?-1 15 39 12 (33.0)

and manual sentence alignment which uses tlgel 7 0 0

alignment tools implemented in Uplug. It handlesrotal 178 168 125 (74.4)

the manual correction of the sentence alignment in

sentence alignment results for the first chapter of

The manually corrected alignment resulted in
s3.1"178 sentence pairs after merges and splits. The
distribution of the alignment types after the mdnua

a user-friendly, interactive fashion. Figure 3 show
ISA with the aligned sentences taken from Orhan The Up|ug automatic sentence a|ignment pro-
Pamuk’s book “The White Castle”.

ISA & ICA / Interactive Sentence Alignment / vitalsvtu

Help?

200]

previous page | 10 | 20 | 50 | 1
55 ¥ | <10 sent:

XCFS Alien ¥ lyour

@hot

st

next page >

= ¥ cognates

[mat]

(hange corpus ] ink. %] reset | save ]_lign

51545 Nir jag sade aft jag gjorde det, slapp jag dran och kunde dven
sidda en och annan av wina bocker

Anladganu s6yleyince hem kiirege verilmekten kurtuldum, hem
de

$19.6

$1551 Aven nigra av mina avundsjuka fie
att jag nte var likare , visad

wda bana yaralanm gosterdiler

irklere ki oluradsguny soyleyen baz kuskang dismanlanm

206 |

de in till Istanbul med pom

sterisi bir torenle girdik

ett bam, lir ha beskidat fir

Figure 3.ISA showing the aligned sentences from

“The White Castle”.
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duced 168 sentence pairs. The correctness of these
compared with the manual alignment is presented
in column three and four in Table 2. Our results
show that 74.4% of the sentences were correctly
aligned by the automatic aligner. All one-to-two
links and 87.3% of the one-to-one mappings are
correct. The lowest score are the two-to-one
alignments, where 33% are correctly aligned.

For displaying the corrected sentence output
from ISA after manual correction of the alignment
together with the linguistic analysis, a scriplizdi
ing the structural XML-parser Hpricot (2006) was
developed. It takes as input the tagged XML-files
for the language pair together with the XML file
containing the sentence alignment results produced
by ISA and generates an HTML-file which is dis-
playing the sentences aligned together with the
linguistic information for each word shown in pop-
up windows.



The Swedish-Turkish Parallel Corpus and Tools for its Creation

SL6 }i}mtﬁnkasigattenpersonsum 1" Alakamiz1 uyandiran bir kimseyi, cannot be explained by grammatical dlﬁerenqes
Horbryllar oss , har ilizade till et it bizce meghul ve meghulligi between the two languages. Rather, these might
att leva som dr okéint och som kéinns  derecesinde cazibeli bir hayatin i _
‘mera attraktivt for dess mystik , att tro unsurlarma kartgmg sanmak ve hayata| a_ppear as .a consequence O.f the prewously oceur
it vi kommer aft brja leva endast  ancek onun sevgisiyle ring errors in the sentence alignment.

‘genom dennes Kérlek -vad annat & det girebilecegimizi diigiinmek bir agk To visualize the word alignment result in a sim-

| i 0] i i ‘? I ii o = - - -
\,n birjan pé en stor passion 7 « Paglangmndan baska neyi ifade eChvamsaasgiprantion pI e way, a new script for HTML-visualization of

the word alignment result was included in the
Figure 4. Visualization of aligned sentence paird/PlugConnector. This takes as input the text file

with linguistic annotation shown in the pop-uﬁ""th word link information produced by Uplug, see
window. Figure 5, and shows the word-pair frequencies.

This visualization in fact serves as a bilinguaide

The visualization tool makes it easier for studenf®n created from the source and target language
and researchers to study the grammatical annoffta.

tion for the words and chosen structures for tran<-

lation than the structurally marked up version ¢ ™"

the corpus. B Svencha Turkiska
C s
. A A . 4 34 E B
4.24 Word alignment and visualization N —
B 18 Men Ama
As the next step, words and phrases are align® I = B

=1

14

using the clue alignment approach (Tiedeman.
2003), and the toolbox for statistical machine _ o i
translation GIZA++ (Och and Ney, 2003), also Figure 5.HTML-visualization of word alignment.
implemented in Uplug.

Results show that the word aligner aligned a; £ rther Developments
proximately 69% of the words correctly. For a
pilot evaluation of the results, we investigated thin the near future, we would like to extend the
error level on 7,077 word pairs in Swedish anfinguistic analysis with syntactic features for ot
Turkish sorted by decreasing frequency taken frofanguages, and apply a better morphological analy-
“The White Castle”. sis for Turkish sentences. Also, we plan to use

Of the incorrectly aligned pairs that appeared @itese annotations to improve the automatic word
least twice in the material, 61% of the errorssan alignment, and use an appropriate tool for visualiz
considered due to grammatical differences betwegiy the syntactic annotation. In this way, we aasil
the two languages. Often, Swedish has an expregmn build a parallel treebank. Finally, manual cor-

sion of several tokens while Turkish expresses thections of all materials in the corpus are carried
same in one token. For example, the aligner oftent.

fails to attach the preposition (till, ‘to’) in presi-

tional phrases in Swedish (till sultanen, ‘to the

sultan’) to the single Turkish word (padha). The 6 Conclusions

aligner also fails to attach the subordinate corjun

tion (som, ‘that’) and the'8person pronoun (han, We presented a Swedish-Turkish parallel corpus -

‘he’) in the Swedish utterance (som han ville, ttha? less processed language pair - containing ap-

which he wanted’) to the Turkish segment exproximately 150,000 tokens in Swedish, and

pressed as one single word, the verb (igteii 126,000 tokens in Turkish. The corpus is automati-

‘that what he wanted’) since Turkish is a pro-drogally created by re-using and adjusting existing

language and can leave out the pronominal sub]é@pls for the automatic alignment and its visualiza

and the relative clause is constructed as variotign, and basic language resource kits for the-auto

participial forms with verbal suffixes. matic annotation of the involved languages. The
The remaining errors, which constitute apCorpus is already in use in language teaching, pri-

proximately 39% of the wrongly aligned materialmarily in Turkish.
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Abstract

This paper describes a new method for
compensating bandwidth mismatch for
automatic speech recognition using multi-
variate linear combinations of feature vec-
tor components. It is shown that
multivariate compensation is superior to
methods based on linear compensations of
individual features. Performance is evalu-
ated on a real microphone-telephone
mismatch condition (this involves noise
compensation and bandwidth extension of
real data), as well as on several artificial
bandwidth limitations. Speech recognition
accuracy using this approach is similar to
that of acoustic model compensation
methods for small to moderate mis-
matches, and allows keeping active a sin-
gle acoustic model set for multiple
bandwidth limitations.

Javier Garrido
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are typically trained on full-bandwidth data (for
speech recognition systems this is normally O-
8kHz). However, in real implementations part of
the spectrum of input data could be missing; for
example, this situation could be created by a chan-
nel distortion or sampling frequency below 16kHz.

Clearly, a simple solution to this problem is re-
training new models for the specific type of chan-
nel. However, it may well be the case that not
enough training data is available from the new
environment. Also, when a wide range of possible
band-limitations exists for a particular applicatio
training of acoustic models for each of them is not
appropriate.

Our approach is to compensate band-limited
feature vectors to generate pseudo-full-bandwidth
features that can be passed to a speech recognizer
trained on full-bandwidth speech. The advantages
are twofold: first, it is easy to train and reqgsire
only small amounts of data. Second, the recog-
nizer module keeps a single acoustic recognizer
active at all times, a desirable situation for dmal
devices where memory limitation and energy con-
sumption are relevant.

1 Introduction

Feature compensation has been used in the past,
especially for speech affected by noise (Moreno,
9996; Droppo et al., 2001). In other cases, com-
ensation is introduced in the decoder module
Beng et al., 2005).

For the case of bandwidth mismatch feature

Noise robustness is a major issue in current r
search on Automatic Speech Recognition (ASR
Systems trained and tested under laboratory con
tions reach high accuracy rates. However, whe

dltlons accuracy Is severely affected. : of univariate linear and polynomial correction
This work studies the problem of mismatch be(Seltzer et al., 2005; Morales et al., 2005). These

tween tr%inindg ‘zr:g teSst in Lerms of ".’}[Ya”abletfre'studies proposed compensation directly in the do-
quency bandwidtn. opeech recognition SySIeMgain of Mel Frequency Cepstrum Coefficients

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 144-151
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Undistorted

input: s(n) > | Parameterizer| —> [x(t)] = | Decoder|—| Transcription

Ban_dV\_/ith s( n)
restrictior:

I Parameterizer|—> y(t) —>| Decoderl—»l Transcription

1 Mismatched
C?hanrjel —[s'(n) «— Distortion
Distortion

Compensated |s(n) I Parameterizerl—» y(t) I Decoder|—>| Transcription
bandwidth I 1
restriction: L Channel ,
Distortion| s'(n) MFCC | — Ix(t)
compensatioh

Figure 1. Modification of a basic speech recognizer systemMFCC feature compensation. The ideal
working environment is noted as “Undistorted inpufowever, in many cases, some kind of distortion,
affects the input signal, producing a mismatch keetwthe characteristics of speech and the acoustie

els of the decoder (in our case a bandwidth réistnc In this study mismatch is reduced by intrcidg an
MFCC compensation module between the parametenmbdecoder modules.

(MFCCQC), the parameterization of choice for mosbr in airplanes (Abut et al., 2005; Denenberg gt al
speech recognizers. Thus, the compensator moddl@93). In these cases using multiple acoustic
may be easily inserted between the parameterizerodel sets for the different conditions could be
and recognizer modules of already working ASReostly and complicated. On the contrary, feature
engines (Figure 1). compensation generalizes seamlessly to such ag-
In this work we propose the use of multivariategressive environments; for example, it has been
linear correction for bandwidth compensationshown that multiple band-limitations may be
Each individual MFCC is compensated using automatically classified and successfully compen-
linear combination of a selection of other coeffi-sated using a single compensation system, and
cients in the same frame. The previously referalso that data from a sufficient number of envi-
enced univariate compensation algorithmsonments allows for compensation of unseen dis-
corrected each MFCC coefficient independentlyortions (Morales et al., 2007). These properties
based on the assumption that MFCCs are highbre related to the method employed for partition-
uncorrelated. However, as we show in Section 3ng the limited-bandwidth MFCC space (Section
this assumption is less valid when data is bandt) and are independent of whether univariate or
limited. Experiments show that by discarding thisnultivariate compensations are applied. Thus, they
assumption, better compensation and ASR pehold true for multivariate compensation.
formance may be achieved. The rest of the paper is organized as follows:
Band-restricted speech can be found in historiSection 2 introduces MFCC compensation and
cal spoken document retrieval (Hansen et alSection 3 discusses on the need of multivariate
2004). In broadcast news’ transcription it may alse@ompensation for band-limited speech. Section 4
occur that the channel conditions change abruptlgescribes practical issues and Section 5 presents
and rapidly, for example when the studio presenterxperimental results. In Section 6 conclusions are
talks to an anchor in a foreign country. Other sasgresented.
where multiple band-limiting distortions may be
found are on-board systems, such as those in cars,
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wherei is the order of the MFCC coefficiert;
is elementi of vectorb* and B* the diagonal ele-

ment (i ,i) in matrix B¥.

As will be shown in the following section, the
diagonal simplification in (3) that is acceptable o
full-bandwidth speech corrupted by noise could be
harmful when it is applied to band-limited speech.

-1 T

0 2000 4000 60008000 3 On MFCC Uncorrelation and Band-
Frequency (Hz) limiting Distortions

Figure 2. Cepstral transforms of orders 1 and 3 for
full-bandwidth (top) and limited-bandwidth speech MFCC features are generally assumed uncorre-
(bottom; 300-3400Hz band-pass filter). Band-lated. In fact, this is one of the key points floeit

limited transforms are no longer orthogonal. extended use in ASR systems — they allow using
diagonal covariance matrices in Gaussian mixture
2 MFCC Compensation models without significant performance loss. In

the past, this assumption led to the use of didgona
Previous works have studied in detail the effect @ompensation matrices for MFCC feature com-
band-limiting distortions on the MFCCs (Huang epensation. However, we recently observed that
al., 2001; Morales et al., 2005). Here, we presemMFCC features coming from band-limited speech

their main conclusions. showed a higher degree of correlation than those
The band-limited MFCC space may be modelec¢oming from full-bandwidth speech.

as a mixture ok Gaussian classes: In order to compare the degree of correlation
K .

B K ook between MFCC parameters we defined the follow-

p(y)= kZ:;N (vin',z")-P(K), (1) ing measure of non-diagonality for the covariance

where y is the band-limited feature vector andMatrix:

N(0;p*,2") is the Gaussian distribution with oM COs MECCs

mean vector® and covariance matrix® associ- Nnonbiag = Z Z S
ated to classk . The full-bandwidth space is mod- ' b

eled similarly and assuming that both spaces arg 2{1 if \/cov(i i)-coj .j)<z- coyi j)
jointly Gaussian for each class, the expectation ™" |0 otherwise '
of the full-bandwidth vectox is:

(4)
%(y.k) = E{x|y,k} =y + =5, (2 )71(y—u';) = (2) Using r=5 we obtained a nonDiagonality of 51

=B*y + b ' for full-bandwidth features, 108 for their corre-

) ) _ ~ sponding 4kHz low-pass filtered features and 110
where B® and b" are the compensation matrix for a band-pass filter 300-3400Hz (similar results
and offset vector for clask, and sub-indexes  are found with other values of). This shows that
and y indicate full-bandwidth or limited band- fiitered MFCCs are more correlated than full-
width speech, respectively. Generally, the imporbandwidth MFCCs. Thus, the general assumption
tance of non-diagonal terms was assumedf uncorrelation seems less valid for band-limited
negligible andB* was diagonalized (Droppo et MFCCs and the use of a non-diagonal compensa-
al., 2001; Morales et al., 2005). Thus, an expredion matrix is justified.

sion for individual full-bandwidth MFCC coeffi- ~ From (2) we can establish the relationship be-
cients may be simplified from (2) as: tween the covariance matrices of band-limited and
full-bandwidth MFCCs as:

X~ % (k) =B -y, +b,
=l =B*.x.(B"). (5)
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TRAINING OF CLASSES AND CORRECTOR FUNCTIONS
— — Full-bandwidth
Training Limited- Datz
bandwidtt Date 1
l ( Gaussian ) l ( Corrector
¢ Funct 1
Clas:1 2. Assign distorted data
1. Top-down to classes. Use stereg
partitioning of MFCC | _ < | Gaussiar| } —» data and linear | —p { [ Corrector
space |n_mult|var|ate Clas: 2 regression to compute Funct. :
Gaussian classes Py corrector functions °
) )
\ o ) \ °
DATA CORRECTION
Test Limited- 1. Use MMSE to 2. Apply the Pseudo Full
bandwidth | =—» | identify partitioning| =—» corresponding | =—» | bandwidth
Data classes corrector functions Data

Figure 3. Schematic representations of the proposed architesfor training of classes and corrector func-
tions and for compensation of band-limited MFCCgeaerate pseudo-full bandwidth MFCCs.

Assuming that the covariance matrix of full-the computational cost of non-diagonal compensa-

bandwidth MFCCs,=¥, is diagonal and that of tion matrices may be assumed if, as will be shown
o * C _ later, significant performance gains may be
band-limited featuresX, , is non-diagonal, then achieved.

the compensation matrixB* needs to be non-
diagonal, in order to satisfy (5).

The approximately uncorrelated nature Ofrhe proposed framework is shown in Figure 3.
MFCCs has been empirically observed on Speeci4ining consists of two steps. First, the pantitio
data and is associated with the fact that the Digng classes from each environment are created and
crete Cosine Transform (DCT) on filterbank energecqnq a corrector function is computed for each
gies and Principal Component Analysis (PCA) 0555 and MFCC feature. When a system needs to
the co_rrelation matrix generate very similar transpq deployed in an environment where different
formations (Pols, 1977). However, as seen in Figyhes of handwidth limitations may exist, classes
ure 2, using the DCT on band-limited frames i$nq corrector functions are created independently
effectively a different transformation of that overy, aach of the existing conditions. Classes trine
full-bandwidth speech. The vectors in the basis ar&ii, data from the different distortions will be
no longer orthogonal (on the contrary DCT Omnyp|e g jdentify the type of distortion of incoming
full-bandwidth data as well as PCA are orthogonali;ia and will then apply the appropriate compen-
transforms) and empirical evidence suggests thakion functions. Also, if the need to create @ass
this could increase correlation of band-limite or new distortions arises, these can be added to

MFCCs compared to full-bandwidth featuresy,q existing framework without any further modi-
(though more experiments should be done for befi.ation (Morales et al., 2007).

ter comprehension of this phenomenon).
Because our compensation framework does not
require matrix inversions or expensive calculations

4 Classand Corrector Function Training
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Polynomial fit order 3. MFCC C2. Reoot Mean Squared Error. MFCC C2
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Figure 4. Mapping of lowpass filter 4kHz data Figure 5. Root Mean Squared Error (RMSE) for
full-bandwidth for MFCC parameter C2 in a pamtic multivariate fit of full-bandwidth MFCC C2 in a par

lar classk . The plot also shows a third order ypol ticular classk of the limited bandwidth space (for a

nomial fit. low-pass filter, cut-off frequency 4kHz). RMSE im-
proves as more coefficients are included in the fit
4.1 ClassCreation Ticks in the x-axis show the best coefficient tal ad

in each step (C2, C1, etc. indicate static MFCG-coe
For each target distorting environment a differe ficients of orders 2, 1, etc., respectively).
set of Gaussian classes is generated using a -
down approach: an initial multivariate Gaussiarwhere K is the total number of classes. For uni-
distribution with mean and diagonal covariancevariate polynomial correction, each MFCC value
computed from all the training data is divided intain the band-limited space is mapped to its equiva-
two classes. Data are then re-assigned to eithlent in the full-bandwidth space. In Figure 4 each
class and their mean vector and covariance matrpoint represents the value of a given MFCC in the
are re-estimated. The process is repeated introduzand-limited space (x-axis) and full-bandwidth
ing new classes in successive iterations until thgpace (y-axis). Then, for each corrector class the

number of final mixtures is reached. Correspondin@k and bk are Computed using lin-
ear regression (the green curve in Figure 4). For
multivariate linear correction a similar approash i

Separate correction matrices and offset vectors af@/owed identifying feature vectors from stereo
trained for each compensation class defined in t{g¢mes in  the full-bandwidth and limited-

restricted-bandwidth space as explained in Sectidindwidth spaces and employing multivariate lin-
4.1. In our experiments we use stereo data to corf@l regression. Multivariate linear regression fol-
pute the coefficients in the corrector functiond®WS an incremental form, starting from a simple

(here stereo data refers to speech recorded sim@ffSet and adding successively the coefficient for
taneously under the full-bandwidth and limited/Nich @ higher decrease of Mean Squared Error

bandwidth environments. Alternatively, when a(MSE) is achieved until no significant decrease is

good characterization of the distortion is avaiabl found. In this way, it is possible to determine the
it is possible to generate pseudo-distorted data). ideal number of MFCC coefficients to use for the

Band-limited speech frames from the trainin ompensation of a particular component. In figure

set are assigned to one of the corrector classgs"e Show explicitly the evolution of the Root
previously defined based on a maximum likeli-Vi€an Squared Error (RMSE) after inclusion of
hood criterion: each individual coefficient in the regression. The

~ C target coefficient is full-bandwidth MFCC C2 and
k(t)= mkaX(N (ve;n“ Z¥)-P(k)), 1<k<K.(6) not surprisingly the first coefficient insertediis-
ited-bandwidth MFCC C2. Going from a simple

4.2 Corrector Function Training
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offset to compensation with a single coefficiel [MahaanobisDis. 1 Univar 1 Multivar 1 Multivar

reduces RMSE from 6.28 to 3.58. This is equiv (x102) static_| dynamic static

lent to univariate linear compensation. Howeve | StaticMFCCs | 0.7848 0.7091 0.7091
the inclusion of the next 6 coefficients (C1, C AMFCCs 0.8180 0.7193 0.7234
C6, C11 and C4) further reduces RMSE to 3.1 AAT'V'ﬁCS %i%‘iz 3-176?;393 201-;;326
which seems to indicate that significant benef ASR accUracy 697 o323 a6

may be obtained by applying multivariate compe
sation. On the contrary inclusion of additional ¢
efficients offers very little improvement, whict
indicates that in this case, compensation may
truncated after the best 7 coefficients. : . - .
Data compensation uses an MMSE version (%lflres (Multivar static). Not surprisingly, the dis-

S A ance is smaller usingMultivar namic
(2) for multivariate and (3) for univariate compen- . 9 dy .
sation compensation, because feature compensation

minimizes MSE between the actual full-bandwidth
5 Resultsand Discussion data and pseudo-full-bandwidth data. However,

from the point of view of speech recognition accu-
Experiments are based on two measures: first, dfcy we have observed that dynamic features com-
rect reconstruction quality is assessed by compuauted by regression of static featuréduitivar
ing the average Mahalanobis distance between ré&tatic) is better. Thus, it seems that even if the ac-
full-bandwidth data and estimated pseudo-fulltual MSE is minimized using feature compensation
bandwidth data (generated by compensation & dynamic features, this may cause incongruence
limited-bandwidth data); second, ASR accuracy igetween static and dynamic features producing a
evaluated using full-bandwidth acoustic models di®ss in accuracy (for example, in the case of low-

Table 1. Mahalanobis distance between real full-
bandwidth data and reconstructed data from low-
pass filtered data with cut-off frequency 4kHz.

pseudo-full-bandwidth data. pass filter with cut-off frequency 4kHz, regression
obtains a relative 0.76% accuracy gain compared
5.1 Measuring Reconstruction Quality to dynamic feature compensation).

The quality of feature compensation may be di5.2 Measuring Speech Recognition

rectly measured in terms of a distance metric be-

tween the real full-bandwidth vectors and theiSpeech recognition of reconstructed speech is

corresponding reconstructed vectors. The ultimatevaluated using a phonetic recognition engine

goal being ASR performance, perfect reconstrud?@ased on 51 Hidden Markov Models (HMM) and a

tion of feature vectors may be unnecessary as lofione bigram. The front-end uses pre-emphasis

as speech recognition decoding performs satisfafiltering (0=0.97) and 25ms Hamming windows

torily. However, a direct measure is useful becaus#ith a 10ms window shift. Thirteen MFCC coeffi-

it is fast and independent of external elementsients including CO and their respective first and

such as grammar, phoneme list or other tunabrgecond order derivatives (39 total features) are

parameters. computed from a filter-bank of 26 Mel-scaled fil-
The quality measure used in this work is the agers distributed in the region 0-8 kHz. HMM mod-

erage Mahalanobis distance. Table 1 shows a cofis are trained using TIMIT (Fisher et al., 1986).

parison between univariate linear compensatidror training we use all 4680 files in the training

(Univar) and multivariate linear Compensatiorpal’tition and evaluation is made on all the 1620

(Multivar). As can be seen, multivariate lineafiles in the test partition.

compensation offers better performance for each ) .

group of MFCC parameters (this holds for eacfromparison of Different Approaches

individual parameter, though a full table is nag-pr In this section different approaches are considered

sented here for lack of space). We also COMPH&G the problem of band-limited input speech. Ta-

reconstruct_ion of d_ynamic parameters using f.eatuﬁ(fe 2 shows results for artificial filters applied
compensationMultivar dynamic) or computation TIMIT: Low-Pass 6kHz, Low-Pass 4kHz and

W't.h th? typical def'mt'on of dynamic feature$.|. Band-Pass 300-3400Hz, the last one simulating a
using linear regression on reconstructed static fea
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: Percent | Percent
Test Set Correction Correct | Accuracy 60
Full-Band None 75.40 71.18 gzl
None 64.32 58.30
Matched 75.45 71.03
Loé"k'HPZaSS Model Adapt 7497 | 70.35 Z &7
Univariate-32 74.88 70.65 = g5l
Multivariate-32 75.22 70.95 & :
None 55.93 | 44.67 Ees polyft
Low- Pass Matched 74.73 69.33 2 —&— muttivar
4kHz Model Adapt 73.30 68.38 B4} — #— - mllr .
Univariate-32 72.41 66.97 — O - millr+map
Multivariate-32 73.16 68.46 63 1
None 41.13 32.67
Band- Pas§ ___ Matched 71.86 65.73 62— — e
300-3400 | Model Adapt 70.04 64.25 10 10 10
Hz Univariate-32 65.63 58.46 Training time (zeconds)
Multivariate-32 69.29 63.44 Figure 6. Accuracy for different feature compensa-
MN?f;]ed Cé%-i% %11%36 tion and model-based approaches for 8kHz-4kHz
ac e . . . . . - -
N Model Adapt £6.86 =195 mismatch vs. available training data (in seconds).
phone data Ur!lvarlate-32 56.03 49.14 . _ _ .
Univariate-256 60.32 53.38 were multivariate compensation is only 2.4% ab-
Multivariate-32 | 62.53 56.78 solute worse than with model adaptation.
Muliivariate-256 | _64.67 | _ 58.79 An important consideration is the number of

Table 2. Band-limited speech recognition results.
In Univariate and Multivariate the number that
follows indicates the amount of classes employed
for band-limited space partitioning.

corrector classes to be used. Previous experiments
showed how compensation performance saturates
for alarge number of classes. Dealing with artifi-
cial filters, saturation appears for a number of
erf;lasses around 25 (in our experiments, only 32

noise-free telephone channel. In addition, p I 4. on th : for th
formance on real telephone data is given: th&'aSSEes were use )- On the contrary, for the more

whole TIMIT database was passed through theomplicated situation of real telephone data, where
telephone line in a single call. This is similar tol'©/S€ IS also present, a larger number of classes

NTIMIT (Jankowski et al., 1990), but in our Cas'eproduced a very substantial improvement (compare

all data is distorted by the same channel; a desi'i"-aSUItS for 32 and 256 classes for this case).
able condition in stereo-data compensation.
For comparison, results are given in the firs

row for the case of full-bandwidth training andttes|n real applications it could be difficult to procki
data, setting the upper limit performance. Recogsufficient amounts of training material for feature
nition with full-bandwidth models and reStriCted-Compensation or model adaptation. Figure 6 shows
bandwidth test data incurs in a significant accuperformance relative to the amount of training data
racy loss even for small distortions like a 6kHzayajlable.MLLR denotes global MLLR adaptation
low-pass filter (accuracy goes from 71.18% tgollowed by 32-class MLLR adaptation.
58.30%, a relative 45% error increase; see Tablg| | R+ MAP uses MAP adaptation on previously
2). Thus, some compensation (either on the featuf@ | R-adapted models (this is also used for model
or the model side) needs to be applied. adaptation in Table 2). When the amount of train-
The new multivariate linear correction approachng material is very limited, model adaptation out-
clearly and significantly outperforms polynomial performs multivariate compensation, showing the
correction showing the convenience of a noneffectiveness of global MLLR (the first stage ap-
diagonal matrix for feature compensation (i.eplied in model adaptation). However, the learning
multivariate compensation). Also, the performanc@jope in multivariate feature compensation is
achieved is similar to that of model compensatiogteeper and from ~50 seconds of training material,
approaches, even for the real telephone distortiomultivariate linear correction obtains better réesul

{_imited Amountsof Training Data
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than model adaptation methods, remaining so f®efer ences

as much as ~40 minutes of speech. Thus, it seem

that at least for this particular case of filteritig- Djj 'Af‘gf b i\|]1'-|\-|/érL1i <|:-|| : ns;nr; a':TdDE'l eTag?ggn(fdslgl'u?OOS'

tortions and limited data, feature compensatio\;gerlspringer_Ve”ag_

could be a better approach than model adaptation. | penenberg, H. Gish, M. Meteer, T. Miller, J.R.
) Rohlicek, W. Sadkin and M. Siu. 1993. Gisting canve

6 Conclusions sational speech in real timBroceedings |CASSP, 2:

131-134.
A new feature compensation framework based on | peng, J. Droppo and A. Acero. 2005. Dynamic

multivariate linear correction was presented. Feaompensation of HMM variances using the feature en-
ture compensation for robust ASR under multipldhancement uncertainty computed from a parametric
distorting environments is desirable because it afodel of speech distortiolEEE Speech and Audio
lows using a single acoustic model set independeRtocessing, 13(3):412-421.

of the number of distorting environments, and J: Droppo, L. Deng and A. Acero. 2001. Evaluation

keeps memory load and computation requiremen the SPLICE algorithm on the Aurora2 database.
low P y P q roceedings EuroSpeech, 217-220.

W. M. Fisher, R. Doddington and K. M. Goudie-

.A.SR accuracy with the proposgd algorithm 'SMarshall. 1986. The DARPA Speech Recognition Re-
similar to that of model-compensation approach€$.,rch Database: Specifications and Sta®usceed-

if large amounts of training material are availablejngs DARPA Workshop on Speech Recognition, 93-99.
In addition, when the amount of training data is J. H. L. Hansen, R. Huang, P. Mangalath, B. Zhou,
small, multivariate linear correction shows betteM. Seadle, M. and J. Deller. 2004. SPEECHFIND:
accuracy than all the other approaches considerezpoken document retrieval for a national galleryhef
Experiments on real telephone data where alsgpoken wordNORSIG, 1-4.
conducted showing very promising results (only X- Huang, A. Acero and H. W. Hon. 2003poken
~2% absolute loss compared to model adaptationb'?mg“a\?aenpkrg\fv”% Plie{;)t/';ﬁs';'v"’::ﬁy S Basson and J
. The new approach clearly _outpe_rforms our plreépitz. 1990. NTiMIT: A Phoneticaliy Balanced, Con-

vious pol-ynomlal compe_nsanon.wnh very Sma”tinuous Speech, Telephone Bandwidth Speech Data-
increase in computation time. This shows the greglhse proceedings of ICASSP, 1:109-112 .
advantage of a full compensation matrix over a N. Morales, D. T. Toledano, J. H. L. Hansen, J. Co-
diagonal one for the case of band-limited data anes and J. Garrido. 2005. Statistical class-basE€®
is in agreement with the practical observations ienhancement of filtered and band-limited speech for
Sections 3 and 4.2. robust ASR Proceedings EuroSpeech, 2629-2632.
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Abstract

The question of grammar coverage in a
treebank is addressed from the perspec-
tive of language description, not corpus
description. We argue that a treebanking
methodology based on parsing a corpus
does not necessarily imply worse cover-
age than grammar induction based on a
manually annotated corpus.

1 Introduction

The need for treebanks as an empirical basis for re-
search on the grammar of a language is well estab-
lished. While it is often stated that treebanks are
useful for linguistic research as well as for language
technology (Nivre et al., 2005), linguistic research
with treebanks seems underrepresented in the litera-
ture (Nivre, 2005). Despite extensive research on the
relation between treebanks and grammars, we think
that theoretical issues in the relation between tree-
bank annotation and grammar coverage have been
underexposed.

Automatic grammar induction from manually an-
notated treebanks has been explored for over a
decade (Krotov et al., 1994; Charniak, 1996; Burke
et al., 2004; Cahill et al., 2004). Often, the quality
of these grammars is discussed mainly as the per-
centage of coverage of the corpus by the grammar.
There are, however, two obvious problems for in-
ducing grammars from treebanks: one is the exis-
tence of annotation errors in the treebank (Dickin-
son and Meurers, 2005), and the other is the large

Koenraad de Smedt
University of Bergen and Unifob
desmedt@uib.no

number of rules that are obtained. For the Wall
Street Journal part of the Penn Treebank “approx-
imately 17,500 rules are required to analyze just un-
der 50,000 sentences — or about one distinct rule
for every three sentences” (Gaizauskas, 1995). Ac-
cording to Gaizauskas, one “possible explanation for
the large number of rules is that in contexts where
the annotators were unsure of the syntactic structure
they created long rules that avoided issues of the in-
ternal structure of constituents.” Such rules have lit-
tle empirical content. Even if the number of rules
can be dramatically decreased by means of com-
paction (Dickinson, 2006), the question remains to
what extent an induced grammar captures linguis-
tic generalizations about the language or rather de-
scribes a particular annotation in a particular corpus.

Grammar induction approaches evaluate the ac-
curacy of the grammar by “measuring the degree to
which parser output replicates the analyses assigned
to sentences in a manually annotated test corpus”
(Carroll et al., 2003), which is thereby treated as a
gold standard. Even if some annotation errors can
be detected and corrected (Dickinson and Meurers,
2005; Dickinson, 2006), any natural corpus will un-
doubtedly also include typos and other errors. From
the viewpoint of theoretical linguistics, it is unde-
sirable to end up with a grammar that overgenerates
(Charniak, 1996) while not capturing the necessary
linguistic generalizations.

The problematic status of automatically induced
grammars shows that despite the apparent advan-
tage of automatic acquisition, a theoretically moti-
vated handwritten grammar should not be dismissed
as a valuable starting point in treebank construction.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 152-159



Parsebanking (a term we heard first from Ron Ka-
plan) is an approach to treebanking by parsing a
corpus with a wide coverage grammar which has
been advocated and practiced in recent years. In
this paradigm, the question of coverage in the re-
lation between the grammar and the treebank must
be explicitly addressed. Treebanks as parsed cor-
pora can be used to evaluate the performance of a
parser or track its performance over different ver-
sions (Van der Beek et al., 2002; Oepen et al.,
2004b).

In the context of the TREPIL project, we are de-
veloping a tool called LFG PARSEBANKER for in-
cremental and interactive parsebanking (Rosén et
al., 2005b; Rosén et al., 2005a; Rosén et al., 2006)
which is compatible with any LFG grammar (Bres-
nan, 2001) implemented in XLE (Maxwell and Ka-
plan, 1993). We are therefore not committed to any
particular grammar, although we are committed to
the LFG formalism. In our approach, manual anno-
tation is still necessary if the correct analysis has to
be chosen among a number of possibilities. Much of
our current research effort is in fact aimed at maxi-
mizing the efficiency of the disambiguation process.

Not every item that is passed to the parser as a
‘sentence’ can be expected to obtain an analysis (let
alone a correct analysis). There may however be
several reasons for this. In the following we will
examine various coverage issues. It is useful to
distinguish clearly between different types of non-
coverage. In the first place we draw a distinction
between input that one may not expect the gram-
mar to cover and input that one would expect it to
cover. The former is treated under sections 2 and
3. Input that ideally should be covered is discussed
in sections 4 and 5. The examples given here will
be mainly from the Norwegian grammar NorGram
(Butt et al., 2002) but the points made are of a more
general nature.

2 Non-syntactic input

Not everything in a corpus that typographically
looks like a sentence (starts with an uppercase letter,
ends with a period) is necessarily actually a sentence
in the grammatical sense. Especially in corpus ma-
terial such as newspaper text, many text chunks will
be headlines, headers, lists, etc.

Theoretically Motivated Treebank Coverage

The PARC 700 Dependency Bank (King et al.,
2003) contains dependency structures for 700 sen-
tences randomly extracted from section 23 of the
UPenn Wall Street Journal treebank (Marcus et al.,
1994). The sentences were parsed with PARC’s
LFG grammar for English and the f-structures were
converted into dependency structures. Many of the
sentences received more than one parse, and exam-
ple (1) is cited as an example of a sentence for which
“the best parse was far from the desired parse” (King
et al., 2003).

(1) 813/16% to 8 11/16% one month; 8 13/16%
to 8 11/16% two months; 8 13/16% to 8
11/16% three months; 8 3/4% to 8 5/8% four
months; 8 11/16% to 8 9/16% five months; 8
5/8% to 8 1/2% six months.

It is not surprising that the grammar did not pro-
duce the desired parse for this item, since it doesn’t
have the structure of an English sentence. An al-
ternative view would be to consider this a non-
sentential item of some sort. It is in fact far from
clear how it should be analyzed, if at all. It seems to
be a list of some sort, and the readers of the Wall
Street Journal may know how to process it. But
grammatical analysis is not obviously appropriate
for sundry lists. Although the Wall Street Journal
may have a standard way of listing this information,
it is clear that this is not a part of the grammar of
the English language. We argue that items that have
no true syntactic structure should not be annotated
as such (but see the possibility of fragment parsing
discussed below).

3 Performance phenomena

Performance errors are particularly salient in spoken
language corpora, but they are also a feature of writ-
ten language corpora which cannot be ignored. We
will examine these in turn.

3.1 Spoken language corpora

The syntactic annotation of spoken language cor-
pora is complicated by the fact that spoken lan-
guage is characterized by numerous dysfluencies:
false starts, repetitions, repairs, etc. There is no
widespread consensus on how dysfluencies should
be handled with respect to syntactic annotation.
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Johannessen and Jgrgensen (2006) discuss differ-
ent strategies that various researchers have taken to
the syntactic annotation of spoken language, rang-
ing from ignoring any performance features in spo-
ken language to including all of them, for instance
speech repairs, in the annotation. The example in
(2) from Sampson (2003), here in labeled bracket
notation, illustrates the latter strategy.

(2) and that [ Nomct [N p any bonus [ geici he] #
anything [ reic1 he gets obj [ pp over that]]] is

[np a bonus]]

Sampson discusses the difficulties involved in in-
dicating “what is going on in a ‘speech repair’”. In
this case, he says that “a speaker embarks on a rela-
tive clause modifying any bonus and then decides in-
stead to use anything as the head of the phrase and to
make bonus the predicate”. He uses the crosshatch
symbol to indicate the point at which there is an
interruption. He states that “we need rules for de-
ciding how to fit that symbol, and the words before
and after it, into a coherent structurel...]” and sub-
sequently asks the question “Where in the tree do we
attach the interruption symbol?”” He doesn’t go into
detail on how such questions are answered, but says:
“[This analysis] is based on explicit decisions about
these and related questions, and the variety of speech
management phenomena found in real-life sponta-
neous speech is such that these guidelines have had
to grow quite complex; but only by virtue of them
can thousands of individual speech repairs be anno-
tated in a predictable, consistent fashion.”

A consistent method of annotating speech repairs
is certainly a good thing if one is interested in study-
ing speech repairs. At the same time, it is not nec-
essarily a good choice to mix this annotation with
the annotation of syntactic structure. A phrase struc-
ture tree is normally used to indicate the constituent
structure of a phrase or sentence, but the noun phrase
indicated in this tree is not a recognizable pattern
for a well-formed noun phrase. A better approach
would be to let the dysfluency annotation and the
syntactic annotation be done on separate levels.

In our approach to syntactic annotation of spo-
ken language, only parts of utterances that have clear
constituent structure will be annotated syntactically.
For the example in (2), this would be the noun phrase
any bonus and the clause anything he gets over that
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is a bonus. The rest of the utterance could of course
be part of speech tagged, but a syntactic analysis in
addition to tagging does not seem warranted when
the syntactic structure is unclear.

Even though the problem of identifying grammat-
ical and nongrammatical parts of spoken utterances
is nontrivial, it is possible, with the help of the LFG
PARSEBANKER, to achieve as good and rich an an-
notation for the grammatical parts of spoken lan-
guage as for written language (Rosén, submitted).

3.2 Written language corpora

Performance errors are common in all text types.
They are especially frequent in certain types of texts,
such as newspapers, which are quickly written and
typically proofread cursorily or not at all. For this
reason it is somewhat surprising that so many cor-
pora are heavily based on newspaper texts. This
question seems to have been given little attention
in the literature, although Becker et al. (2003) de-
veloped an error typology for a German newspaper
corpus.

If one is interested in robustness, performance er-
rors should not be corrected. Since our focus is
on grammar, we are, however, not interested in try-
ing to treat ungrammatical input as if it were gram-
matical. In contrast to some automatically induced
grammars, we want to avoid building a grammar that
covers ungrammatical input. There are then several
possibilities for dealing with ungrammatical input.
While one possibility consists of simply rejecting
such items, another consists of correcting the errors
but retaining information about what actually oc-
curred in the corpus, and a third of assigning partial
parsing, which is basically the same approach we
adopt for speech performance phenomena, as dis-
cussed above.

In the LOGON Norwegian—English machine
translation project (Oepen et al., 2004a), the prob-
lem of performance errors was dealt with through
the “careful copy editor” principle, which may be
formulated: “if there is a typographical error in the
test corpus which a careful copy editor would have
corrected, the test corpus item should be corrected”.
A treebank built in the LOGON project contained
sentences corrected according to this principle be-
cause these sentences were important for coverage
in this specific application.



It is however not always easy to determine what
kind of performance errors should be corrected if
this approach is chosen. Clear typographical errors
like misspellings are unproblematic. Grammatical
performance errors are more difficult to decide on.
What would a careful copy editor do with the sen-
tence in (3)?

(3) He wants to among other things to go fishing.

Most editors would probably consider this an un-
intentional repetition of the infinitival marker, and
would delete one of them. In the LFG PARSE-
BANKER, we can comment out one (or the other)
and get a parse, retaining the information on what
was actually in the corpus. Consider however the
partial sentence in (4) from the LOGON develop-
ment corpus.

@) [...] med innlagt solnedgang og
[...] with included sunset and
flott utsyn mot Nesjgen,
beautiful view towards Nesjgen,
Nordskardsfjellet og ikke minst opp
Nordskardsfjellet and not least up
mot Sylmassivet.
towards Sylmassivet.

“[...] including a sunset and beautiful view
out over Nesjgen, Nordskardsfjellet and of
course up toward the Syl massif.”

The problem in (4) is that there is a coordination
of unlike constituents, a PP, an NP and another PP.
Note that the professional idiomatic translation ex-
hibits a parallel construction in English. A really
careful copy editor would have corrected this, for
instance by adding the preposition mot before Nord-
skardsfjellet, thus making a phrase of three coordi-
nated PPs. This kind of construction, on the bor-
derline of grammaticality, is a difficult problem, but
not only for us. What do manually constructed tree-
banks do with this kind of sentence? Perhaps such
language use is one reason why there are so many
once-only rules in hand-annotated treebanks.

Some may want to consider the language in (4)
more or less acceptable, whereas others do not want
to include in the grammar. It is of course possible
to maintain different versions of the grammar, one
that includes it (for instance for robust parsing) and
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one that does not (for instance for generation). Our
point is that providing an analysis or not for such an
example must be a conscious choice. One should not
contrive an analysis for a single example (thereby
raising it from instance to type) if it is not motivated
in terms of a linguistic generalization.

If one chooses to exclude borderline constructions
from the grammar, one may still obtain fragment
analyses for the parts that are covered. The simpler
example in (5), with a similar pattern, may serve as
an illustration. The Norwegian grammar produces
the fragment analysis in Figure 1.

(5) Petter gdar til butikken, parken og til
Petter goes to store-the, park-the and to
slottet.
castle-the

“Petter goes to the store, the park and to the

castle.”
“TOP*
FRAGMENTSTOP
FRAG
P
PRG;I; L CoMMA FRAG

N
PROP Vfin S NP FRAG
Petter gar VPmain N CON] FRAG

FRAG

PP parken og P.P

/A\

P NP P MNP PERIOD
til N til N
butikken slottet

Figure 1: Fragment analysis for (5).

Summing up, we aim at a methodology for tree-
bank construction based on linguistically motivated
grammars and therefore ungrammatical input is re-
jected. In some applications, for instance for the pur-
pose of compiling an error corpus, one might want to
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parse a corrected version of an item. In other appli-
cations that prioritize robustness over grammatical
correctness, a more tolerant grammar may be used.
If one doesn’t want to alter the sentence and doesn’t
want to include the construction in the grammar,
there is the option of producing a fragment analysis.
Fragment analyses have proved useful for machine
translation in the LOGON project.

4 Open-endedness of language

A handwritten grammar will always miss some con-
structions, not only by accidental omissions, but also
because language is creative and open-ended. As
an example of this class of coverage issues, we may
consider resultatives, as in (6).

(6) a. He wiped the table clean.
b. She hammered the metal flat.

A resultative analysis presupposes that the verb
subcategorizes for a predicate adjective comple-
ment, in addition to a subject and an object. This
is not a problem for verbs like those in the examples
in (6), where it is well known that they take such
complements. Common resultative verbs may be ex-
pected to be present in the lexicon with the appro-
priate subcategorization frame. The problem with
this construction is that it is quite creative. Exam-
ple (7) from a Norwegian newspaper article about
a man who threw garbage into his neighbor’s yard
illustrates this creativity well.

(7) Det trekker til seg store mengder
it draws to self large quantities
fugler som deretter skiter
birds that subsequently poop
eiendommen  full.
property-the full
“This attracts large quantities of birds who
subsequently poop the property full.”

If the appropriate subcategorization frame for the
verb skite is added to the lexicon, the sentence will
get the intended analysis. This particular resultative
use of this verb is impossible to predict, but with an
interactive and incremental approach to parsebank-
ing, it is not difficult to incorporate even such un-
expected usages into the grammar and lexicon and
thereby include them in the treebank.
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Some constructions on the borderline of gram-
maticality were initially kept outside our Norwe-
gian grammar, but were later included based on in-
sights derived from the LOGON corpus. Example
(8) consists of two independent clauses separated
by a comma. In school teacher jargon, it would be
called a run-on sentence.

(8) Her gar bjgrka  over 1200 meter,
here goes birch-the over 1200 meters,
det er hgyest i landet.
that is highest in country-the

“Here birches grow over 1200 meters, that is
the highest in the country.”

According to the normative rules of writing, both
in Norwegian and English, independent clauses in
the same sentence must be conjoined by a conjunc-
tion or a semicolon, not just a comma.

If this type of sentence is to be considered outside
of the scope of the grammar, a high quality fragment
analysis may still be produced. The c-structure rep-
resentation of a fragment analysis for (8) is provided
in Figure 2.

Our corpus work so far suggests however that au-
thors quite often write sentences like this. Therefore
the grammar has been modified to allow the comma
to function in the same way as a conjunction in the
grammar rules. In that case the sentence may be
fully analyzed, as in Figure 3.

Parsebanking is a suitable methodology for tack-
ling these coverage issues due to its incremental
nature, so that the treebank is a gradually refined
product of testing in the grammar construction pro-
cess. The parsebanking approach benefits from ad-
vanced tools for supporting the communication be-
tween annotators and grammar developers (Rosén
et al., 2006), for regression testing (Oepen et al.,
2004b), etc.

5 Difficult syntactic problems

In the previous section we have demonstrated how
some coverage problems, whether syntactic or lexi-
cal, come to light when the grammar is confronted
with a corpus. Such coverage problems can be reme-
died by revising the grammar or lexicon and repars-
ing, for which we are developing efficient tools.
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Figure 2: Fragment analysis for (8).

This is not to say that there are not real coverage
problems for a handwritten grammar. There are gen-
uinely difficult syntactic problems for all approaches
to syntactic annotation.

A construction that has been the subject of much
debate is the so-called “the more the merrier” con-
struction (also called the “covariational conditional
construction” (Goldberg and Casenhiser, 2006) and
“correlative the-clauses”), examples of which are
given in (9)—(11).

(9) The more the merrier.
(10) The more chips you eat, the more you want.
(11) The bigger they come, the harder they fall.

Among other issues, it has been debated how the
definite article should be analyzed here, since it is
not clear that it is a determiner in this construction.
In the Penn Treebank II's Bracketing Guidelines
(Bies et al., 1995), we find an overview of bracket
labels for annotating phrases. This explanation is
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Figure 3: Full analysis for (8).

provided for how the label X is to be used: “Un-
known, uncertain or unbracketable. X is often used
for bracketing typos and in bracketing the. .. the-
constructions (see section 10 [Subordinate Clauses]
and section 25 [Correlative the-Clauses]).” In sec-
tion 10.7 we read: “There is no definitive policy for
handling these cases. Most analyses involve the use
of SBAR.” Then some sample analyses are provided
for this construction. The analysis of the sentence in
(12) is given in (13).

(12) The more he muzzles his colleagues, the more
leaks will pop up all around Washington.

(13) (s (SBAR-ADV (X the more)
(S (NP-SBJ he)
(VP muzzles
(NP his
colleagues))))

’
(X the more)
(NP-SBJ leaks)
(VP will
(VP pop
(PRT up)
(PP-LOC all around
(NP Washington)))))

Here the X is used to label a part of the tree for
which the analysis is undecided. Although in a

157



Victoria Rosén and Koenraad De Smedt

sense a tree has been drawn, it’s a bit paradoxical
to bracket a constituent with a label that means “un-
known, uncertain or unbracketable”. Furthermore, it
is strange that the same annotation is used for both
typos and challenging constructions. The question
is whether this can be considered meaningful cover-
age. An alternative view would be that this is anal-
ogous to our fragment parsing, and that it only par-
tially provides an analysis for the sentence.

If the treebank were to consist only of trees, it
would be possible to construct a tool which would
allow an annotator to edit a fragment analysis, eras-
ing all the fragment nodes and creating new nodes
and branches. However, manipulating the output of
the grammar would mean that the treebank no longer
was in sync with the grammar. Rather than devising
ad hoc structures, we think it is fairer to admit that
certain constructions are simply not covered yet.

Moreover, in our multilevel framework based on
LFG, manual editing is not a desirable solution,
since the c-structure is co-described by the grammar
with the f-structure and the mrs-structure. Thus, ma-
nipulation of one structure would cause the different
levels to no longer correspond, and since this corre-
spondence is grammar dependent, it is not possible
to make a tool that assures these correspondences for
items that fall outside of the grammar.

6 Conclusion

In our work on treebanking as automatic parsing
of a corpus, we have met criticism that not every-
thing in the corpus is analyzed, or even can be ana-
lyzed. It might however be counterproductive to an-
alyze everything just for the sake of the analysis. We
have suggested that building a treebank is not just a
matter of assigning some analysis to everything, but
also of making grammaticality judgments. Analyses
that contribute nothing to a linguistically motivated
grammatical description are at best superfluous and
increase grammar size. For items outside of the cov-
erage of the grammar, a fragment analysis will of-
ten be useful. The parser then assigns structures to
the largest chunks that it can analyze. This makes it
easy for annotators and grammar developers to see
what is covered and what is not. Legitimate anal-
yses that are missing will be detected in our incre-
mental and interactive approach linking treebanking
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to grammar development (Rosén et al., 2006), and
their detection will lead to better coverage after re-
vision of the grammar. Our aim is to develop tree-
banking methods that provide a correct and theoret-
ically motivated account of a language, not of a cor-
pus. With this aim, automatic parsing yields better
quality by avoiding inconsistencies and other errors
associated with a manual approach and eliminates
complicated postprocessing steps for error detection
and compaction.
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Abstract

We have investigated utterance-initial du-
ration of non-plosive consonants in two
qualitatively different Finnish speech cor-
pora. The goal has been to identify any
possible lengthening or shortening effects
the domain edge (here, the beginning of
an utterance) might have on segmental
duration. Duration was observed at phone
level. The results indicate that cases of
lengthening, shortening, and absence of
any effect all occur. Those are determined
by the speech sounds phonemic identity,
and the results were similar in both cor-
pora. For instance /s/ and /r/ are length-
ened while /j/ and /m/ are shortened.
Contrasted with previous research on
various languages, the phonetic universal-
ity associated with final lengthening does
not apply for initial duration processes.

1 Introduction

Several domains (levels of phrase or utterance)
have been credited to show initial domain-edge
processes in various languages. These processes
have mainly been referred to as either initial
lengthening or shortening. Lengthening refers to
cases in which speaking rate is briefly decelerated
right as the speaker commences articulation.
Shortening is the opposite; the speaker accelerates
(producing relatively short segments) before re-
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suming normal pace. Final lengthening, a domain-
edge process involving considerable slowing down
at the ends of utterances, has been found in practi-
cally all languages investigated. Yet initial effects
have produced contrasting results depending on the
language in question and the methodology used.

Initial lengthening has been reported in Chinese
(Zu & Chen 1998, Cao 2004; syllable duration).
Languages with reported shortening include Swed-
ish (Hansson 2003; syllable duration at word
level), Japanese (Kaiki et al. 1990), and Eskimo
(Nagano-Madsen 1992). Venditti & van Santen
(1998; phone duration) report initial lengthening of
consonants and shortening of vowels in Japanese.
White (2002) has found differences between vari-
ous English consonant sounds.

The phenomenon is likely to be related to initial
strengthening, a stronger contact between associ-
ated articulators such as the tongue and palate.
These two effects, however, have been connected
in no uniform fashion. For instance, Fougeron &
Keating (1997) found that while for American
English /n/ there is spatially greater linguo-palatal
contact initially than medially, the acoustic dura-
tion is in fact shorter. The opposite was found in
Korean by Cho & Keating (2001); in Korean initial
strengthening and lengthening appear to correlate.
Fougeron (2001) has suggested strengthening may
be language-specific. Fougeron also (2001) claims
articulatory variations in initial position are not
conditioned by pauses but occur also internally at
boundaries. In another tradition of terminology,
boundary-adjacency is the common name for final-
ity and initiality.

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
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Previous investigation (Saarni et al. 2006) into
the matter has revealed what could be considered
initial domain-edge effect on segmental duration.
Lengthening was found in all utterance-initial
vowels (diphthongs included) in syllables such as
V or VC. The lengthening did not extend to the
entire first syllable (such as CV or CVC); cf. Byrd
(2000) for similar observation in English. There
was also shortening of phonologically long plo-
sives, but the general category of non-plosive con-
sonants was hardly affected. The category contains
many articulatorily diverse sounds, however. Since
edge effects in them has been documented in other
languages (cf. White 2002), we decided to examine
them phoneme by phoneme to find out if there are
contrasting qualities that were neutralized in the
former categorical examination.

The potential of corpus studies and phone-level
approach have been mostly overlooked in previous
research. Syllable-level studies, mainly on tradi-
tional elicited laboratory speech, have dominated
duration research. Our previous results have led us
to believe a syllable-level examination will miss
some of the finer details of domain-edge processes.
Not only can the observed phenomenon operate on
a finer time scale than the syllable, but phonemi-
cally specific behaviors do not show if syllables
consisting of different sounds are treated equally.

The study at hand covers the native Finnish
consonants with the exception of plosives and any
phonemically long consonants. Plosives are usually
impossible to measure in initial position since the
sound signal carries no trace of the initiation of the
implosive phase. Long consonants, on the other
hand, are geminates and may not occur in initial
position.

This study is limited to the paradigm of corpus-
based speech acoustics, and cannot as such address
the question of initial strengthening. However,
acoustic duration of speech segments will be care-
fully examined, allowing us to contribute to the
controversy around the seemingly language-
dependent domain-initial edge effects.

At this point, when little conclusive has been
presented on the subject, we need to recognize the
possibility of two different kinds of initial edge
effects. First, the first position is articulatorily pe-
culiar in that there is no excitation sound until the
contact between articulators is already made. For
instance, plosives usually do not have audible im-
plosion phases. Fricatives and approximants may

also start out “half-way”, at the point when a con-
striction of the vocal tract is already reached. Sec-
ond, a longer lasting compression or expansion
may take place (cf. Hansson 2003) independently
of the above-mentioned effect, just like final
lengthening usually increases segmental duration
over a number of phones. White (2002) also points
out that utterance-initial syllable onsets are shorter
than word-initial onsets utterance-medially.

First, the speech corpora used in the study are
briefly described. Second we explain the way in
which the statistical analysis was run on the cor-
pora. Both the numerical results and some descrip-
tion of the figures follow third.

2 Speech Material

Two kinds of Standard Finnish speech corpora
were studied. The first one (‘single-speaker’, or
SS) consisted of sentences picked from a periodi-
cal and read aloud by an adult male speaker. The
reading was done with intent to prepare a corpus
for research use. SS is comprised of 967 utterances
with 41 306 phones. Of these 14 170 are non-
plosive consonants and thus investigated here.

The second (‘multi-speaker’, or MS) consisted
of television news reading, field and weather re-
ports, and oral presentations by 9 men and 6
women, all of whom were professional speakers.
Unlike the individual in SS, these speakers were
not aware their speech would be used for research
purposes. There were a total of 1 148 utterances
and 31 414 phones including 10 584 short conso-
nants.

All in all, there were about one and a half hours
of continuous speech with any and all pauses
eliminated. The corpora were annotated by hand
and improved and rechecked several times both by
a trained human annotator and by computer scripts
designed to detect suspicious annotation. Scripts
were designed for preparing the corpus information
for phone-level statistical analysis, as ~73 000
phones cannot be entered manually.

3 Methods

To examine how duration in utterance-initial
environment develops as closely as possible, we
chose a phone-level approach. It is our conviction
that researchers should not restrict themselves to
syllable and word-level measuring exclusively, as

161



Tuomo Saarni, Jussi Hakokari, Tapio Salakoski, Jouni Isoaho and Olli Aaltonen

has been the trend. Our previous research has
shown that not all phenomena of segmental dura-
tion operate on syllable level. Conversely, some
information may actually be overlooked unless
phone-by-phone calculations are run on the test
material. We organized all the phones into separate
data sets by their phonemic identity and their dis-
tance from the beginning of the utterance. For in-
stance, 22 utterances in SS and 34 utterances in
MS began with the phoneme /r/. All these were
then put into their respective slot “position 17 (see
graphs 1-8 in the results section). In 30 and 39 of
the utterances the second phone was /r/, and all
these were assigned into “position 2”. This was
done to the first 15 positions and all the phonemi-
cally short non-plosive consonants,
/s,r, m, j,n, hyv, 1,1, /. The few and far between
non-native sounds (such as /f/ and /f/) were not
studied, and neither at this point the phonologically
long variants (/s ni, .../) of native consonants. As
geminates, the latter may occur at the earliest be-
tween the first and the second syllable (i.e. position
2). Finally, the mean duration and 95 % confidence
interval were calculated for all positions. The con-
fidence intervals are shown as error bar graphics; if
two error bars do not overlap, their difference is
statistically significant at p<0.05 level. For com-
parison, there is a horizontal line indicating the
mean duration of the phoneme in question. It is the
mean calculated from the entire corpus, not just the
first fifteen positions in the figures.

A caveat on terminology is in order. We prefer
to use the word utterance in the purely phonetic
sense of a single, continuous flow of speech inter-
nally uninterrupted by pauses. There is no refer-
ence to a syntactic unit, such as sentence, made
here. Terminal and non-terminal intonation units
are treated equally, which is not necessarily the
most informative alternative.

4 Results

The results show there is both significant
lengthening and shortening in utterance-initial con-
sonants, depending on what phoneme is examined.
In the figures, the vertical axis shows the mean
duration of applicable segments in milliseconds
and their 95 % confidence intervals; the horizontal
axis describes the position from the beginning of
the utterance. The horizontal line is the mean dura-
tion of all the phonemes in question that can be

162

found in the corpus, even those that are beyond the
15 phone scope of the graph. Please bear in mind
that the overall mean is somewhat high due to
segments that have been significantly affected by
final lengthening (Hakokari et al. 2005).

The phonemes can be divided roughly into four
groups. First, the sounds /s/ and /r/ are significantly
lengthened in both corpora. Second, the sounds /m/
and /j/ are significantly shortened in both corpora.
Third, the sounds /n/, /h/, and /v/ are shortened to
some degree in MS but not in SS. Fourth, the
sounds /y/ and /1/ are not affected in either one. The
latter are not shown in the figures below.
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Figure 1. /s/ in SS (left) and MS (right) corpora.

The alveolar fricative /s/, of which there are dis-
tinct rounded and unrounded allophones, is length-
ened initially in the first position and to some
degree in the second. In both corpora there is a
gentle shortening (of dubious significance, though)
after the lengthening before the mean line is
reached. There were a total of 177 utterance-initial
items in both corpora combined, but only 38 in the
second position.
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Figure 2. /r/ in SS (left) and MS (right) corpora.

Phone Position

The medioalveolar trill /r/ shows similar behav-
ior in both corpora. It is considerably lengthened in
the initial position, after which there is no effect.
There were a total of 56 utterance-initial items in
both corpora combined, and 64 in the second posi-
tion.
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Figure 3. /m/ in SS (left) and MS (right) corpora.

The results for the bilabial nasal /m/ are near-
identical for the three first positions in both cor-
pora. Unlike with /s/ and /r/, the first position is
significantly shorter than the following ones. There
were a total of 199 utterance-initial items in both
corpora combined, but only 16 in the second posi-
tion.

soever. There were a total of 112 utterance-initial
items in both corpora combined, and 62 in the sec-
ond position.
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Figure 6. /v/ in SS (left) and MS (right) corpora.

The initial labiodental approximant /v/ is again
slightly shorter than the rest in MS (significance
unclear), but not in SS. There were a total of 144
utterance-initial items in both corpora combined,
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but only 12 in the second position. Also /v/ can
only occur in syllable-initial position.
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Figure 4. /j/ in SS (left) and MS (right) corpora.

The palatal approximant /j/ is shortened to some
degree in SS for both initial and second position,
but only for the initial MS. However, the second
position has only one item in MS and three in SS,
making it impossible to hypothesize anything. All
in all, there is much variation in the sound’s dura-
tion beyond the initial position, and the sound is
very hard to segment objectively. Furthermore, /j/
may only occur syllable-initially and its sample
size is relatively low. The first position has 257
items in both corpora combined; we can only con-
clude those are significantly shorter than the mean.
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Figure 5. /n/ in SS (left) and MS (right) corpora.

The alveolar nasal /n/ is slightly shorter initially
in MS than the rest, but its statistical significance is
not clear. In SS corpus there is no shortening what-
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Figure 7. /b/ in SS (left) and MS (right) corpora.

Also /h/ shows no shortening in SS but some in
MS. The second position is particularly pro-
nounced. The sound is frustratingly difficult to
segment accurately due to the variety of strategies
that can be used to produce it, including a variety
of non-modal phonations.

T ETTTTTT
50 liizzzi iiiiilz 50 LLLLLILLL+JZTJ~‘L*

Duration with 95% CI (ms)
Duration with 95% CI (ms)

123456789 101112131415 12345678 9101112131415

Phone Position Phone Position

Figure 8. /I/ in SS (left) and MS (right) corpora.

The lateral approximant /l/ (fig. 8) showed no
effect on duration in either of the corpora.

There was a slight downward trend for /n/ in

MS, though, which might marginally contribute to
initial shortening in a word level examination. /n/
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does not occur in the initial position in Finnish due
to phonotactic restrictions. In educated Standard
Finnish /r/ is mostly realized as a single trill (flap),
but it cannot occur word-initially or finally. It is
very often credited to be a voiced alveolar plosive
/d/ mainly for orthographical reasons. It may be
produced as a true voiced plosive by some speak-
ers, especially in foreign names and recent loan
words, but that is uncommon. In vernaculars it is
either omitted or it has become assimilated with
other sounds; consequently, a variety of strategies
are used to produce the phoneme (see Suomi 1980
for a detailed account). In any case it is marginal in
frequency (only ~2,9 % of all the non-plosive con-
sonants in the material) and does not produce very
reliable results. There were 6 counts of initial /¢/ in
the material showing a high mean duration but lit-
tle consistency.

5 Discussion

As described in the results section, many of the
phonemes displayed deviant duration in the first
(onset) or the first two positions within an utter-
ance. The question of stress must be addressed
first, as stressed syllables are generally expected to
undergo lengthening. Unstressed utterance-initial
speech sounds are next to impossible to study for
reference, since Finnish has an invariable first syl-
lable stress. Unlike in some other first syllable-
stressing languages, such as the closely related Es-
tonian, even foreign loan words are forced into the
same stress pattern in Finnish. Furthermore, the
lengthening as witnessed in /r/ applies to the first
position only (syllable onset) while the second po-
sition represents overwhelmingly the syllable coda
(syllable-initial consonant clusters are not native to
Finnish). Thus, lengthening can be expected in
words such as /ro.po/ (‘a coin, mite’) but not in
words such as /or.po/ (‘an orphant’). Obviously, the
fact that some phonemes are shortened and other
lengthened is equally difficult to explain away in
terms of stress or accent. On the other hand, a fu-
ture study should be done on the corpora to deter-
mine whether any of these effects can be
reproduced with a word-initial instead of an utter-
ance-initial examination.

Another issue is segmentation. The corpora had
different annotators, but the results are still mostly
comparable. However, certain speech sounds are
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more difficult to objectively segment than others.
The trill /r/ makes the following vowel r-colored
making it often a subjective task to determine
where the sound ends. The true approximants /v/
and /j/, well described as glides, are notoriously
difficult to segment, especially in a medial posi-
tion. Neither has any fricative noise in Finnish.
However, the shortening of /j/ and the lengthening
of /r/ are so clear in both corpora it is fairly safe to
say they are not solely products of segmentation
strategies. /v/ and /j/, being phonotactically re-
stricted in Finnish, are unfortunately very rare in
position two and not that common elsewhere either
(in fact may only occur syllable-initially); hence
the great variation in both corpora. The sample size
for the first-position /j/ is considerably greater for
the multi-speaker corpus; being of more informal a
nature, it contains many utterances beginning with
the word /ja/ (‘and’).

Nasal coarticulation may affect adjacent sounds
as well, much depending on the speaker. True na-
sal articulation is still easy to tell apart from nasal-
ized vowels because the oral closure and release
may be pinpointed accurately in the speech signal.
The shortening of /m/ is especially significant,
since the two other nasal phonemes /y/ and /n/
show little or no shortening. White (2002) has re-
ported very similar results for /m/ in his English
test material.

/h/ was slightly affected by shortening in multi-
speaker but not to a slightest degree in the single-
speaker corpus. Since segmenting the sound is an
extremely subjective task, we hesitate to draw any
conclusions on the subject. There is a variety of
allophones and articulatory variation in how the
sound is realized, ranging from breathy phonation
to fricative noise.

The alveolar fricative /s/ was significantly
lengthened initially. The sound also underwent an
exceptional amount of final lengthening as both
phonologically short and long in a past study by
Hakokari et al. (2005). That suggests the sound is
more liable to vary in duration according to its po-
sition in prosodic structure. Shadle & Scully
(1995) have suggested the exact opposite; the
fricative is presumably insensitive to vowel con-
text. Fougeron (2001) has found the sound fairly
insensitive to prosodic context as well, and charac-
terized it as having “few degrees of articulatory
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and acoustic freedom”. The reason for such differ-
ences between languages cannot be answered at
the moment. Differences in method alone do not
feel adequate to count for the discrepancy. On the
other hand, in English, there is no such allophonic
variance (cf. “articulatory freedom™) in /s/ as in
Finnish. In Finnish the labialized allophone [s%] is
acoustically very distinct, with energy at relatively
low frequencies; it is easily interpreted as /{/ by
English speakers. In the absence of a
voiced/voiceless distinction of consonants in the
language it may be produced voiced.

Given that all vowels have been found to un-
dergo lengthening in initial position (Saarni & al.
2006), it is worth noting that either lengthening or
shortening are more common than no modification
of duration at all.

6 Conclusion

This study has observed the duration of short
consonants (plosives excluded) in two qualitatively
different Standard Finnish speech corpora. The
goal has been to identify any possible durational
effects an utterance-initial position has on these
speech sounds. Previous studies have indicated
both language-specific and, within language, pho-
neme-specific initial manipulations of segmental
duration.

The results suggest there is no reason to posit ei-
ther a feature initial shortening or lengthening in
Finnish, as both kinds of durational patterns occur.
Lengthening or shortening seems governed by the
phonemic identity of the segment occupying the
initial position in an utterance. The voiceless sibi-
lant and voiced trill were lengthened, while nasals
and approximants showed various amounts of
shortening. The lateral approximant was the only
sound unaffected in both corpora, although there
was considerable variation in its initial position
that sample size alone does not explain.

The results are not all similar to those obtained
in other languages, which supports the view that
initial duration is not based on strictly universal
premises. Some level of individual variation may
be expected as well, since 2 of the consonants
were, on average, shortened by the 15 speakers of
the multi-speaker corpus, but not by the individual
in the single-speaker corpus.

The instantly visible lengthening and shortening
affect only the first or the first two phones of the

utterance. Word-level examinations were not run
on the corpora at this point, but none of the results
rule out the possible shortening or lengthening of
the entire first word or so. Statistically significant
compression or expansion of the beginning of the
utterance (as in narrow confidence intervals) may
be established only with a great amount of data,
since the intrinsic durations of speech sounds will
induce variation.

Perhaps the greatest contribution of this study is
pointing out that the most common approach used
today, limiting oneself to the syllable level and
making no distinction between different speech
sounds (operating on “syllable duration™), is prone
to miss even the most robust characteristics of du-
ration near the edge of the domain. The results pre-
sented in this paper may be useful for instance in
speech synthesis. On the other hand, the methods
and analysis may be used by researchers in speech
technology to produce viable speech scientific in-
formation (provided they have a corpus readily
available), even when their primary concern is
technological development.
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Abstract

This paper presents results of a pilot pro-
ject for the development of a foreign text
comprehension assistant. This tool pro-
vides word, phrase and simple sentence
translation between the languages of the
Baltic countries (Estonian, Latvian and
Lithuanian) and widely used European
languages (English, German, French and
Russian). The paper presents the general
architecture of the system, describes its
main constituents and outlines difficulties
in multilingual phrase translation. The
system demonstrates original adaptation
of rule based techniques and statistical
methods to deal with language specifici-
ties, such as inflectional word forms, free
word order, and the lack of sizeable, suf-
ficiently representative parallel corpora.
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eral commercial desktop electronic dictionaries
have been developed. Most of them are bilingual
(different bilingual dictionaries of Fotonia, Fes-
tart English-Latvian dictionary, English-Estonian
dictionary by Filosoft, and others), some are mul-
tilingual (MOT GlobalDix by Kielikone, multi-
lingual dictionaries of Tilde).

Although electronic dictionaries are useful for
communication, they are insufficient to over-
come language barriers. Even after finding a
translation of each word in a sentence, the user is
still left unaided to figure out which translations
to choose and how to form a sentence from them.
Translation of text units out of context is the
main drawback of electronic dictionaries. The
role of the word in a sentence or its part of
speech are important in determining the right
translation. Electronic dictionaries are also of
little assistance in detecting idiomatic expres-
sions. Even if an expression is provided in the
dictionary, the user usually is not able to deiect
in a source text and is mislead by a confusing
word-by-word translation.

For relatively small languages such as languagesOn the other hand, Machine Translation (MT)
of the Baltic countries, electronic dictionariessystems for larger languages are rapidly gaining
and comprehension assistance tools play an iglobal popularity. However, they are not able to
portant role in communication. Until now, sev-approach the quality of human translation. There-

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 167-174
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fore MT systems are appropriate for users with

no or very limited language skills as a fast wa

;)f %rasping the basic subject matter of the col syntactic transfer
ent.

An alternative solution is a comprehension as-
sistant, which assists user in understanding for-
eign language text (Feldweg and Breidt, 1996:
Prészéky and Balazs, 2002; Deksne et al 200}  Idiom detection
This approach addresses a usage scenario Where
the user has some knowledge of the target lan-
guage but occasionally needs assistance in un-
derstanding unknown words or phrases. Us¢g . A

s . . Parsing of source
with intermediate language skills prefer to rea lan i Agreement

- ) : guage sentence
the original text and use translation assistan -
only when it is necessary. The comprehension
assistant provides possible translations of a
phrase or a word in context, helps to understar— :
the structure of the sentence or the phrase 4  Language Output generation
find relations between words, detects and tra Identification
lates idiomatic expressions. Translation of phragigure 1. The chain of the comprehension
es as well as possible translations of individuassistant components.
words are provided.

The translation is provided as a screen tip in During the translation process, components
the context of the source text. Users are not digre executed successively. It means that the input
turbed from the source text, they see the transldata for each subsequent component are the in-
tion context, are involved in the translation procternal structures created or processed by the pre-
ess by translating incomprehensible phrases onlipus component. At first, the system tracks the
and interpreting the text themselves. mouse pointer and retrieves text under it. Then it

We have generalized the above mentioned agletects the language, analyzes the text, finds
proach from a single language pair to multilintranslation of the phrase containing the word un-
gual approach, covering languages of the Baltider cursor and finds all translations for each
countries and the most popular European lamord in the phrase. Finally, all results are pre-
guages. The developed system architecture aknted to the user. Output contains both - the
lows simple inclusion of new language pairs phrase translation and the translations of each
since the major constituents are language indeord of the phrase. If the system cannot identify
pendent, only the language dependent contemtphrase, translations of individual words are
needs to be filled for a new language pair. provided.

2 System Architecture 2.1  Language identification

The aim of the comprehension assistant is {nguage identification module is developed to
identify individual phrases in the text andrelleve the user from the need to select the trans-
provide the user with full translation of the Whok{;‘ét_"On sourcfeﬂe:ndt tatrgeht Iangua_glj_ﬁ_s eve:jy Tlme ';he
phrase, as well as separate translations of t guage of the text changes. This module auto-
matically identifies the language of the text and

words constituting the phrase. rovides the appropriate source and target lan-
The comprehension assistant is built from se;?— bprop 9

arate components, each of them having their owgyage |r_1forme_1t|on to the system. Curren'tly the
functionality. (See Figure 1). system identifies the following languages: Eng-

lish, Estonian, French, German, Latvian, Lithua-
nian and Russian.

For language identification, the character
n-gram approach is used (Grefenstette, 1995;
Bashir Ahmed et al, 2004). THenguage refer-
ence modeis based on the most frequent charac-
ter n-grams of sizes 1, 2, 3 and 4. For this pur-
pose the text corpus of every supported language

Lexical transfer

v

A

A
Disambiguation

A

\ 4
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is analyzed, most frequent sequences of one, two,NP -> attr:AP main:N (mod:PP)

three and four character long text strings are de- attr:AP.Case==main:N.Case

termined and probabilities of those n-grams are attr:AP.Gender==main:N.Gender

calculated. attr:AP.Number==main:N.Number
During language identification of a particular NP.Case=main:N.Case

text, we calculate frequency scores of character NP.Gender=main:N.Gender

n-grams in this text to get thtext model The NP.Number=main:N.Number

resulting text model is compared to the language

reference models for all supported languages. Figure 2. A simplified noun phrase parsing
The closest matching is based on 600 most chawle.

acteristic n-grams of the language.

The parsing engine is based on CYK (Cocke-
Younger-Kasami)  algorithm  (Cocke and
The aim of the parser component is to obtain @chwartz, 1970; Younger, 1967, Kasami, 1965).
fully or partially parsed sentence. As the parselt uses bottom-up approach which allows partial
differ from language to language, a wrappeparse of input sentence.
component is developed, which transforms the Original CYK algorithm supports context-free
output of different parsers to a unique formagrammars written in Chomsky normal form
necessary for further processing. For widel{CNF). The developed rule formalism differs

spoken European languages, parsers are licen$&un CNF. Therefore parsing rules are trans-
from third party software vendors: Connekor formed to CNF which is extended with attributes.

Dictunt. The CYK parsing algorithm also was improved
Parsers for Baltic languages have been devép handle attributes both for constraints and for

oped within the project and have two constituen&ssigning or passing attribute values between

the language independent parsing engine and thedes.

language dependent set of syntax rules. Currently parsing rules are developed for Lat-
The formal grammar we use for syntax rules igian and Lithuanian languages; for Estonian, a

derived from unification grammasince Baltic small demo grammar is being developed.

languages are highly inflective languages, the The output of the parser component is a syntax

syntax of the parsing rules needs to have attriiee, or parts of the syntax tree of the sentence

utes allowing inclusion of morphological infor-(see Figure 3) in case when full sentence parsing

mation. fails. Currently parsers for languages of the Bal-
A parsing rule consists of two parts: descriptic countries have no disambiguation constituent,

tion of the syntactic structure (a context freéherefore the first full parse tree, if it exists,

grammar rule) and usage conditions which deghosen for transfer. For the widely used Euro-

scribe constraints as well allow to assign or paggan languages, parsers return a single parse tree.

morphological and syntactic features between

nodes.
In Figure 2, a simplified parser rule is shown.

The rule describes the structure of a noun phrase

(NP) consisting of an attributive adjective phrase

(AP), the head noun (N) and an optional preposi-

tional phrase (PP). The double equation mark

‘==" s used to describe conditions, i.e., the rule

will be executed only if there will be agreement

in case, gender and number between the adjec-

tive phrase (AP) and the noun (N). The single

equation mark ‘=" is used to assign properties to

the nodes. In the sample below, the noun phrase

will inherit case, gender and number from the

main noun.

2.2 Parser

L www.connexor.com
2 http://www.dictum.ru/?main=products&sub=dictascope
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ministri noléma pieikirt lidzek]us v&tras seku novérsanai
noléma Base form:nolemt Morpholooy:ws0000200i0000000000000000L10
ministri:subj Ease form:ministrs Morphology: ndnpn030000000n0000000000010
piefkirt:obj Eaze form:piefkirt Morphelogy:wd0000000n000000000000000010
lidzeklus:obj Ease form:lidzeklis Morphology: ninpal30000000n0000000000010
novérsanaiidat Base form:nowEriana Morphology:nlfsd0200000000n0000000000010
seku:mod Base form:sekas Morpholooy:nl fpogd20000000R0000000000010
vétras:mod Base form:wétra Morphology: nlfsg0300000000R0000000000010

HT | BASEFOFM | MORPHOLOGY ATTRIBUTES
N sekas n0fpg000000000n0000000000010
N seka n0fpg000000000n0000000000010
N seka n0f£=a000000000n0000000000010
M, N, H v v H M, N, H, W| H, N, N H
ministri | noléma | pieskirt | lidzeklus VELras seku noversanai
HP
SENT VP VP NP NP
MNP
HP
SENT VP
NP
SENT SENT
VP
VP
VP
VP
SEHT
IENT

Figure 3. A parsed Latvian sentence in the forhefdependency tree (above) and as the matrix of
the chunk parser (below).

the tree to use it later in transfer, agreement and
other processes.
There are many cases in real texts where theAnother specific case is translation of software
meaning of a collocation of words is not basethterface elements. If the mouse pointer is lo-
on the meaning of its parts. Baltic languages agated on menu items, the windows title bar, a
not an exception and are rich in idiomatic exdialog box message or other user interface ele-
pressions. For example, the literal translation dghents, to increase quality of translation, specific
the Latvian expressioaz ki ar spapiem (It dictionaries of pre-translated user interface
rains cats and dogswould bePouring like with ~ strings and computer terminology are used.
buckets The third case is English phrasal verbs which
Such idioms should be identified and treateéire language dependent (they are not typical for
as a whole in translation. In the comprehensidratvian, Lithuanian and Russian) and are there-
assistant tool they are identified comparing adjdore handled in the syntactic transfer component.
cent words in the text to the stored list of idioms
If a matching idiomatic expression is found ther%'4
the corresponding nodes in the parse tree are lo- the transfer phase, the syntactic tree in the
cated and the translated idiom is attached &wurce language is transformed into the corre-
them. The information of the syntactic tree of theponding syntactic tree for the target language.
whole sentence is not used in idiom translatiorgyntactical transformations are made to map one
however, the translated idiom is integrated into

2.3 Idiom processing

Syntactic transfer
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tree structure to another by applying transfer
rules. The developed rule formalism allows to:

change word order,
delete or hide nodes,
insert new nodes, —
transfer or assign syntactic, morphologi-
cal or lexical properties, scientists
e change type of syntactic relations be- zinatnieku
tween words. _ _
Usually the transfer is applied to two or three Figure 5. Sample syntactic tree before
syntactically related nodes, the order of whicRPPIYing syntactic transfer rule (Figure 4) and
could be arbitrary in the text. Although transfe@fter it. Light arrows show word sequence.
rules analyse syntactic relations between wordé_,5
the word order could be changed during transfer.
The following example shows a transfer rule fofl he lexical transfer component finds translations
the transformation of a genitive phrase duringf the word in a bilingual dictionary based on the

Lexical transfer

translation from English into Latvian: part of speech identified by the parser compo-
nent. For example, for the English wamekt in
TransferRule(N<-mod-PREP<-pcomp-N) sentencewe need a restnoun translations (for
{ Latvian: atpata, miers, pauze,dotraukumg will
Child.SourceSpelling == "of”; be selected and verb translations (for Latvian:
Grandchild.Case = genitive; palikt, atpisties, balsties, gultiey will be dis-
MakeLink(Child — hidden -> Parent); ~ missed.
Swap(GrandChild, Parent); If there is no translation for the word in the re-
MakeLink(GrandChild - mod -> Parent); quired part of speech, the dictionary lookup is
} attempted for alternate classes. For instance, in-
Figure 4. Transfer rule sample. stead of a participle, the translation of adjective

could be selected.

Applying this rule to the tree representing the Usually, dictionaries include only translations
English noun phrase ‘team of scientists’, th@f primary words without translations of deriva-
word ‘scientists’ will be moved to the positiontions. For example, dictionaries usually have en-
before the main word ‘team’ and the case of thées for words like assumg but less often they
word will be changed to the possessive case (¢eave entries for @ssumption’, ‘assumed(ad-

nitive) and the preposition ‘of will be discarded. verb) or assuming(noun), and they usually do
not have entries for words likessumer’ and

‘assumingly. For such cases, if the translation of
a word is not in the dictionary, specific suffixes
and prefixes are cut off at the end and the begin-
ning of the word during dictionary lookup and
added to the translated word of the target lan-
guage. For example, a participle can be translated
as the infinitive of the corresponding verb and
then the required participle form is synthesized
from the translation. Nouns can be cut off suf-
fixes: —tion, -er, -of, then translated as verbs and
the translations synthesized into the required
nouns.

The obtained translations are arranged by their
significance (score). Each translation has a label
attached identifying whether it can be used in the
translation of the phrase. Specific translatiors ar
not used in phrase translation, they appear only
in the list for each word. In case when a single
word is translated, the translations are taken from

prooup

scientists
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a richer dictionary where translations aré¢o it and aligned Lithuanian syntactic bigrams
grouped by meanings, including comments owith the corresponding English syntactic bi-
usage. grams. Again the frequency and probability of
such bilingual pairs were calculated. We call the
resulting data thesyntactic translation model
The task of the disambiguation phase is t6STM).
choose the most appropriate target languageFor English-Lithuanian translation, we find
word from the several words selected in the lexprobability in the Lithuanian syntactic tree for
cal transfer phase. We use statistical methods fevery combination of English source and Lithua-
disambiguation. Traditionally bilingual corpus ishian target words at one node connected with the
used to get statistical data for disambiguatiosame combination at other node. Probability for
For Baltic languages the available bilingual corthis bilingual pair (EN/LT —EN/LT) is found in
pus is very limited, so we combined two apthe English-Lithuanian STM.
proaches — using a monolingual corpus and mul- Usage of the STM model should potentially
tiword expressions with their translation equivaprovide better disambiguation quality than the
lents extracted from the multilingual dictionary. SLM model. But we realized that for quality im-
We applied different approaches for Latviarprovements we need much larger bilingual cor-
and Lithuanian. For Latvian disambiguation, weéus of phrase translations than we have from the
decided to take into account statistical data aboknglish-Lithuanian dictionary we used. Cur-
the probability of syntactic pairs - two words be¥ently, the SLM model demonstrates better re-
ing syntactically related in a phrase or sentencgults but another comparison should be per-
This is a more advanced approach compared fi@ymed after creating a larger bilingual corpus
bigram probability - probability of two words and rebuilding STM.
appearing next to each other in a sentence. WeAs seen in Figure 6, different translations of
use several syntactic relations such ss- the verb "pick” are chosen when it is used with
ject(noun, verh) object(verb, noun), attrib- nouns 'berries’, 'gift’ and ‘nose’.

2.6 Disambiguation

ute(adjective, nourgndattribute(noun, noun) [ b
We gathered a large corpus of Latvian texi bons 1353 ogas

from web content. We applied a shallow parse e DRans

on this corpus to get pairs of syntactically redate Zbktn pastsvEL strasties, notikt, kisties, maksst

words. The frequency of each unique pair we T MantN i e e s o

calculated. Frequency data were normalized - iR et apzagt, zaat StinkSkinat, spelat

get probability of syntactic pairs. We call the " a5, pupina, orauds, dolars

resulting data thesyntactic language model

. . ’ . lohn is picking berries.

(SLM) and use it for disambiguation. - — _ N
. John is picking a gift

In the syntactic tree of the target language w DZans izvelas davanu

have one or more Latvian language word sohn

mapped to every nOde (source Ianguage Wor( b‘_abﬁif, pastavet, atrasties, notikt, klaties, maksat

For every connected Latvian word pair in the tre "'E';'.,“.%tk, izmekier, izvelotios, kapat,

. g . cirst, knabt, knabat, urbinat, bakstit,
we find probability from the Latvian SLM. Now aprkrubinst, lasit, plake, plakat, =
we can disambiguate the syntactic tree by sele: L

ing those translations that give the highest prol ¥ )
ability for the whole tree representing the phrag!ehn s picking a gift

or the sentence. John is picking a nase

This SLM based disambiguation improves th _DEons R deguny
quality of the translation compared to the mos DB
primitive method of using just the first transla- picking oot strastiss, notikt, kiaties, makssr
tion from the dictionary. But the drawback of this it Kn 2l knabat rbingt bakeir,
method is usage of target language data only a ,Atmaket, apzagt, zagt, strinkSkinat, spelet
ignoring the source language text in disambigu: et L S
tion. g

~Jlohnis picking a nose

For Lithuanian disambiguation, we tried & " , _ , )
more advanced approach. We used an Eng”slﬁlgure 6. Disambiguation of meanings of the

Lithuanian dictionary with a large number ofWord ‘pick’in English-Latvian translation.
phrase translations. We applied shallow parsing
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translated phrase related to the selected source

At the end of the disambiguation process, thve\}/ord is returned together with translations of
parate words of the phrase.

target language syntactic tree contains only ong
target language word at each tree node. Tr
nodes have some morphological properties (e.g.,
tense for verbs, case and number for nouns) setCurrently the comprehension assistant is at the
during parsing and transfer phases. But there atage of a pilot project — all system components
just target language dependent properties whiane implemented and dictionaries for all language
must be set depending on the properties of otheairs are included. However, the level of
words and syntactic relations of words in the taphrase/sentence translation differs for different
get language. For example, in the Baltic lananguage pairs — currently it is better developed
guages, the noun and the adjective must agreefon Baltic languages (Latvian, Lithuanian) and
case, number and gender. This agreement is &sss developed for Estonian. For Estonian, cur-
tablished by agreement rules. rently only a small grammar has been developed,
and a rich set of Estonian syntax rules for this
system is being currently implemented. Also the
English and Russian translation directions are
more developed while for German and French
only the basic syntactic constructions are cur-
rently implemented.
.

2.7 Agreement

Achieved results and future work

Rule(N<-attr-A)

Child.Number = Parent.Number;
Child.Case = Parent.Case;
Child.Gender = Parent.Gender;
}
Figure 7. Agreement rule which assigns adjectiv
(A) child node properties of parent noun nod
(N): gender, case and number. de

-
de 230 personnes
230 personas

no, no, o, pie, ar, ar, no, no, no, pec  [1barde sans
personnes fz au Liban,
Through agreement rules, the agreement mo| = persana, cilvéks bre 'armée
ule passes properties from one word to other ai prés le

sets the missing morphological properties so th - TR 08 SOTT e I\Enﬁsiruﬂrice
all morphological properties are set and all worc I ENIT NS G0 2 U, R
in the phrase are in agreement.

Finaly, word form generation is applied acigure 8. French-Latvian phrase translation.
cording to the morphological properties of the
word. Quality of translation of phrases varies de-
pending on the complexity of the text. The sys-
tem can handle relatively simple phrases, but
The last phase is formatting of the resultindails dealing with texts from specific domains or

2.8 Output generation

phrase or sentence.

Wilniaus "Teo" komandos Zaidéja —
amerikieté Kathryno Novalas ir tolis
Zaisti tik naciond
atstovauti Lietuy|
posedZiavusi Pil
nerekomendavo
igimties tvarka s
pilietybe.

valstybiniu apdovanajimu
national award

valstybiniu

national, political, public, state
apdovanojimu

award, distinction, accolade, gong, decoration, prize
Pasak valstybésg
komisija primine ") 4 ETTIS CIETOvaT SPU RETA
apdovanota valstyblhiu apdovanojimu. Tuo tarpu Pilietybes
|statymas nenumato galimybés suteikti Lietuvos pilietybe uZ = Fut
tikétinus ar bisimus nuopelnus Bl

dealing with texts with complex grammar and
idiomatic meaning, like news headlines.

For test purposes, the gold standard for each
language pair is developed. It contains main syn-
tactic constructions for each language pair, as
well as some typical cases of word sense disam-
biguation are included. Tests of the system have
shown several weaknesses of the system. This is
the basis for future work on improvement of the
system.

One of the problems is proper nouns which are
not distinguished, therefore, they sometimes are

Figure 8. Translation from Lithuanian into Eng+ranslated with a standard dictionary and the ob-

lish.

tained translation does not match the context. In
future, we should improve the functionality of

The module returns translation results to thSroper noun recognition and they should be iden-

user according to the current position of thgfied and translated using special dictionaries.
mouse pointer on the source text. The largest
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Inguna Skadina, Andrejs Vasiljevs, Daiga Deksne, Raivis Skadin$ and Linda Goldberga

There is still a lot of work to be done to im-Daniel H Younger. 1967. Recognition and parsing of
prove the quality of the dictionaries. To improve context-free languages in timé. information and
translation quality, a revised dictionary is neces- €ontrol 10(2) 189-208.
sary which would meet usage-specific criteria. Andrejs Vasijevs, Jan&ikane, Raivis Skadi. 2004.

Quality of dictionaries is important but dic- Development of HLT for Baltic languages in wide-
tionaries alone can not solve ambiguity issues. ly used applicationsProceedings of First Baltic
The disambiguation algorithm should be im- Conference ,Human Language Technologies — the
proved and statistical data (syntactic translation Baltic Perspective;198-201, Riga, Latvia.
model) for disambiguator should be gathered
from a large scale parallel corpus.

During development, system tests on the gold
standard are performed; in future, evaluation of
the whole system is planned.
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Abstract

We introduce a method for the automatic
construction of noun entries in a semantic
lexicon. Using the entries already present in
the lexicon, semantic features are inherited
from known to yet unknown words along
similar contexts. As contexts, we use three
specific syntactic-semantic relations: modi-
fying adjective, verb-deep-subject and verb-
deep-object. The combination of evidences
from different contexts yields very high pre-
cision for most semantic features, giving rise
to the fully automatic incorporation into the
lexicon.

1 Introduction

Advanced tasks such as text summarization and
question answering call for tools that support the
semantic analysis of natural language texts. While
syntactic parsers have been intensively studied for
decades, broad coverage semantic parsing is a rela-
tively recent research topic. Semantic parsing aims
at constructing a semantic representation of a sen-
tence, abstracting from the syntactic form and al-
lowing queries for meaning rather than syntax. That
is, semantic relations between concepts are in the
focus of interest rather than syntactic relations be-
tween words and phrases.

A major current line of research for extracting
semantic structures from texts is concerned with
semantic role labeling. The FrameNet database
(Baker et al., 1998) provides an inventory of seman-
tic frames together with a list of lexical units as-
sociated with these frames. Semantic parsing then

means to choose appropriate semantic frames from
the frame inventory depending on the lexical con-
cepts present in the given sentence and to assign
frame-specific roles to concepts. A related task has
been defined as part of CoNLL 2004 (Carreras and
Marques, 2004). Here, machine learning methods
are used to learn a semantic role labeler from an an-
notated text to extract a fixed set of semantic rela-
tions.

If one aims at deep semantic parsing, a lexicon
containing semantic information about words and
concepts is a prerequisite. Building such a lexicon
is a time-consuming and expensive task. The acqui-
sition bottleneck is extremely thin in this area, as
lexicon entries tend to be rather complex. There-
fore, methods that are capable of automatically or
semi-automatically extending semantic lexicons are
highly needed to overcome the bottleneck and to
scale the lexicon to a size where satisfactory cov-
erage can be reached. In this paper, we present a
method that enlarges the number of noun entries in
the lexicon of a semantic parser for German.

1.1 Related Work

Extending a given lexicon with the help of a parser
relying on this lexicon can be viewed as a step of
a bootstrapping cycle: Lexicon entries of known
words are used to obtain entries for previously un-
known words by exploiting a parsed corpus.

Early bootstrapping approaches such as (Riloff
and Shepherd, 1997) were based on few seed words
of a semantic category and their nearest neighbor
contexts. Higher precision was achieved by sepa-
rating extraction patterns into two groups by (Roark

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)

NODALIDA 2007 Conference Proceedings, pp. 175-182
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and Charniak, 1998): Conjunctions, lists and ap-
positives being one and noun compounds being the
other. Since bootstrapping single categories of-
ten leads to category shifts in later steps, (Thelen
and Riloff, 2002) use an un-annotated corpus, seed
words and a large body of extraction patterns to dis-
cover multiple semantic categories like event or hu-
man simultaneously.

Another related research line is distributional
clustering to obtain semantic classes via similar con-
texts, e.g. (Pereira et al., 1993; Lin, 1998; Rooth et
al.,, 1999). Here, semantic classes are created by
the clustering method rather than assigned to pre-
defined classes in the lexicon; these works also em-
ploy the distributional hypothesis, i.e. that similar
semantic properties are reflected in similar (syntac-
tic) contexts.

Our setup differs from these approaches in that
we use a conceptual framework that covers all sorts
of nouns rather than concentrating on a small set of
domain-specific classes or leaving the definition of
the classes to the method. Moreover, we combine
three different context types; see (Hagiwara et al.,
2006) for a discussion on context combination for
synonym acquisition.

2 Semantic Lexicon and Parser

This section gives a brief outline of the semantic
parsing framework with respect to which our learn-
ing task is set up. The task is to automatically ex-
tend a semantic lexicon used for semantic parsing
by exploiting parses that have been generated on the
basis of the already existing lexicon. From these
parses we extract three types of syntactic-semantic
noun contexts which are then employed to classify
unknown nouns on the basis of classified nouns, as
explained in more detail in Section 3.

2.1 The MultiNet Formalism

The semantic parses we exploited for our experi-
ments comply with the MultiNet knowledge repre-
sentation formalism (Helbig, 2006). MultiNet repre-
sents the semantics of natural language expressions
by means of semantic networks, where nodes repre-
sent concepts and edges represent relations between
concepts. Each concept node is labeled by an el-
ement from a predefined upper-domain hierarchy of
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object [0]

concrete object [co]

discrete object [d]

substance [s]

abstract object [ab]

attribute [at]

measurable attribute [oa]
non-measurable attribute [na]
relationship [re]

ideal object [io]

abstract temporal object [fa]
modality [mo]

situational object [abs]

dynamic situational object [ad]
static situational object [as]
quantity [gn]

unit of measurement [me]

house, apple, tiger
milk, honey, iron

weight, length

form, trait, charm
causality, similarity
Jjustice, category
Easter, holiday
necessity, permission

race, robbery
equilibrium, sleep

kg, meter, mile

Table 1: Part of the MultiNet sort hierarchy relevant
to concepts expressed by nouns

45 ontological sorts such as ‘discrete object’ (d), ‘at-
tribute’ (at), and ‘situational object’ (abs) (see Ta-
ble 1) and various so-called layer features indicat-
ing facticity, quantification, and referential determi-
nation among other things. In addition, MultiNet
comprises about one hundred semantic relations in-
cluding a set of semantic case roles such as AGT
(agent), AFF (affected object), MEXP (mental ex-
periencer) as well as relations for expressing causa-
tion, implication, temporality, and so on. The reader
is referred to (Helbig, 2006) for a detailed account
of the MultiNet paradigm.

2.2 Semantic Parser

The parsed German corpora used in our experiments
have been produced by the syntactic-semantic parser
described in (Hartrumpf, 2003). This parser, which
has been successfully employed for information re-
trieval and question answering tasks (Hartrumpf,
2005), relies on the computational lexicon HaGen-
Lex (see below) and has components for word sense
disambiguation, compound analysis, and corefer-
ence resolution. In addition to MultiNet structures,
the parser also generates syntactic dependency trees.

The semantic structures produced by the parser
depend essentially on the semantic roles specified in
the valency frames of the HaGenLex entries. Work-
ing with these semantic parses enables us to inves-
tigate specific syntactic-semantic contexts of nouns
with respect to their potential to act as indicators for
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Name Meaning Examples

+ —
ANIMAL animal fox person
ANIMATE living being tree stone
ARTIF artifact house tree
AXIAL object with distinguished axis pencil sphere
GEOGR  geographical object the Alps  table
HUMAN  human being woman  ape
INFO (carrier of) information book grass
INSTIT institution UNO apple
INSTRU  instrument hammer lake
LEGPER juridical or natural person firm animal
MENTAL mental object or situation pleasure  length
METHOD method procedure book
MOVABLE object being movable car forest
POTAG potential agent motor poster
SPATIAL object with spatial extension table idea
THCONC theoretical concept category fear

Table 2: Set of 16 binary semantic features

the semantic sort of the nouns. In the experiments
described in the following, we focus on the argu-
ment position a noun takes in the valency frame of a
verb, thereby abstracting from the specific semantic
role of the argument. Though attractive in principle,
preliminary investigations have indicated a sparse-
data problem for specific semantic roles.

2.3 The Lexicon HaGenLex

In our experiments, we use part of the computa-
tional lexicon HaGenLex (Hagen German Lexicon)
as training data. HaGenLex contains about 25,000
German lexical entries (13,000 nouns, 7,000 verbs)
with detailed morphological, syntactic, and seman-
tic specifications (Hartrumpf et al., 2003). The se-
mantic specification of HaGenLex entries rests on
the MultiNet formalism, that is, every entry is as-
signed with an ontological sort of the MultiNet sort
hierarchy and all valency frames are equipped with
MultiNet case roles.

In addition, the noun entries in HaGenlLex are
classified with respect to 16 binary semantic fea-
tures such as ANIMATE, HUMAN, ARTIF(ICIAL),
and INFO(RMATION); see Table 2 for the full list.
The features and ontological sorts are not inde-
pendent of each other; e.g., HUMAN:+ implies
ANIMATE:+, ARTIF:—, and sort d (discrete object).
To prevent inconsistencies, the possible combina-
tions of semantic features and ontological sorts are
explicitly combined into complex semantic sorts.
Figure 1 shows two examples of such combined

art-substance con-info
SORT s SORT d
ANIMATE — ANIMATE _
ARTIF + ARTIF +
INFO - INFO +
MOVABLE  + MOVABLE  +

Figure 1: Two examples of complex semantic

sorts: art-substance (artifical substance) and con-
info (concrete information object).

sorts: art-substance (artifical substance), e.g., pa-
per, beer, and con-info (concrete information ob-
ject), e.g., poster, certificate. In total, there are 50
complex semantic sorts; Table 7 lists the 15 most
frequent of them in our training data. Since not all
of the complex semantic sorts are specified with re-
spect to every feature and because of the ontological
sort hierarchy, there is a natural specialization hier-
archy on the set of complex sorts.

3 Method

The goal of our experiments is to assign complex
semantic sorts to unknown nouns. To this end, we
separately train binary classifiers for the ontological
sorts and semantic features and combine their results
in a second step to a complex semantic sort, if pos-
sible. Since we use 16 features (Table 2) and 17
sorts (Table 1), this leads to 33 binary classifiers. It
should be mentioned that certain classifiers show a
fairly strong bias with respect to their distribution
within the noun entries of HaGenLex, which in turn
gives rise to some unwelcome effects for the respec-
tive training results. The bias is here defined as the
proportion of the more frequent of the two classes.

3.1 Data and Data Structure

Following the distributional hypothesis (Harris,
1968), nouns in a similar context can be assumed
to share semantic properties. In our experimental
setup, the context of each noun consists of one co-
occurring word in a specific relation. These context
elements are adjectives or verbs in their respective
base form. They are automatically disambiguated
by the parser if multiple polysemous meanings are
present in the lexicon. (The different meanings are
indicated by numbers attached to the base form; cf.
Figure 2.) In the case of verbs we further distinguish
between the different argument positions taken by
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weltverbesserer.1.1HUMAN :+|

P

individualist.1.1 HUMAN:+|

e 4\ atheist.1.1 HUMAN :+|
jazz.1.1 HUMAN:—‘

)

mensch.1.1 HUMAN 7 |
maler.1.1 HUMAN:? |

Figure 2: Small sample data for German verb-
deep-object relations. Connections indicate co-
occurrence in the data.

the noun in the valency frame of the verb. For sim-
plicity, we restrict ourselves to the first two argument
positions, henceforth referred to the deep-subject
and the deep-object position, respectively. Notice
that according to this terminology, the grammatical
subject in passive voice coincides with the deep ob-
ject.

Pairs of context elements and nouns are aligned
in a bipartite graph where known nouns are con-
nected to their context elements which in turn are
connected to unknown words, as shown in Figure 2.
Before the algorithm starts, a profile of context el-
ements for each noun is extracted from a corpus,
which was parsed with the semantic parser described
in Section 2.2. It states how often a noun co-occurs
with its context elements. We used a corpus of
3,068,945 sentences obtained from the Wortschatz
project (Biemann et al., 2004), consisting mainly
of contemporary newspaper texts. The parser has
a coverage of 42% on this corpus.

3.2 Algorithm

After initialization, the algorithm runs with one spe-
cific context type (adjective, deep-subject, or deep-
object) at a time. For each context type the process
is carried out for all 33 classifiers. (The combination
of all context types into one bipartite graph produced
worse results in preliminary experiments.) The algo-
rithm’s core loop alternates between two phases:

1. Training: Each context element gets assigned
probabilities that express how indicative this
word is for both the positive and the negative
class of the classifier in this run. The probabil-
ity is calculated by dividing the frequency dis-
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tribution of each class by the total number of
nouns in that class, followed by a normaliza-
tion step per context element.

2. Classification: New classes are assigned to un-
classified nouns by multiplying the normalized
class probabilities of all context elements class-
wise from their profiles of context elements.
Class probabilities are multiplied only from
context elements that had occurred in a profile
of a known noun. New nouns get the class with
the highest resulting probability.

This alternation of profile calculation and clas-
sification is iterated in a bootstrapping fashion. A
difference to other bootstrapping methods like those
mentioned in the introduction is that the algorithm
only iterates about five times, classifying about 95%
of all new nouns during the first iteration. The class
profiles are updated based on the new classifications
and the cycle starts again unless no new nouns are
classified. Figure 3 shows the algorithm in pseudo
code.

Initialize the training set;

While (new nouns get classified) {

Calculate context element profiles;
For (each unclassified noun n) {
Multiply class probabilities
class—-wise;
Assign class with highest
probability to noun nj;

}

Figure 3:
pseudo code

Algorithm for noun classification in

Modification of the algorithm is possible by in-
troducing a threshold o for the minimum number
of context elements a noun has to co-occur with in
order to be assigned their class. Several experiments
proved & = 5 to be a good heuristics. With fewer ev-
idence precision drops significantly and with higher
numbers recall drops without a gain in precision. In
the next section, we will illustrate the algorithm with
an example classification.

3.3 Example

For a small demonstration we use the data depicted
in Figure 2. First the distribution of classes per con-
text element is calculated as shown in Figure 4a.
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) | Context element || HUMAN:+ | HUMAN:—

4 werden. 1.2 3 0
lieben.1.1 2 1

b)
werden. 1.2 3/3 0/1
lieben.1.1 2/3 1/1

c)
werden. 1.2 1 0
lieben.1.1 0.4 0.6

Figure 4: Stepwise calculation of class probabilities
per context element for classifier HUMAN.

Then the distribution is divided by the total number
of nouns in that class (Figure 4b). Finally, the rel-
ative frequencies are normalized to one per context
element; e.g., for lieben.1.1:

- 42/3251/’1 =2/5=04
Figure 4c shows the resulting probability vectors.
Now the other nouns get classified by combining the
probabilities of co-occurring context elements: For
mensch. 1.1 the probabilities are: P(HUMAN:+) = 1
and P(HUMAN:—) = 0, so mensch. 1.1 is HUMAN:+
with high confidence. The case for maler.1.1 is
a bit more difficult because it co-occurs with two
different context elements, whose probabilities are
multiplied class-wise: P(HUMAN:+) =1-0.4=0.4
and P(HUMAN:—) =0-0.6 = 0. So maler.1.1 also
gets the class HUMAN:+ because werden.1.2 does
not occur with a HUMAN:— noun. Notice here that
the verb berraschen.1.1 could not be used since it
has not yet appeared in any profile of a known
noun. This changes in the next iteration, as now
berraschen.1.1 appears in the profile of the newly
classified maler.1.1. Further notice that werden.1.2
with probability 0 for HUMAN:— prevents maler.1.1
to ever get this characteristic. Smoothing, i.e. as-
signing small minimum probabilities for all classes
did, however, not affect the results much in previous
experiments and was therefore not undertaken.

P(HUMAN:+)

3.4 Building Complex Semantic Sorts

After bootstrapping the 33 binary classifiers, their
outcomes can be used to build complex semantic
sorts. Previous experiments showed significantly
better results for single characteristics than execut-
ing the method directly on the 50 complex semantic

sorts introduced in Section 2.3. The results of the
binary classifiers for a given noun are combined as
follows:

(1) Determine all complex semantic sorts whose
semantic features and ontological sorts are
compatible with the results of all binary clas-
sifiers.

(2) From the results of (1) select those sorts that
are minimal with respect to the specialization
relation defined on the set of complex semantic
sorts (see Section 2.3).

(3) If the set determined in (2) contains exactly one
element, then assign this semantic sort to the
given noun, otherwise refuse a classification.

3.5 Combination of Context Types

While past experiments on extending HaGenLex
(Biemann and Osswald, 2006) have solely been con-
ducted with modifying adjectives as context ele-
ments of nouns, the present study also investigates
verb-deep-object and verb-deep-subject relations. It
is thus possible to combine the results of different
context types. In our experiments, the combination
is carried out two ways: In a lenient setting, only
those nouns are left in, which were assigned the
same class (positive or negative) of the same clas-
sifier at least twice during the experiments with ad-
jective, deep-subjects and deep-objects. In a strict
setting, classifications in all three context types had
to agree.

By combining the results from different context
types we gain stronger evidence for each character-
istic, possibly at the cost of losing recall. Since we
aim rather at producing correct entries in the lexicon
than a bulk of wrong ones, precision is the primary
measure to optimize here.

4 Experiments

After parsing the corpus with the semantic parser,
we extracted the following numbers of different co-
occurrences for each context type:

430,916 verb-deep-subject
408,699 verb-deep-object
450,184 adjective-noun
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[ Contexttype || Bias | Prec. | Rec. [max.Rec.] Sem. feature Strict comb. Lenient comb.
adjective-noun || 0.841 | 0.927 | 0.122 | 0.390 orontol. sort || Prec. [ Rec. [ Prec. [ Rec.
verb-d-subject 0.850 | 0.967 | 0.111 0.339 HUMAN 0.997 0.143 0.969 0.273
verb-d-object 0.837 | 0.973 | 0.094 0.292 GEOGR 0.982 0.136 0.908 0.257

SPATIAL 0.988 0.123 0.943 0.263

. .. . LEGPER 0.997 0.141 0.970 0.275

Table 3: Average bias, precision, recall and maxi- INSTIT 0995 10172 0972 1 0289

mally possible recall of three context types (& = 5). ANIMAL 0996 | 0.179 | 0.985 | 0.298

POTAG 0.995 0.138 0.969 0.274

Context type H Precision ‘ Recall ‘ MOVABLE 0.967 0.120 0.900 0.249

— ANIMATE 0.996 0.141 0.970 0.274

adjective-noun 0.845 0.319 INFO 0967 | 0.129 | 0.874 | 0.243

verb-d-object 0.891 0.292 THCONC 0944 | 0.115 | 0.849 | 0.238

- METHOD 0.997 0.179 0.983 0.300

verb-d-subject 0878 | 0248 AXIAL 0964 | 0.123 | 0904 | 0.251

MENTAL 0.986 0.159 0.948 0.278

Table 4: Results with o = 1 as a preparation for con- INSTR 0.981 | 0.143 | 0918 | 0.263

. . ARTIF 0.926 0.092 0.817 0.217

text type combination.

d 0.980 0.121 0.927 0.257

na 0.996 0.176 0.977 0.297

. c - b. 0.970 0.117 0.907 0.253

For evaluation we used 10—f01d—cross—vahf12.1t10n on 2; 0998 1 0.182 1 0988 | 0304

11,100 HaGenLex nouns, where the partition was ta 0.989 | 0.157 | 0.959 | 0.279

ensured to retain class distribution. co 0988 | 0.123 | 0.943 | 0.263

ab 0.989 0.124 0.945 0.262

4.1 FExperiments s 0.992 0.165 0.965 0.288

: p oa 0.996 0.176 0.980 0.295

Table 3 shows the arithmetic means of all 33 char- o 0.927 | 009 | 0825 | 0.224

.. d thei . bi . . [ 1.000 0.191 0.998 0.316

acteristics an. their respectlve 1as, precision, re- e 1,000 1 0.191 0.998 0316

call and maximally possible recall for each context qn 1.000 | 0.191 | 0.998 | 0.316

type. Note that the maximal recall is bounded by ad 0960 | 0.120 | 0.891 | 0251

the relatively small intersection of known nouns in a 0991 | 0.164 | 0.956 | 0283

y : _ re 1000 | 0.197 | 1.000 | 0322

the database and nouns in the particular part of the as 0.947 | 0.125 | 0.860 | 0.242
COrpus. [ Average [[ 0982 [0.147 [0.939 [0273 |

The results clearly demonstrate the superiority
of verbal contexts in this approach, improving pre-
cision by 5% as compared to adjective modifiers
and not supporting the findings of (Hagiwara et al.,
2006), where the modifier relation was reported to
perform best on a related task. Bootstrapping on
pairs of verb-deep-object co-occurrences shows a
precision of 97.3% averaged over all characteristics.

Nevertheless it seems promising to combine the
classifier results from different context types by the
methods described in Section 3.5 to classify new
nouns more correctly. In this setting, the parameter
a was reduced from 5 to 1, that is, only one con-
text element is sufficient for new nouns to be clas-
sified. The average results for these single context
bootstrapping runs are listed in Table 4. Precision is
much lower in these experiments because of the pa-
rameter setting. The main objective is a high recall,
since high precision is supposed to be created by
the combination of these results as described in Sec-
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Table 5: Precision and Recall for the combination of
classifications using different context types.

tion 3.5. The outcome of this process is displayed in
Table 5, yielding mostly higher precision and higher
recall values than the results of using only a single
context type.

Evaluating the combination to complex semantic
sorts, the verb-deep-subject contexts gives the best
results, as Table 6 indicates. The lenient combina-
tion’s recall is almost twice as high, but falls short
on precision. Notice that in this case average val-
ues are not obtained by the arithmetic mean of all
semantic sorts, but by the total number of correctly
and falsely identified nouns.

Table 7 shows the cross-validation results for as-
signing complex semantic sorts for the 15 most fre-
quent sorts in the 11,100 noun sample. Examples
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Context type H Recall \ Precision
adjective 0.039 0.684
deep-object 0.049 0.758
deep-subject 0.057 0.872
lenient combination || 0.113 0.772
strict combination 0.059 0.752

Table 6: Recall and precision of complex semantic
sorts, with o = 5 for single context types and o = 1
for combinations

Complex sort i # [ %Rec. [ %Prec. |

nonment-dyn-abs-situation 2752 12.83 88.92
human-object 2359 20.26 94.65
prot-theor-concept 815 1.23 62.50
animal-object 593 0.84 | 100.00
ax-mov-art-discrete 568 1.06 60.00
plant-object 445 0.22 25.00
nonment-stat-abs-situation 378 1.32 62.50
nonmov-art-discrete 191 3.14 40.00
nonax-mov-art-discrete 174 0.57 16.67
mov-nonanimate-con-potag 159 1.89 50.00
abs-info 148 473 53.85
art-substance 147 1.36 50.00
tem-abstractum 143 1.40 | 100.00
art-con-geogr 138 1.45 28.57
nat-substance 130 1.54 25.00

Table 7: Complex semantic sorts, number of nouns
in the initial set, recall and precision.

for the largest group of non-mental dynamic situa-
tions are wettbewerb.1.1 (‘competition’), zusamme-
narbeit.1.1 (‘co-operation’), apokalypse.1.1 (‘apoc-
alypse’) or auﬂdi};%ung.l.Z (‘elucidation’). Only
four semantic sorts have a precision above 75%.
Recall is only satisfactory for two sorts. In total,
1,041 new nouns (i.e. not listed in the lexicon be-
fore) were classified. Various sorts cannot success-
fully be identified with this method or the used set-
tings. The following list shows all semantic sorts
that have not been assigned to any nouns, even
though they occurred more than 100 times in the
initial set of 11,100 nouns: nonoper-attribute, ment-
stat-abs-situation, nat-discrete and prot-discrete.
While the number of new nouns for which a com-
bination to complex semantic sorts was possible is
not very satisfying, there seems to be room for im-
provement by exploiting the binary characteristics
in a more sophisticated way than by the straight-
forward algorithm described in Section 3.5. The

combined run on the three context types, on which
this combination to semantic sorts is based, created
125,491 new single binary characteristics for 3,755
nouns not in the lexicon. It should be possible to
improve this number by using a larger corpus.

4.2 Discussion of Results

The presented experiments use fine grained binary
features rather than complex semantic sorts as in
most other works. Evidence from different relations
improves results to an average of 98.2% precision
for binary characteristics, with most characteristics
above 99% (see Table 5). If the time consuming
work of creating a reasonably small lexicon of nouns
and their binary characteristics is done once, our al-
gorithm can then be used effectively to increase the
lexicon size.

However, some classes with a skewed distribution
(bias above 0.8) have the problem of not assigning
the smaller class correctly. Almost half of the 33
characteristics have this problem in bootstrapping
runs over single context types. With the strict and
lenient combination the problem is alleviated since
the few wrong classifications rarely occur twice.

In an environment where incomplete semantic
specifications are allowed in the lexicon some char-
acteristics can be incorporated without supervision.
If precision is the only concern and a small recall
is acceptable then only nouns with three identical
values (98.2% precision, 14.7% recall) should be
used, whereas results with two identical values re-
turn more new nouns (27.3%) with a slightly lower
precision of 93.9%. These results cannot be used
successfully in the subsequent combination to com-
plex semantic sorts. This is due to the fact that for
each separate characteristic, many classified nouns
are different, not producing enough overlap. Thus,
the recall for some characteristics drops in both the
lenient and the strict combination. The same ac-
counts for the newly defined nouns and their binary
characteristics.

Lastly, in case complex semantic sorts are re-
quired for the lexicon, the best results can be ob-
tained by using the outcome of bootstrapping on
verb-deep-subject relations as Table 6 indicates.
Here, an average precision of 87.2% for all kinds of
semantic sorts is still an improvement over previous
methods.
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5 Conclusion

This paper investigates the extension and improve-
ment of the lexical acquisition approach as presented
in (Biemann and Osswald, 2006). New relations
such as the ones between a verb and its arguments
have been utilized as input and have shown a signif-
icantly higher precision than modifying adjectives.

By using only nouns that were identified as hav-
ing the same class in three different context types,
we got a precision of 98.2% averaged over all bi-
nary semantic characteristics, with a recall of 14.7%.
However, the maximally possible recall is bounded
by the corpus and is at around 36% for the single
context types.

We showed that by creating complex semantic
sorts with the help of binary characteristics, new
nouns from different kinds of sorts can be identi-
fied with a precision of about 87%. Finally, the high
amount of single characteristics obtained for yet un-
known nouns renders this approach very useful for
lexical acquisition.
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Abstract

Totally unordered or discontinuous com-
position blows up chart size on most set-
ups. This paper analyzes the effects
of total unordering to type 2 grammars
and simple attribute-value grammars (s-
AVGS). In both cases, charts turn ex-
ponential in size. It is shown that the
k-ambiguity constraint turns charts poly-
nomial, even for s-AVGs. Consequently,
tractable parsing can be deviced.

authors have proposddtally unordered grammars
in face of free word order phenomena that involve
discontinuous constituents. Dowty (1995), origi-
nally published in 1989, is often cited as the original
source.

This paper is structured as follows: Sect. 2 de-
fines type 2 grammars and s-AVGs, and their totally
unordered pendants. Sect. 3 establishes bounds on
chart size for these kinds of grammars. Charts for
totally unordered grammars are shown to be worst
case exponential. In reply to this, Sect. 4 intro-
duces thé-ambiguity constraint, which turns totally

unordered charts polynomial again. Of course this

1 Introduction means that polynomial time parsing can be deviced.

It is common knowledge among linguists that in2 Grammars and total unordering
many languages, the daughters of syntactic con- i i i
stituents can be locally reordered with little or noOur f'_rSt task is to properly define the grammars in
effect on grammaticality. Certain languages — ofluestion:

which Dyirbal and Warlpiri are often-cited mem-2 1 Type 2 grammars

bers, but that also include Estonian and Finnish Definition 2.1 (Type 2 grammars) G —
exhibit a much more radical form of unordering, the !

kind of unordering that has made linguists proposéN’ T P.’ {53) 'S a type 2 grammar iff every
p " production rule inP is of the form
crossed brances” analyses, e.qg.

s A — w

T whered € N andw € {N UT}.

NP vP Definition 2.2 (Derivability). For a type 2 grammar
G andwy,ws € (N UT)*, w1 =1 wy iff there is
Lisa John loved aA — ¢ € P and there are),1 € (NUT)*

yielding love(John, Lisa). The Finnish transla- Such thator = ¢1Ays andwy = 91¢vn. =1
tion is Liisaa Jussi rakasti All six permutations of (the derivability relation) is the reflexive transitive
this sentence are grammatical. Closure of=.

Unordered grammars have been suggested in fabefinition 2.3 (Type 2 languages)The language of
of intra-constituent free word order. Similarly, a fewa type 2 grammaf is defined as

Joakim Nivre, Heiki-Jaan Kaalep, Kadri Muischnek and Mare Koit (Eds.)
NODALIDA 2007 Conference Proceedings, pp. 183-190
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L(G) {zeT*: S = x}.

Definition 2.4 (Chomsky normal form) A type 2
grammarG = (N, T, P,{S}) is in Chomsky normal

form iff each production has one of the foIIowmg

forms:
e A— BC
e A—a
e S —e¢

wherea € T'andB,C € N — {S}.

Definition 2.10 (s-AVS). An s-AVS A is defined
over a signaturéAttr, Atms, p), wherep : Attr —
2Atms, such thatA € Attr — 2A'™s andVa <
OM(A).A(a) € p(a).
Definition 2.11 (s-AVG). An s-AVG is a 5-tuple
G = ((Attr, Atms, p), AttrPerc, T, P, {S}), where
AttrPerc C Attr, p : Attr — 2™ S is an s-AVS,
and every production rule iR is of the forma — w;
orag — a1 ...a, Wheren > 2, «; is an s-AVS, and

(1) Ya € DOM(cvg) N AttrPerc.V1 <i < n.f €
DOM(c;) A ai(a) = ap(a)

Example 2.5. Consider the type 2 grammar with
rulesS — aXblab,X — aXblab. The Chomsky
normal form of this grammar is obtained by addmg
the rulesA — a, B — b and by reducing the length
of the S, X-rules. Consequently?’ now includes:

wherea(a) is the value ofz in the s-AVSa with

a(a) € pla).

Intuitively, the AttrPerc features are agreement
features whose values percolate up the tree if defined

S — AT|AB T — XB

X — AT|IAB A — a

B — b
Lemma 2.6 (Equivalence of normal forms)Say
G = (N,T,P,{S}) is a type 2 grammar. There
is an algorithm to construct a grammat’
(N',T,P',{S"}) in Chomsky normal form that is
weakly equivalent t6-.

Proof. See Sudkamp (2005, 122-3). O

2.2 Totally unordered type 2 grammars

Definition 2.7 (Totally unordered type 2 grammars)
G = (N,T,P,{S}) is a type 2 grammar iff every
production rule inP is of the form

A — w
whereA € N andw € {N UT}*.

Definition 2.8 (Derivability). If A == w andw’ €
permute(w), thenA ==, o',

Definition 2.9 (Totally unordered type 2 languages)

for every level of it.

Example 2.12. Consider the  grammar
G1 (({CAT,PLU,PER}, {s, up, np, v, n,
1,2,8,+,—}, p), {PLU,PER}, {I, men, John,

sleep, sleeps}, P, S) wherep is the specification of
appropriate values of attributes:

p(CAT) {s,vp,np,v,n}
p(PER) = {1,2,3}
p(PLu) = {+,—}

andP is the set of production rules:

[CAT%—» [CATnp}[CATvq [CATV@—» [CAr{
[CATné}e [CATH} CAT N |
_
PER1
CAT N CAT N
—  men
PLU + PLU- [— John
PER3
CATV | CAT V
—  slee
PLU+ P PLU-|— sleeps
PER3

The language of a totally unordered type 2 grammar (1) applies to the subset of attributésLu,PER}.

G is defined as

L(G)
2.3 s-AVGs

{xeT": 5=z}

The start symbol i :|caT s]- The grammar gener-
ates exactly the sentences:

(2) Isleep.

s-AVGs are defined over simple attribute-value

structures (s-AVSSs):

184

(3) Men sleep.

(4) John sleeps.
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Definition 2.13 (Subsumption) An s-AVS o sub-  (b) (;B;,j+1 Cx € N, andA — BC) = (;A; €
sumes an s-AVY (o C f) iff Va.DOM(a).a(a) = Ny N A — iBjj+1C) € P,)

B(a).

Definition 2.14 (Derivability). Say G

((Attr, Atms, p), AttrPerc, T, P,{S}) is an s-
AVG. If P contains a productiodd — w, then for
any ¢1, g, 1A'y =3 ¢y if A T A’ and
wCw. :*>3 is the reflexive, transitive closure of

Example 3.3. Consider aabb-grammar of the
Chomsky normal form grammar in Example 2.5.
First T, = {a1,a9,b3,b4}. By (a), the terminal
rules are constructed; A1 — a1, 245 — a9,
3Bs — b3, and, B4 — bs. Nonterminal binary rules
can now be constructed:

—>3.

f'3 L I he | 253 — 2A23B3  2X3 — 242383
Definition 2.15 (s-A\_/G anguages) The language 0Ty — 9X34Bs  1X4 — 14127
of an s-AVGG is defined as 1Sy — 1A1oTy

. Naaky = {141,242,3B3,4B4,253,2X3, 274,
L(G) = {x2eT*:35.83SNS =3z} 1 X4, 154}
2.4 Totally unordered s-AVGs Our construction of7,, gives us two sets of pos-
Call totally unordered s-AVGs u-AVGs. sible interest)N,, and P,,. It is easy to see that
’I’L2 n

Definition 2.16 (u-AVG). A Uu-AVG is a 5-tupleG = INol <IN (57)
((Attr, Atms, p), AttrPerc, T, P, {S}). where |w| = n. In our example above this

* — 4x5
Definition 2.17 (Derivability). If A =5 w and @mMOUNts tdNaas| =9 <4 x =2 = 40.
W € permute(w), thenAd == o', The chart size is bounded bg,,| + n.
Remark2.18 (1) means that no Chomsky normallémma 3.4(Chart size) SayG is a type 2 grammar
form can be obtained for s-AVG or u-AVG. in Chomsky normal and € T*. It now holds that
Cawl < (INo| x n x [N|?) + (IN] x 1) + n.

3 Bounds on chart size Proof. Eachw-nonterminal (V,,| many) has at most

3.1 Type 2 grammars two daughters, and x |N| nonterminals are non-
branching. Since there are at masways to split up
the span of a branching terminal in two, and at most

V\JN\Q variable combinations for the two daughters,
((IN,]) x n x |N|2 + (n x |N])) is clearly an upper
bound on P,|. Infact, the result is suboptimal, since

Proof. SinceG is in Chomsky normal form, there the, X;-nonterminals count twice. O

are only two kinds of production rules: Any deriva-

tion of w of lengthn needs:— 1 binary applications,

andn unary ones, i.e. of non-branching rules. Ther

aren many terminals. Consequently, the derivatiory Totally unordered type 2 grammars
structure is at mosin — 1. O

Lemma 3.1(Size of derivation structure)SayD =
(V. e) is a derivation structure fow, G whereG is
a type 2 grammar in Chomsky normal form. It no
holds that|V| < (3n — 1).

The number of trees with leafs isC,,_; (the
gatalan number).

Lemma 3.5(Size of derivation structure)SayD =
Definition 3.2 (w-grammar) Say you have a (V,e) is aderivation structure fow, G whereG is a
type 2 grammar in Chomsky normal fordd = totally unordered type 2 grammar in Chomsky nor-
(N,T, P,{S}) and some string; . ..w,. Construct mal form. It now holds thafi’| < (3n — 1).
G, = (N, T,, P,,{15,}) such that

T, = A{wi,...,wn}
and, recursively

Proof. Similar to the proof of Lemma 3.1. O

Definition 3.6 (w-grammar) Say you have a to-
tally unordered type 2 grammar in Chomsky normal
formG = (N, T, P,{S}) and some string ... wy,.

a ; € T,andA ; € P) = (jA; €
@ ( Y ) ( Construct,, = (N, T, P,,,{S}) such that

N, and;A; — w; € Pw)
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Tw = {wl, . ,wn} (b) (i[al]j,jﬂ Oég]k, ceym—1 [Oén]m S
and, recursively N,, and|ayg] — [ ][ab] ... o) €
Pandvl < ¢ < nfo] C [of] V[ T
(@) (w; € T,andA — w; € P) = (A € [i]) = (lwlm € No A ilaolm  —
Nw andA{Z} — w; € Pw) [al]j7j+1 [OQ]ky ceeom—1 [an]m S Pw)
(b) (By,Csxy € NyandX NY = fandA — | introduce square brackets to enhance readability,
BC) = (Asuyy € N, A Asusy — By Cyy € i.e. to separate daughter tags from positions. Posi-
P,) tions are outside brackets.

: . We no longer have a sg¥| to measure chart size.
Lemma 3.7 (Chart size, upper boundfaydG is a . :
( PP pay The set of possible category structuresiisnst*".

totally unordered type 2 grammar in Chomsky nor- . . L
mal andw € T*. It now holds that|Ce.| < However, by inspection of our definition aof, a

INLIZ % n2 x |[NJ2) + (n x |N|) + . tighter bound is obtained:

. ) N, < |P| x (nn
Proof. There aren? ways to split up a sequence in N = PP (55)
two discontinuous parts. 0 Unfortunately, no such bound can be placed on

|P,|. The reason is, of course, that productions
Z‘[Oé()]m — Z’[Oél] [Oén]m, and nOti[ao]m —
Lemma 3.8 (Chart size, lower bound)SayG is a ;[¢]. .. [a;,], are recorded in Definition 3.10.
totally unordered type 2 grammar in Chomsky nor{ emma 3.11(Chart size) SayG is an s-AVG and
mal andw € T*. Itnow holds tha{Cc..|  O(n*), o, ¢ T*. It now holds thalCg.,| < (IN.| x n x
i.e. chart size is exponential. | Atms|/Atr1XEY 1 (|P| x n) +n, if G do not contain

Proof. It is easy to see this. You only need to con/"-&ry rules such thatn > k.

sider the upper bound ofiV,| in the totally un- pyoof. Compare the situation to Lemma 3.4.
ordered case: |Atms|Attr<F is the number of combinations of
IN,| < |N|x2° daughter categories irary productions. 0

O 3.4 Totally unordered s-AVGs

33 S-AVGs The upper bound on derivation structions in the to-
' _ o tally unordered case is the same as for s-AVGs.
Lemma 3.9(Size of derivation structure)SayD = grammars for u-AVG are built analogously te-

(V,e) is a derivation structure fow, G whereG is  grammars for totally unordered type 2 grammars. It
an s-AVG. It now holds th&V! S 3n—1x (‘Attl" + is easy to see that:

1).

) N, < |P|x2"
Definition 3.10 (w-grammar) Say you have an .

s-AVG G = ((Attr, Atms, p), AttrPerc, T, P, {S}) It now holds:

and some string wi...wp,. Construct Lemma 3.12(Chart size) SayG is an u-AVG and
G, = ((Attr,Atms,, p), AttrPerc, T,,, P, {1S,}) w € T*. It now holds thaiCg .| < (|N,| x n x
such that |Atms|/AtIXEY (| P| x n) 4 n, if G do not contain

-ary rules such thatn > k.
T, = {wi,...,wn} m-ary =

. In sum,
and, recursively

Theorem 3.13. Totally unordered 2 grammars, s-
(@ (w]; € T,anda — [w]; € P) = (;la]; € AVGs and u-AVGs have worst case exponential
N, and;[a]; — [w]; € P,) charts.

This leads us to consider complexity and genera-
tive capacity.
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3.5 Complexity and generative capacity manya’s or b's or so on, and extends into all pos-
Consider the universal recognition problem: sible vertices. Since the grammar and input string
can be constructed in polynomial time from an un-
derlying vertex cover problentk, V, E), universal
recognition of UCFG must be at least as hard as

Definition 3.14 (Universal recognition) Universal
recognition is the decision problem:

INSTANCE: A grammag and a stringo. solving the vertex cover problem. Since the vertex
QUESTION: Iswinthe language denoted  cover problem is NP-complete (Garey and Johnson,
by G? 1979), the universal recognition problem for totally

Lemma 3.15((Barton, 1985)) The universal recog- unordered type 2 grammars is accordingly NP-hard.

nition problem for totally unordered type 2 gram-It is easy to see that it is also in NP. Simply guess
mars is NP-complete. a derivation, polynomial in size by Lemma 3.5, and

_ ~_evaluate it in polynomial time. O
Proof. The vertex cover problem involves finding

the smallest sdt” of vertices in a graply = (V, £) Lemma 3.16. The universal recognition problem
such that every edge has at least one endpoint in tH¥f S-AVGs is NP-complete.

set. FormallyV' CV :V{a,b} e E:a € V'Vbe
V'. The problem is thus an optimization problem
formulated as a decision problem:

Proof. The 3SAT problem is a variant of the sat-
isfiability problem of propositional logic for con-
junctions of clauses of three literals, eV p Vv

INSTANCE: A graphG and a positive p A —pV —pV —pis not satisfiable in any model.
integerk. Its complexity is the same as its older sister's: It

QUESTION: Isthere a vertex cover of size  is NP-complete. It is relatively easy to code this
kL or less forG? problem up in s-AVG. The details are left for the

reader.Hint: Introduce agreement features for truth
Say k= 2V = {abcdhE "~ assignments and build ternary phrases that ensure at
{(a,¢), (b,¢), (b, d), (c,d)}. One way to obtain a |56t gne propositional variable in the original prob-
vertex cover is to go through the edges and underllqgm is true. SinceAttrPerc must percolate by (1),

onle endpoll_nt of each edge. If yolu can do that a u need four rules for each propositional variable
only underline two vertex symbols, a vertex Covejy,e and false for with and without negation). It

has begn found. Singd| = 4, this is equivalent follows that the universal recognition problem for s-
to leaving two vertex symbols untouched. Conseéa s js Np-hard. It is easy to see that it is also in

guently, t_he vertex cover problem for this specifigp Simply guess a derivation, polynomial in size by
instance is encoded by the totally unordered type emma 3.9, and evaluate it in polynomial time]
grammar, whereé is a bookkeeping dummy symbol:

Lemma 3.17. The universal recognition problem

S = P1papspauuddsd for u-AVGs is NP-complete.

pr — ale

p2 — blc Proof. Similar to the proof of Lemma 3.16. Extra
p3 — bld features can be used for clause bounds. O

pr = cld Remark3.18 It is cheap to add linear precedence
1(; : Zﬁ;‘gbbb'cwc‘dddd constraints to totally unordered type 2 grammars and

u-AVGs, e.g. to ensure that all verbs precede nouns.
p: captures theth edge inE. The input string Such constraints can be resolved in tidén?) on

w = aaaabbbbcecedddd. Generally, the first produc- even the most naive set-up.

tion has as many; as there are edges in the graph, |f linear precedence constraints are added, it holds

[V|—k manyu's and|E|x [V|—|E|-|E|x([V[-k)  that

manyd’s, i.e. the length of the string minus the num-

ber of edges and the extension|&f — £ manyu’s.

The p; productions are simpley extends into|E|
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Lemma 3.19. The totally unordered type 2 lan- pu.
guages and the totally unordered simple attribute-  you.SG.NOM

value languages both are not included in the type 2 'She asked whether the suspect surely was
languages. you.

Proof. Both the totally unordered type 2 languages |n addition, both SVO and OVS constructions oc-
and the totally unordered simple attribute-value lancyr, So in many cases, a verb that seeks to combine
guages includga™b"c™d"}. The simplest way to \yith an object has more than one candidate for doing

encode it is to let some rulé — abScd|abed inter-  go even in sentences with only three constituents:
act with some precedence rule that requireg’alto

precede alb’s, and