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Abstract

The rapid development of large language mod-
els (LLMs) in recent years has largely focused
on English, resulting in models that respond
exclusively in English. To adapt these mod-
els to other languages, continual pre-training
(CP) is often employed, followed by supervised
fine-tuning (SFT) to maintain conversational
abilities. However, CP and SFT can reduce a
model’s ability to filter harmful content. We
propose Instruction Continual Pre-training (In-
sCP), which integrates instruction tags—also
known as chat templates—into the CP process
to prevent loss of conversational proficiency
while acquiring new languages. Empirical eval-
uations on language alignment, reliability, and
knowledge benchmarks confirm the efficacy
of InsCP. Notably, this approach requires only
0.1 billion tokens of high-quality instruction-
following data, thereby reducing resource con-
sumption.

1 Introduction
Large language models (LLMs) have demonstrated
remarkable performance across numerous natu-
ral language processing (NLP) tasks(Brown et al.,
2020). However, the majority of LLMs are pre-
trained on English corpora(AI@Meta, 2024; Team
et al., 2024; OpenAI, 2023), thus restricting their
utility to English language contexts.

While some endeavors opt to train their LLMs
from scratch using non-English data, as exem-
plified by YI-34B(AI et al., 2024), we recog-
nize the significant time and computing resources
required for such an approach. Drawing in-
spiration from Ouyang et al. (2022), many re-
search groups have shifted their focus towards
continual pre-training (CP)(Gupta et al., 2023;
Ke et al., 2022) on target languages to enhance
knowledge acquisition and model fluency. Sub-
sequently, supervised fine-tuning (SFT) is con-
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ducted on instruction-formatted data to ensure that
models possess the capability to respond to ques-
tions in a format consistent with English-based pre-
trained LLMs, such as BLOOM(Workshop et al.,
2023), LLaMA2(Touvron et al., 2023), and Mistral-
7B(Jiang et al., 2023).

Yet, as highlighted in Qi et al. (2023), chal-
lenges persist in maintaining RLHF capabilities
when fine-tuning GPT-3.5 turbo(OpenAI, 2023) on
non-English data. Our experiments validate similar
observations with other LLMs like LLaMA2.

This work proposes a novel fine-tuning approach
called Instruction Continual Pre-training (InsCP)
for LLMs to adapt to non-English languages. We
hypothesize that providing a chat template during
CP prevents the model from forgetting its conver-
sational abilities, as it mirrors its original train-
ing conditions. InsCP is essentially the same as
typical CP, except that we augment each piece
of data with a chat template containing special
instruction tokens, such as < |begin_o f _text| >
in LLaMA3(AI@Meta, 2024). This simple aug-
mentation enables the model to effectively retain
its original RLHF capabilities, such as defending
against offensive input while learning a new lan-
guage through CP.

We evaluate the effectiveness of InsCP on LLMs,
primarily focusing on the LLaMA3-instruct model,
across three key aspects: language alignment, reli-
ability, and knowledge benchmarks.

The results demonstrate that the model, after un-
dergoing InsCP on LLaMA3-instruct, effectively
performs in Traditional Chinese when prompted
with Traditional Chinese input, surpassing the per-
formance of LLaMA3-instruct. Moreover, the
model after InsCP does not suffer a serious per-
formance dropped in knowledge, safety and RLHF
ability.
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2 Related Work

2.1 LLMs adapt in other languages

Fine-tuning is a widely-used technique for adapt-
ing models, particularly in the domain of large lan-
guage models (LLMs), to specific domains. Many
downstream tasks have been successfully addressed
through fine-tuning (Howard and Ruder, 2018; De-
vlin et al., 2019; Radford et al., 2018). While most
downstream tasks can be accomplished through
supervised fine-tuning, adapting an English-based
LLM to other languages, such as in the work of Fu-
jii et al. (2024); Zhao et al. (2024); Cui et al. (2023);
Lin and Chen (2023); YuLan-Team (2023) for non-
English languages, typically begins with continual
pre-training (CP). This initial step is crucial for
ensuring that the models possess the necessary lan-
guage proficiency and knowledge. Since acquir-
ing proficiency in a specific language requires a
large amount of data, CP is advantageous as it does
not require labeled data, enabling the use of vast
amounts of available language data. Subsequently,
instruction fine-tuning allows the model to engage
in conversational interactions using specific tem-
plates.

2.2 Problems of Continual Pre-training

Continual pre-training (CP) is often employed to
adapt those English-based models to other lan-
guages. However, Li and Lee (2024) points out
that CP can lead to catastrophic forgetting, particu-
larly diminishing the model’s conversational abil-
ities. To address this issue, Huang et al. (2024)
proposed a method called "chat vector," which
enhances chat capabilities through model weight
arithmetic, achieving good performance across var-
ious benchmarks. Despite these advancements,
many researchers continue to tackle the challenges
posed by CP. In this work, we present a straightfor-
ward approach to mitigate these issues.

3 Methodology
For our method, Instruction Continual Pre-training,
we adopt a similar approach to CP, but with the
addition of the model’s original chat template. The
template is shown in Appendix A.1 The inputs in
the template represent the prompts provided by the
user. In our context, where the objective is to train
LLMs in the target language through next token
prediction tasks while retaining their chat ability,
we place the CP data in the model_response. This
arrangement ensures that LLMs generate tokens

based on the target language. The InsCP template
is shown in A.1.

4 Experimental Setup

4.1 Pre-training Dataset
We utilize a high-quality dataset comprising paired
instruction-following data for LLaMA3-instruct
8B(AI@Meta, 2024) during the InsCP procedure.
The InsCP procedure means the traditional CP
method with instruction-following data. The
dataset consists of Traditional Chinese text and
has a total size of 0.1 billion tokens. Throughout
the InsCP process, we segregate the questions and
answers into two separate data points. Further de-
tails regarding the training process are provided in
the Appendix A.3.

Moreover, to demonstrate the generalizability
of our method to other languages, we extend our
approach to Japanese. We utilize a 70M tokens
dataset, which is also instruction-following data
same as the Traditional Chinese dataset structure,
to perform InsCP on LLaMA3-instruct 8B.

From our experiments, we discovered the crit-
ical importance of selecting appropriate data for
InsCP. We aimed to determine the most suitable
type of data for InsCP. Based on our findings, we
selected instruction-following data with low per-
plexity because low perplexity are likely to closely
resemble the original output of LLMs, thereby min-
imizing any adverse effects on the models’ original
abilities.

4.2 Evaluation
4.2.1 Language Alignment
To evaluate language alignment, we employ the
FastText language identification model (Joulin
et al., 2016a,b). This model is used to determine the
language of 2000 aligned sentences extracted from
the English and Traditional Chinese subset of the
NeuLab-TedTalks language within the tokens gen-
erated by our model. The FastText model classifies
text into two categories: Chinese and English. The
results include the percentage of sentences identi-
fied as Chinese, English, and others from the set of
2000 input prompts.

4.2.2 Reliability
We assess the reliability of the model’s output us-
ing several common benchmarks, including Truth-
fulQA(Lin et al., 2022), ToxiGen(Hartvigsen et al.,
2022), and BOLD(Dhamala et al., 2021), utilizing
lm-evaluation-harness(Gao et al., 2021).
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4.2.3 Knowledge Benchmarks

We utilize several benchmarks to evaluate our
model’s knowledge: C-eval-tw: A translation of
C-eval(Huang et al., 2023), used to evaluate our
model. Compute metrics by averaging accuracy
across individual tasks. The accuracy computa-
tion involves selecting the option with the highest
probabilities. TTQA(Hsu et al., 2023): Focuses
on Taiwanese commonsense and knowledge by us-
ing 64 expert-selected paragraphs from Wikipedia.
We extract the model’s output and calculate accu-
racy based on multiple-choice questions. TMMLU
Plus(Tam et al., 2024): Used for traditional Chi-
nese multitask benchmarking. We calculate accu-
racy for each task directly. ARC(Clark et al., 2018)
and Hellaswag(Zellers et al., 2019): Ensure that
our model’s English-related knowledge does not
degrade. We utilize length-normalized accuracy.
MMLU(Hendrycks et al., 2020): Suitable for mul-
titask evaluation. We calculate accuracy for each
task directly.

4.2.4 MT-Bench

MT-Bench(Zheng et al., 2023) incorporates multi-
conversation scenarios, allowing us to assess the
model’s ability to handle multiple interactions si-
multaneously. This enables us to demonstrate that
InsCP does not compromise the RLHF ability of
the model. In MT-Bench, the GPT-4 score serves
as our evaluation metric, and we include a prompt
about judging language alignment in GPT-4 evalu-
ation to test the model’s language ability.

4.3 Baselines

We select LLaMA-3-instruct as our baseline model.
To evaluate the performance of Instruction Con-
tinual Pre-training (InsCP), we conduct InsCP us-
ing our baseline model. Importantly, it’s worth
noting that both InsCP and the original contin-
ual pre-training (orgCP) utilize the same continual
pre-training (CP) data. Furthermore, to compare
with the original continual pre-training process, we
also fine-tune a model using original continual pre-
training.

Model EN Prompt ZH Prompt
EN% ↑ ZH% ↓ EN% ↓ ZH% ↑

LLaMA3-instruct 1.0 0.0 0.90 0.09
LLaMA3-orgCP 1.0 0.0 0.50 0.49
LLaMA3-InsCP 0.99 0.01 0.01 0.99

Table 1: Language alignment benchmark.

model TruthfulQA ToxiGen BOLD
mc2 ↑ toxicity ↓ sentiment ↓

language EN ZH EN ZH EN ZH
LLaMA3-instruct 51.6 52.7 0.10 0.14 0.54 0.55
LLaMA3-orgCP 50.8 50.5 0.12 0.26 0.61 0.68
LLaMA3-InsCP 51.8 53.8 0.07 0.16 0.56 0.52

Table 2: Reliability benchmark

5 Experimental Result

5.1 Language alignment evaluation

We present the percentage of responses among
2000 prompts generated by the models. The exper-
imental findings are summarized in Table 1. Our
observations are as follows: (1)LLaMA3-instruct
exhibits poor language alignment: As indicated
in Table 1, when provided with Traditional Chi-
nese input prompts, LLaMA3-instruct frequently
generates output in English. This lack of align-
ment between the input and output languages can
lead to language nonalignment issues during us-
age. (2)The same data used with the original CP
method fails to achieve proper alignment: A key
distinction between InsCP and the original CP lies
in their respective language learning capabilities.
We observed that with the same data size, InsCP en-
ables LLMs to acquire language proficiency more
effectively. (3)LLaMA3-InsCP demonstrates re-
markable language proficiency: Regardless of
whether provided with English or Traditional Chi-
nese input prompts, LLaMA3-InsCP consistently
responds in the appropriate language.

5.2 Reliability evaluation

In Table 2, we present the results of the models’
reliability. Our experiments were conducted in
both English and Chinese to ensure that our model
does not compromise its RLHF ability in either
language. Across each benchmark, we observe that
the orgCP model consistently achieves lower scores
compared to the other models. On the other hand,
LLaMA3-InsCP retain the RLHF ability, allowing
it to defend against toxic inputs and generate non-
harmful context during inference.

5.3 Knowledge benchmark

In Table 3, we present the scores from six knowl-
edge benchmark tests. In Chinese-related bench-
marks, we observed that the model after InsCP
exhibited some improvements compared to both
orgCP and the original model. These findings indi-
cate that InsCP can effectively preserve the LLM’s
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model ARC Hellaswag MMLU C-eval-tw TMMLU+ TTQA
ACC ↑ ACC ↑ ACC ↑ ACC ↑ ACC ↑ ACC ↑

LLaMA3-instruct 60.5 81.8 67.2 47.3 43.0 23.3
LLaMA3-orgCP 57.5 81.3 66.1 48.5 41.3 41.3
LLaMA3-InsCP 61.6 81.7 65.6 48.9 41.9 48.5

Table 3: Knowledge benchmark

model MT-Bench
language EN ↑ ZH ↑

LLaMA3-instruct 7.8 4.1
LLaMA3-orgCP 4.3 4.6
LLaMA3-InsCP 7.6 6.7

Table 4: MT-Bench

model MT-Bench-JP
LLaMA3-instruct 4.9

LLaMA3-orgCP-JP 4.8
LLaMA3-InsCP-JP 6.6

Table 5: MT-Bench-JP

inherent abilities while also enhancing its perfor-
mance in target language domains.

5.4 MT-Bench and MT-Bench-JP
In Tables 4 and 5, MT-Bench further highlights the
distinctions between orgCP and InsCP. We note
that outputs from orgCP often contain irrelevant
text that deviates from our input prompts. More-
over, the orgCP model appears to forget how to ap-
propriately conclude conversations. Additionally,
due to the inclusion of language alignment crite-
ria in GPT-4 evaluation, we observe a significant
disparity between the InsCP model and LLaMA3-
instruct. While LLaMA3-instruct predominantly
responds in English for most questions, the InsCP
model demonstrates the ability to discern the lan-
guage input by the user. We observe a distribution
similar to that of Traditional Chinese MT-Bench in
Table 5 in Japanese domain.

6 Limitations of InsCP
As discussed in Section 4.1, the choice of data used
in InsCP significantly influences its outcomes. Our
experiments indicate that conducting InsCP neces-
sitates the utilization of low-perplexity instruction-
following data, which can be challenging to acquire
in abundance for certain languages. Consequently,
we opted to perform InsCP using small datasets,
which we believe is a more generalizable approach

for languages with limited resources. Nonetheless,
both data size and data quality remain challenges
when implementing InsCP.

7 Conclusion

In this work, we introduce a novel pipeline called
InsCP designed to facilitate the transfer of LLMs
into non-English domains. Through InsCP, LLMs
can retain their inherent abilities while also acquir-
ing the capability for language alignment in the
target language and gaining knowledge of the tar-
get domain. Additionally, we demonstrate that
InsCP does not necessitate extensive data, thereby
consuming fewer resources and less time. Remark-
ably, even with a small amount of data, InsCP
can transform English-based LLMs into models
aligned with the target language, a stark contrast
to the resource-intensive traditional pipeline. In-
sCP paves the way for future LLMs, primarily fine-
tuned in specific languages, to swiftly transfer their
abilities to other languages.
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A Appendix

A.1 LLaMA3-instruct chat template
To initiate a completion with LLaMA3-instruct,
one must adhere to the following format:

<| begin_of_text |>
<| start_header_id |> user <|end_header_id|>
{{inputs }}<| eot_id |>

<| start_header_id |> assistant <|end_header_id
|>

{{model_response}}

The InsCP template is shown below:

<| begin_of_text |>
<| start_header_id |> user <|end_header_id |><|

eot_id |>
<| start_header_id |> assistant <|end_header_id

|>
{{InsCP_data}<|eot_id |>}

A.2 Training Detail
We utilize LLaMA3-instruct as our base model,
and both the original continual pre-training and
instruction continual pre-training are configured
with the following hyperparameters: a learning
rate of 3e-5, AdamW optimizer with beta1 of 0.9
and beta2 of 0.95, batch size set to 1 per device
(utilizing 64 GPUs), and training conducted for 10
epochs.

A.3 Generation Strategy
We employ vLLM as our generation tool, incorpo-
rating LLaMA3’s system prompt in each genera-
tion to harness the full potential of the LLM. For
vLLM, we set the following generation parameters:
maximum tokens to 1024, temperature to 0.8, top-p
sampling to 0.9, and seed fixed at 42 to facilitate
result reproducibility. Additionally, we maintain
default values for other generation configurations
in vLLM.

A.4 MT-Bench evaluation prompt
In the Traditional Chinese MT-Bench, we predomi-
nantly adhere to the evaluation prompts provided
by the authors. However, to delve deeper into test-
ing the LLM’s language alignment ability, we intro-
duce an additional prompt in Traditional Chinese:
"If the assistant’s answer is in a language other than
Traditional Chinese, please give it a score of 0."
This prompt instructs GPT-4 to assign a score of
0 to responses that are not in the correct language,
thereby enabling a more rigorous assessment of
language alignment capabilities. For Japanese MT-
Bench, we also add the prompt in Japanese: "If
the assistant’s answer is in a language other than
Japanese, please give it a score of 0.", in order to
meet the language alignment requirement we want
to obseve.
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