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Abstract

We define masculine discourse words as
discourse terms that are both socially
normative and statistically associated with
male speakers. We propose a twofold frame-
work for (i) the large-scale discovery and
analysis of gendered discourse words in spoken
content via our Gendered Discourse Correla-
tion Framework; and (ii) the measurement of
the gender bias associated with these words
in LLMs via our Discourse Word-Embedding
Association Test. We focus our study on
podcasts, a popular and growing form of social
media, analyzing 15,117 podcast episodes.
We analyze correlations between gender
and discourse words – discovered via LDA
and BERTopic. We then find that gendered
discourse-based masculine defaults exist in the
domains of business, technology/politics, and
video games, indicating that these gendered
discourse words are socially influential. Next,
we study the representation of these words
from a state-of-the-art LLM embedding model
from OpenAI, and find that the masculine
discourse words have a more stable and robust
representation than the feminine discourse
words, which may result in better system
performance on downstream tasks for men.
Hence, men are rewarded for their discourse
patterns with better system performance –
and this embedding disparity constitutes a
representational harm and a masculine default.

Masculine defaults are a type of gender bias “in
which characteristics and behaviors associated with
the male gender role are valued, rewarded, or re-
garded as standard, normal, neutral, or necessary
aspects of a given cultural context” (Cheryan and
Markus, 2020), and hence result in the other-ing of
women (Beauvoir, 1949).

There is a research gap in identifying and ana-
lyzing masculine defaults that arise through gender
differences1 in discourse. Specifically, we focus

1We consider the binary definitions of sex (female/male)

on patterns of discourse in spoken communication,
including fillers (e.g., uh, um), discourse markers
(e.g., well, you know, I mean), false starts (e.g., It
was, anyways, I went to Target yesterday) and more
(Merriam-Webster, 2024; Shriberg, 1994).

Such discourse words are non-content related
words that serve important social purposes with
respect to gender, such as to “hold the floor” in
conversation (Shriberg, 1994, 1996). Previous
work notes gender differences in how men and
women use specific types of discourse words – for
example, men use more filled pauses and repeats
(Shriberg, 1996; Bortfeld et al., 2001) than women.
However, these studies lack an automated method
for large-scale discourse word discovery and gen-
der analysis, primarily relying on the Switchboard
corpus (Mitchell et al., 1999) – a corpus which is
not representative of the range of natural speech pat-
terns, as the phone calls were recorded in the man-
ufactured, awkward situation of randomly-pairing
two callers and assigning them a topic to discuss.

Hence, we propose in this paper a twofold frame-
work for (i) the large-scale discovery and analy-
sis of gendered discourse words in spoken content
via our Gendered Discourse Correlation Frame-
work (GDCF, shown in Figure 1); and (ii) the
measurement of the gender bias associated with
these gendered discourse words in LLMs via our
Discourse Word-Embedding Association Test
(D-WEAT, shown in Figure 2).

Concretely, we focus our study on podcasts, a
popular and growing form of social media (Clifton

and gender (women/men, feminine/masculine) in our work
due to (i) continuity with previous work in the gender de-
biasing task in the NLP community (Caliskan et al., 2017;
Bolukbasi et al., 2016), and (ii) modeling constraints – i.e.,
inaSpeechSegmenter (Doukhan et al., 2018) for gender ap-
proximation via audio signal. This definition, however, is not
representative of the sex and gender spectrums – and transgen-
der, intersex, intersectional identities, and other identities are
also not represented in this binary definition (Ghai et al., 2021;
Ovalle et al., 2023; Seaborn et al., 2023). This is an important
direction for future work.
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et al., 2020; The Pew Research Center, 2023). We
analyze 15,117 podcast episodes from the Spotify
Podcast Dataset (Clifton et al., 2020), to discover
the rewards associated with masculine discourse
words in terms of (i) correlated domains with sub-
stantial economic rewards, and (ii) more stable
LLM representations. The presence of rewards
for these masculine discourse words means that
they indeed constitute masculine defaults (Cheryan
and Markus, 2020).

Research Question 0: How are women and
men’s discourse different? We first introduce
our Gendered Discourse Correlation Framework
(GDCF) as shown in Figure 1, a framework for
discovering gendered discourse words, with fea-
tures which are centered around spoken content –
specifically, an audio-based GENDER SEGMENTER

(Doukhan et al., 2018), a TOPIC MODELER via
LDA (Blei et al., 2003) and BERTopic (Grooten-
dorst, 2022), and a specialized CONVERSATIONAL

PARSER (Jamshid Lou and Johnson, 2020). We
analyze correlations between gender and discourse
words to automatically form gendered discourse
word lists, as shown in Tables 1 and 2. Addition-
ally, GDCF is a flexible framework which can be
extended to other forms of audio speech data – such
as short videos that are prevalent on TikTok, In-
stagram, and YouTube, long videos on YouTube,
streamers on Twitch, and more.

Research Question 1: Are discourse-based mas-
culine defaults present in domain-specific con-
texts? We then study the prevalence of these
gendered discourse words in domain-specific con-
texts, as shown in Table 3. We find that masculine
discourse words are positively correlated with the
business domain, the technology/politics domain,
and the video games domain. Participation in these
domains grants economic rewards (Cheryan and
Markus, 2020), hence there are indeed discourse-
based masculine defaults present.

Research Question 2: Are discourse-based mas-
culine defaults present in LLM embeddings? Fi-
nally, we study the representation of these gendered
discourse words as shown in Figure 2, using a state-
of-the-art LLM embeddings model from OpenAI,
text-embedding-3-large. We find that the
masculine discourse words have a more stable and
robust representation than the feminine discourse
words, as shown in Figures 3 and 4, resulting in
better system performance on downstream tasks
for men. Hence, men are rewarded (Cheryan and

Markus, 2020) for their discourse patterns with
better system performance by one of the state-of-
the-art language models – and therefore this differ-
ence in the embedding representations for women
and men constitutes a masculine default (Cheryan
and Markus, 2020) and a representational harm
(Blodgett et al., 2020).

We consider a few key types of implications:

(1) Theoretical Implications: First, the use of
gendered discourse words can be considered a type
of gender performativity (Butler, 1988, 2009; West
and Zimmerman, 1987; Unger, 1979; Muehlenhard
and Peterson, 2011), wherein the discourse words
are part of a gender schema (Bem, 1984; West
and Zimmerman, 1987). Hence, we identify spe-
cific words which are part of the current hegemonic
masculine strategy (Connell, 1995, 1987) – and in
the domain of technology, discourse words which
are part of the technomasculine strategy (Cooper,
2000; Lockhart, 2015; Bulut, 2020). We contribute
GDCF (Figure 1) for the discovery and analysis of
gendered discourse words. Second, we contribute
D-WEAT as an intrinsic metric which can be used
to debias LLMs, broadening the debiasing task in
natural language processing.

(2) Policy Implications: Policymakers – in gov-
ernment or platforms such as Spotify – could imple-
ment measures by which to mitigate bias in LLMs
with respect to gender. Specifically, policymakers
could regulate the use of D-WEAT to impose an
unbiased representation of discourse words with
respect to gender. Broadly, D-WEAT can join a set
of debiasing methods, tools, and datasets (Boluk-
basi et al., 2016; Caliskan et al., 2017; May et al.,
2019; Nangia et al., 2020; Nadeem et al., 2020;
Guo et al., 2022; He et al., 2022; Cheng et al.,
2023; Dong et al., 2023) which can be employed
to regulate bias in LLMs.

(3) Ethical Implications: A potential ethical
concern is that tools used to remove bias can also
be used to exacerbate bias. GDCF and D-WEAT
could potentially be used to discover discourse
words in audio-text corpora, and then increase the
gender bias of the LLM embeddings. This abuse of
the framework would be a representational harm
(Blodgett et al., 2020). However, a more important
point is that it is hard to undo bias issues without
knowing how that bias manifests.
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Figure 1: GDCF (Gendered Discourse Correlation Framework) Diagram: Testing for correlations with an example
of a significant correlation and an insignificant correlation – all (f⃗i, f⃗j) pairs are labeled significant or insignificant.
|f⃗i| = 15, 117 podcast episodes. z =

(
124
2

)
= 7, 626 correlation tests for the 124 total feature vectors.

Figure 2: D-WEAT: Plot of the segment vectors s⃗ and s⃗′, and the word vectors, w⃗ ∈ Aw, and w⃗ ∈ Am, projected
into a two-dimensional space for illustrative purposes. The cosine similarity for s′ and Aw, and s′ and Am is
depicted; the cosine similarity for s and Aw, and s and Am is calculated in the same way.
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Figure 3: a⃝ Impact of τ on the average percentage of Sm segments which move closer to the women concept (Aw)
versus the men (Am) concept. b⃝ Impact of τ on the average percentage of Sw segments which move closer to the
women concept (Aw) versus the men (Am) concept.

Figure 4: a⃝ Impact of γ on the average percentage of Sm segments which move closer to the women concept (Aw)
versus the men (Am) concept. b⃝ Impact of γ on the average percentage of Sw segments which move closer to the
women concept (Aw) versus the men (Am) concept.
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Table 1: LDA with Non-Contextual Embeddings (Bag-Of-Words): The complete set of significant correlations
between gender features and topic features – both content topics and discourse topics. Based on r, the Topic N
Gender forms the gendered discourse word lists via Topics 54 and 60 (the masculine word lists) and Topic 62 (the
feminine word list).

Topic N Gender r Topic N Word List Topic N Categories Topic N Gender

Topic 3
Women 0.15

women, woman, men, baby, pregnant, girls, men, doctor, health, birth Content - Pregnancy
Men -0.14

Women

Topic 10
Women 0.10

energy, body, feel, mind, space, yoga, love, beautiful, feeling, meditation Content - Yoga
Men -0.12

Women

Topic 49
Women -0.21

game, know, think, team, going, mean, play, year, one, good Content - Sports
Men 0.17

Men

Topic 71
Women 0.14

christmas, sex, girl, hair, love, get, date, girls, let, wear Content - Dating
Men -0.14

Women

Topic 54
Women –

get, like, know, right, people, going, podcast, make, want, one Discourse
Men 0.12

Men

Topic 60
Women -0.27

going, know, think, get, got, one, really, good, well, yeah Discourse
Men 0.20

Men

Topic 62
Women 0.33

like, know, really, going, people, want, think, get, things, life Discourse
Men -0.28

Women

Table 2: BERTopic with Contextual Embeddings (BERT, ChatGPT, Llama): The complete set of significant
correlations between gender features and topic features for discourse topics only (content topics are omitted).

Topic N Gender r Topic N Word List Topic N Categories Topic N Gender

Topic 0
Women -0.08

like, yeah, know, oh, right, podcast, got, going, think, really Discourse
Men 0.10

Men

Topic 2
Women 0.08

life, know, things, really, people, feel, like, want, love, going Discourse
Men -0.08

Women

Topic 5
Women 0.08

like, know, think, yeah, episode, really, going, anchor, kind, right Discourse
Men –

Women

Table 3: LDA with Non-Contextual Embeddings (Bag-Of-Words): Significant correlations between content topic
features and gendered discourse word lists (discourse topic features 54, 60, 62, see Table 1) for content topic
features which do not have direct, significant correlations with gender features, but may broadly be more used by
one gender.

Topic N Topic M r Topic N Word List Topic N Cate-
gories Topic M Word List Topic M Cate-

gories

Topic 11
Topic 54 0.11 data, new, technology, public,

bill, theory, science, system,
security, article

Content -
Technology/
Political

get, like, know, right, people, go-
ing, podcast, make, want, one

Discourse (Men)

Topic 62
-
0.20

like, know, really, going, people,
want, think, get, things, life

Discourse
(Women)

Topic 12 Topic 54 0.24
business, money, company, mar-
ket, buy, right, million, compa-
nies, pay, sell

Content - Business
get, like, know, right, people, go-
ing, podcast, make, want, one

Discourse (Men)

Topic 79
Topic 60 0.18 game, games, play, playing, like,

played, nintendo, video, fun,
switch

Content - Video
Games

going, know, think, get, got, one,
really, good, well, yeah

Discourse (Men)

Topic 62
-
0.13

like, know, really, going, people,
want, think, get, things, life

Discourse
(Women)
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