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Abstract

This study proposes VisTRA (Visual Tool-use
Reasoning Analyzer), a framework for ana-
lyzing how Visual Language Models (VLMs)
utilize tools in Visual Question Answering
(VQA) tasks involving small objects in high-
resolution images. While tools like object de-
tection and zoom functionality are essential for
small object VQA, their potential errors ne-
cessitate careful verification of outputs. Our
framework provides systematic evaluation of
VLMs’ tool-use capabilities through analysis
of verification patterns. Using the V* bench
dataset, we find that direct acceptance of tool
outputs correlates with decreased VQA accu-
racy, while lower-performing models exhibit
higher frequencies of cyclic verification loops.
These findings offer insights for improving
tool verification mechanisms in VLM architec-
tures focused on small object detection tasks.

1 Introduction
1 Visual Question Answering (VQA) is a task that
requires interpreting visual content in images to
generate appropriate responses to natural language
questions. Recent advances in Vision-Language
Models (VLMs), which integrate Large Language
Models (LLMs) with vision capabilities, have im-
proved VQA performance (Li et al., 2022; Liu
et al., 2023; Dai et al., 2023; Alayrac et al., 2022).

A well-known challenge in VQA is handling
high-resolution images containing small objects
(Wu and Xie, 2024; Kisantal et al., 2019). The
conventional approach of feeding entire images
into VQA systems faces an inherent limitation:
when processing images holistically, small objects
that occupy only a minimal portion of the to-
tal pixels become practically indistinguishable in
the global representation. This fundamental con-
straint of whole-image processing leads to system-

1* These two authors contributed equally to this work.

atic failures in capturing small objects, resulting in
degraded response accuracy.

Several approaches have been proposed to ad-
dress the small object challenge, including ana-
lyzing magnified portions of images (Singh et al.,
2018; Carion et al., 2020), additional training
with small object-focused datasets (Bosquet et al.,
2023), and multi-scale learning that preserve na-
tive resolution while extracting features from nu-
merous image sub-crops (Thapa et al., 2024;
Huang et al., 2025). While these methods im-
prove recognition accuracy, they introduce new
challenges such as increased architectural com-
plexity and limitations in detection targets.

A promising direction for addressing these limi-
tations has emerged from recent advances in LLM
capabilities. Modern LLMs demonstrate agen-
tic reasoning capabilities, autonomously planning
and utilizing various external tools to solve com-
plex tasks (Wu et al., 2023b; Yao et al., 2022).
This tool-use paradigm has been successfully ap-
plied to enhance LLMs’ capabilities across vari-
ous domains (Schick et al., 2023; Qin et al., 2025;
Mialon et al., 2023), leading to its application in
VQA tasks (Yang et al., 2023; Gupta and Kemb-
havi, 2023; Surís et al., 2023).

In small object VQA, systems utilizing detec-
tion and sliding window tools can identify ob-
jects that the core VLM might miss. However,
these tool-augmented approaches face a critical
challenge: VLMs often exhibit direct acceptance
of tool outputs without proper verification (Yang
et al., 2023; Hu et al., 2024), making them vulner-
able to false positives and missed detections (Lu
et al., 2023; Wu et al., 2023a). To address this
issue, VLMs need to not only verify tool outputs
but also adaptively refine their approach based on
the verification results (Huang et al., 2023; Singh
et al., 2023). When initial tool outputs prove un-
reliable, effective re-planning―such as adjusting
detection parameters or switching to alternative
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analysis methods―becomes crucial. While stud-
ies demonstrate improved accuracy through itera-
tive refinement with feedback (Wang et al., 2024;
Shinn et al., 2023), current VLMs struggle to con-
sistently implement such adaptive reasoning and
strategic re-planning (Madaan et al., 2023).

In this study, we propose VisTRA (Visual Tool-
use Reasoning Analyzer), a systematic framework
for analyzing and classifying VLMs’ behavioral
patterns in tool utilization, with particular focus on
the relationship between VQA accuracy and two
critical aspects: direct acceptance of tool outputs
and re-planning capabilities. Leveraging the V*
bench dataset (Wu and Xie, 2024), which features
abundant small objects, we conduct a comprehen-
sive analysis of how VLMs process external vision
tool outputs and handle potential misrecognitions.

The main contributions of this paper are:

• Development of a systematic framework for
quantitative analysis of VLM behavior in vi-
sual tool utilization, enabling detailed exam-
ination of decision-making patterns.

• Quantitative analysis of direct acceptance
and re-planning in small object VQA, reveal-
ing their relationship with VQA accuracy.

• Public release of the framework (prompt) to
facilitate reproducibility and further research
in the field2.

Our analysis reveals that direct acceptance pat-
terns strongly correlate with decreased VQA ac-
curacy, while lower-performing VLMs tend to ex-
hibit ineffective re-planning through cyclic verifi-
cation loops.

2 Related Work

2.1 Tool Use and Agentic Reasoning in Large
Language Models

The utilization of external tools by LLMs has
emerged as a key approach to expanding their ca-
pabilities beyond native text processing (Mialon
et al., 2023; Qin et al., 2025). Concurrent with
this development, LLMs have demonstrated en-
hanced agentic reasoning―the ability to perform
autonomous multi-step reasoning processes, as ex-
emplified by sophisticated Chain-of-Thought ca-
pabilities in models like OpenAI’s o1. This combi-
nation of tool utilization and agentic reasoning en-
ables complex problem-solving sequences (Ruan
et al., 2023; Wang et al., 2024).

2http://github.com/nttcslab/vistra/

The incorporation of external tools, while ex-
panding LLMs’ capabilities, introduces critical
challenges in output verification. A significant
concern is direct acceptance―the tendency of
LLMs to incorporate tool outputs without proper
verification (Ruan et al., 2024). This challenge be-
comes particularly acute when tools produce un-
expected or incorrect outputs, potentially compro-
mising the entire reasoning process.

To address these verification challenges, re-
searchers have developed systematic approaches
incorporating self-verification mechanisms.
Methods such as Self-Reflection (Shinn et al.,
2023) and Feedback-Driven Self-Improvement
(Wang et al., 2024) enable LLMs to critically
evaluate their outputs and reasoning paths. These
verification mechanisms become particularly
crucial in complex scenarios involving multiple
tool interactions.

2.2 Tool Use Application and Challenges in
VQA

Visual Question Answering (VQA) represents a
domain where tool integration demonstrates par-
ticular promise (Liu et al., 2023). Current Visual
Language Models (VLMs) face significant chal-
lenges in tasks involving complex visual elements,
especially with numerous objects, text recogni-
tion, or small objects. Research by (Ye et al.,
2025) has identified specific limitations in count-
ing, spatial relationship reasoning, and instruction
grounding tasks. These challenges have motivated
the integration of specialized tools such as object
detection (Ren et al., 2017), OCR (Tanaka et al.,
2024), and segmentation (Kirillov et al., 2023).

The Visual Sketchpad framework (Hu et al.,
2024) represents a significant advancement in ad-
dressing these challenges by extending VLMs’
spatial reasoning capabilities. By implement-
ing a step-by-step reasoning approach with mul-
tiple image processing tools, it has demonstrated
improved performance in small object detection
and spatial relationship understanding. However,
the framework’s tendency to accept tool outputs
without verification highlights the need for robust
cross-validation mechanisms.

2.3 Evaluation and Analysis Frameworks for
Tool-Augmented Agentic Reasoning

The development of systematic evaluation frame-
works for tool-augmented LLMs has produced
several notable benchmarks. MINT (Wang et al.,
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Turn 3Turn 2Turn 1
Input 
image

--Is the green statue on the left or right 
side of the white statue?

Input 
text

In Patch 9, the green statue is 
visible and positioned to the right 
of the white statue. 

The detection tool identified the 
white statue but not the green 
statue. I will use the sliding 
window detection tool to search 
for the green statue.
```python
... = sliding_window_detection(image_1, 
["green statue"])
...
```

To determine the position of the green 
statue relative to the white statue, I can 
use the detection tool...
```python
... = detection(image_1, ["green statue", "white 
statue"]) 
...
```

LLM 
output

Original image White statue detected Patch 9 of sliding window

Figure 1: The inference process on the V* bench. A very small green statue is at the left end.

2024) pioneered the analysis of LLM reasoning
behavior through multi-turn tool use and feedback
mechanisms. This framework has demonstrated
quantifiable improvements in performance. Tool-
Comp (Nath et al., 2025) advances this evalua-
tion approach by focusing on sequential tool use
scenarios. Through its comprehensive toolkit and
process monitoring system, it provides detailed in-
sights into both final outcomes and intermediate
reasoning quality.

In the visual domain, V* bench (Wu and Xie,
2024) has established new standards for evalu-
ating high-resolution image processing capabili-
ties. This framework specifically addresses the
limitations of traditional vision-language models
in processing detailed visual information, evaluat-
ing their ability to autonomously deploy and co-
ordinate multiple visual tools. VisualAgentBench
(VAB) (Liu et al., 2024) extends evaluation into di-
verse multimodal environments, from 3D simula-
tions to GUI operations. While revealing promis-
ing capabilities in current Large Multimodal Mod-
els (LMMs), VAB’s findings highlight persistent
challenges in robustness.

A critical gap remains in both text and vision-
based frameworks: the quantitative analysis of
verification and replanning behaviors. Under-
standing these patterns is essential for develop-
ing more reliable tool-augmented systems, partic-
ularly in complex visual processing tasks requir-
ing coordination among multiple tools.

3 VisTRA: Visual Tool-use Reasoning
Analyzer

This section introduces and details the Visual
Tool-use Reasoning Analyzer (VisTRA), our pro-

posed framework for systematically analyzing
how Visual Language Models (VLMs) utilize ex-
ternal tools and respond to tool errors during agen-
tic reasoning. Focusing on VQA tasks involv-
ing small objects, we analyze how VLMs employ
tools such as Detection and SlidingWindow, and
how they handle tool misrecognition (through di-
rect acceptance, verification, or re-planning). Our
study utilizes the SKETCHPAD framework pro-
posed in VisualSketchpad (Hu et al., 2024) and
evaluates it on V* bench (Wu and Xie, 2024), a
benchmark for small object VQA. The VisTRA
framework records and categorizes each step of
a VLM’s reasoning process, providing detailed
analysis of reasoning transitions.

The following subsections detail our three-stage
methodology: first, we collect development and
validation data through V* bench; second, we es-
tablish a systematic tagging system and transition
patterns; and finally, we automate the annotation
process using LLMs.

Through this framework, we aim to pro-
vide quantitative insights into how VLMs utilize
tools and handle potential errors in their reason-
ing processes, particularly in challenging scenar-
ios involving small object recognition in high-
resolution images.

3.1 Case Analysis and Data Collection on V*
bench

To develop and validate our framework, we ana-
lyze reasoning processes in V* bench tasks using
the SKETCHPAD framework. Figure 1 presents
a representative case study demonstrating typical
reasoning patterns and potential failure modes.

The illustrated task requires determining the
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Figure 2: Developed flowchart. Each state in the framework is denoted by a number, and possible actions from that
state are represented by action tags (e.g., Y, N). For example, verifying tool output is expressed as 4:Y (Verified
acceptance), while bypassing verification is expressed as 4:N (Direct acceptance).

spatial relationship between two statues in a high-
resolution image. The target objects―a green
statue and a white statue―appear at a scale that
makes them difficult to identify through VLM
alone, with the green statue located at the left edge
and the white statue in the center of the image.

The reasoning process proceeds through three
turns (Figure 1). In Turn 1, the LLM employs the
detection tool to locate both the green and white
statues in the input image. Based on this detec-
tion result which reveals only the white statue in
the center, in Turn 2, the LLM initiates a sliding
window detection to search for the missing green
statue. With the new detection results where the
tool misidentifies a bush as the green statue in
patch 9, in Turn 3, the LLM accepts this detec-
tion without verification. This leads to an incorrect
conclusion that "the green statue is to the right of
the white statue," when the actual green statue is
on the left.

For our experimental evaluation, we collected
data using two LLM variants: base gpt-4o and
fine-tuned ft-gpt-4o. The ft-gpt-4o model was
trained for one epoch on 10 V* bench examples
where direct acceptance errors had been manually
corrected. Using these models, we created two
datasets: a reference dataset of 20 V* bench exam-
ples and a validation dataset of 15 examples. Each
example was processed by both models, yield-
ing 40 reasoning sequences for reference and 30
for validation, enabling comprehensive analysis of
tool-use and verification patterns.

3.2 Iterative Development of VLM’s Tool-use
Analysis Framework

Using the reference dataset from Section 3.1, we
constructed a flowchart (Figure 2) that captures
VLM tool-use behaviors through a tag-based rep-
resentation and transition patterns. Our devel-
opment process began with designing a prelimi-
nary flowchart focused on detecting direct accep-
tance and re-planning behaviors. Since LLMs of-
ten combine input interpretation and action deci-
sions within their reasoning steps, we established
a fine-grained annotation scheme that operates at
a sub-step level. Two expert annotators indepen-
dently labeled the actions in each VLM reasoning
step, followed by three cycles of discussion and
consensus building:

Cycle 1 The first cycle revealed significant dis-
crepancies in annotation practices, with agree-
ment rates of 13/20 for gpt-4o samples and 7/20
for ft-gpt-4o samples. Analysis of these differ-
ences highlighted several key issues, particularly
in state 3 annotations involving object detection
outcomes. Through discussion, we established
clear definitions for object detection outcomes in
state 3: no detection (E), partial detection (P), and
complete detection (A). We also standardized tool
notation for state 2 and 6: D: Detection, Z: Zoom,
S: Sliding window and detection, V: Display, M:
Segmentation and mask, O: Other.

Cycle 2 The second cycle showed substantial
improvement in agreement rates, reaching 20/20
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for gpt-4o samples and 19/20 for ft-gpt-4o sam-
ples. During this phase, we finalized several crit-
ical aspects of the flowchart. We clarify that our
framework analyses exclusively how the LLM in-
terprets tool outputs, explicitly avoiding any hu-
man assessment of tool accuracy. We introduced
a dedicated verification state (state 3) to check the
presence/absence of tool outputs before proceed-
ing to the acceptance phase (state 4). Importantly,
the determination of Y/N in this verification state
is based on whether the LLM acknowledges the
presence of tool outputs, rather than the actual out-
puts themselves.

Cycle 3 The final cycle achieved complete inter-
annotator agreement across all samples. This level
of consensus allowed us to finalize our annotation
scheme. Our notation represents each flowchart
step and transition as <state:tag> in Figure 2,
where each behavior pattern is encoded through a
sequence of state-tag pairs.

For example, the reasoning process illustrated
in Figure 1 is represented as:

1:Y,2:D,3:PR,1:Y,2:S,3:AY,4:N,7:F

This sequence traces the reasoning path: initial
detection (1:Y,2:D), partial recognition trigger-
ing re-planning (3:PR), sliding window applica-
tion (1:Y,2:S), object recognition (3:AY), direct
answer without verification (4:N), and ultimately
an incorrect response (7:F).

Table 1 provides formal definitions of VLM be-
haviors and illustrates how these behaviors are en-
coded in our tag-based representation system. For
instance, the example sequence above exhibits di-
rect acceptance behavior, as it reaches state 7 with-
out verified acceptance (3:AY,4:Y). This notation
system allows us to systematically identify and
quantify such behavioral patterns across different
VLMs while maintaining the interpretability of in-
dividual decision steps in their tool utilization pro-

Table 1: VLM behaviors categories in tool usage. :X
represents any action tag corresponding to each state
number.

Behavior Definition
Verified
acceptance

Verification performed after all tar-
gets are found (3:AY,4:Y)

Direct
acceptance

Reaches 7:X without any verified ac-
ceptance (3:AY,4:Y)

Cyclic loop Contains repeated use of the same
tool (2:X)

Re-planning Uses different tools each time (all
2:X differ)

cess.

3.3 Prompt Engineering for Automated
Annotation

While manual annotation using VisTRA provides
detailed insights into VLM behaviors, its time-
intensive nature (approximately three hours per
20 samples) necessitates automation for scaling
analysis across multiple models. This section de-
scribes our systematic approach to automating the
VisTRA annotation process through prompt engi-
neering.

Our automation strategy involved iterative re-
finement of prompts corresponding to VisTRA
tag definitions, validated against our reference
dataset. The development progressed through
multiple phases, initially using only gpt-4o (rev.1-
3) before expanding to evaluate generalizabil-
ity with additional models: o1 (rev.4), o3-mini
(rev.6), and gpt-4.5-preview (rev.12). While we
primarily focused on batch annotation, where tags
were assigned to the entire reasoning process si-
multaneously, we introduced step-by-step annota-
tion from rev.9 onward.

Key improvements across revisions included:

• Rev.4: Restructured the evaluation format
to use labeled OBSERVATION, THOUGHT,
and ACTION statements as evidence for state
transitions, replacing narrative descriptions

• Rev.5-6: Refined reasoning step transitions
by enforcing single-THOUGHT evaluation
per step and implementing clear conditions
for terminal state transitions

• Rev.12-14: Explicitly defined state-transition
constraints between state 3 and 4, and imple-
mented explicit enumeration of target objects
to standardize the distinction between partial
and complete detection annotations at state 3

Figure 3 shows the progression of automated
versus manual annotation agreement rates across
revisions. Comparative analysis revealed that
while gpt-4.5-preview (purple; square) achieved
comparable performance to gpt-4o (blue; circle),
both o1 (orange; upper triangle) and o3-mini
(green; lower triangle) showed lower accuracy, of-
ten due to their tendency to over-analyze and de-
viate from our defined standards.

360



1 2 3 4 5 6 7 8 9 10 11 12 13 14
bat gpt-4.5 0.57 0.72
bat gpt-4o 0.45 0.45 0.47 0.62 0.65 0.72 0.75 0.7 0.85 0.82 0.78 0.82 0.82 0.82
bat o1 0.25 0.38 0.17 0.55 0.17 0.23 0.12 0.05 0.12 0.05 0.33
bat o3-mini 0.42 0.45 0.45 0.53 0.5 0.47 0.45 0.47 0.45
inc gpt-4.5 0.82 0.8
inc gpt-4o 0.78 0.7 0.9 0.88 0.72 0.85
inc o1 0.38 0.4 0.4 0.25 0.12 0.72
inc o3-mini 0.47 0.47 0.47 0.47 0.5 0.5
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Figure 3: Improvement through prompt updates

3.4 Validation of VisTRA’s Automated
Annotation Accuracy

To validate the reliability of our automated annota-
tion framework, we conducted comprehensive ex-
periments using a validation set distinct from our
reference dataset. This validation set comprises
30 reasoning sequences derived from 15 new V*
bench examples, each processed by both gpt-4o
and ft-gpt-4o models. We evaluated the frame-
work’s performance across multiple dimensions:
model selection, annotation approaches (batch vs.
incremental), and language settings.

Figure 4 presents the match rates between auto-
mated and manual annotations under various con-
ditions. Each subplot shows three metrics―match
rate, mismatch rate, and invalid rate―across dif-
ferent experimental conditions. The results reveal
several key findings:

First, regarding model performance, gpt-4o and
gpt-4.5-preview achieved higher match rates com-
pared to reasoning-specialized models (o1 and o3-
mini). Despite their focus on reasoning tasks, o3-
mini showed notably high invalid rates, while o1
produced a high proportion of mismatches, partic-
ularly in batch processing.

Second, when comparing annotation ap-
proaches, batch processing proved more effective
for gpt-4o, likely due to our focused optimiza-
tion of batch prompts during development.
Conversely, gpt-4.5-preview showed better perfor-
mance with incremental processing, suggesting its
enhanced ability to maintain consistency across
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Figure 4: VisTRA’s Automated Annotation Accuracy
on validation dataset

multiple reasoning steps.
Finally, the framework demonstrated consistent

performance across both English and Japanese in-
puts, suggesting its potential applicability across
different languages without significant degrada-
tion in accuracy.

Based on these validation results, we selected
gpt-4o with batch processing as our primary con-
figuration for automated annotation. This choice
enables reliable, large-scale analysis of VLM’s
tool-using reasoning patterns across the entire V*
bench dataset.

4 Analysis of VLM Reasoning Processes
Using VisTRA

4.1 Experimental Setup

We analyze the tool-use behaviors of multiple
VLMs on the V* bench dataset using VisTRA,
with a focus on quantifying their reasoning pat-
terns during visual question-answering tasks. Our
evaluation includes four VLMs: gpt-4o, gpt-4o-
mini, gpt-4.5-preview, and a fine-tuned variant of
gpt-4o (ft-gpt-4o). We assess these models on 238
V* bench examples, excluding those used in ref-
erence and verification datasets. For each exam-
ple, we record the models’ reasoning processes
using the SKETCHPAD framework’s tools and
analyze three key behavioral patterns: direct ac-
ceptance (reaching final states without verifica-
tion), re-planning (switching to different tools),
and cyclic loops (repeated use of the same tool)
shown in Table 1.
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0 100 200 300
Frequency

1:Y -> 2:D -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:T
1:Y -> 2:D -> 3:AY -> 4:N -> 7:T

1:Y -> 2:D -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:T
1:Y -> 2:M -> 3:AY -> 4:N -> 7:T

1:Y -> 2:D -> 3:PR -> 1:Y -> 2:S -> 3:AY -> 4:N -> 7:T
1:Y -> 2:D -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:N -> 7:T

1:Y -> 2:D -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:F
1:Y -> 2:D -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:T

1:Y -> 2:D -> 3:PR -> 1:Y -> 2:S -> 3:AY -> 4:N -> 7:F
1:Y -> 2:D -> 3:AY -> 4:N -> 7:F
1:Y -> 2:M -> 3:AY -> 4:N -> 7:F

1:Y -> 2:D -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:N -> 7:T
1:Y -> 2:D -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:N -> 7:F

1:Y -> 2:D -> 3:PY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:T
1:Y -> 2:D -> 3:ER -> 1:Y -> 2:S -> 3:AY -> 4:Y -> 5:Y -> 6:Z -> 3:AY -> 4:N -> 7:F

Model
gpt-4o
ft-gpt-4o
gpt-4o-mini
gpt-4.5-preview

Figure 5: Distribution of common patterns in automated reasoning step annotation

4.2 Analysis of Reasoning Patterns and
Performance

Table 2: VQA accuracy and rates of direct acceptance,
re-planning, and cyclic loop occurrence for each VLM

Model VQA Direct Re-planning Cyclic
Accuracy Acceptance Loop

gpt-4o 80.1 38.5 27.4 2.21
ft-gpt-4o 85.3 35.3 39.8 5.88
gpt-4o-mini 74.4 37.4 32.8 10.1
gpt-4.5 85.3 50.0 22.3 0.42

Table 2 summarizes the performance metrics of
the four evaluated models. Gpt-4.5-preview and
fine-tuned gpt-4o achieve the highest VQA ac-
curacy (both 85.3%), followed by the base gpt-
4o (80.1%) and gpt-4o-mini (74.4%). The mod-
els show considerable variation in their behav-
ioral patterns: gpt-4.5-preview exhibits the high-
est direct acceptance rate (45.0%) and lowest re-
planning rate (22.3%), while fine-tuned gpt-4o
shows a lower direct acceptance rate (32.8%) but
higher re-planning rate (39.8%). Notably, gpt-4o-
mini demonstrates the highest loop rate (10.08%),
substantially exceeding other models.

Contrary to our initial hypothesis, we found no
clear correlation between overall VQA accuracy
and behavioral metrics (direct acceptance rate and
re-planning rate) across different model scales.
For instance, gpt-4.5-preview achieves the highest
accuracy while showing the highest direct accep-
tance rate and the lowest re-planning rate. Sim-
ilarly, despite its relatively low direct acceptance
rate and moderate re-planning rate, gpt-4o-mini
exhibits the lowest accuracy. These results sug-
gest that model capabilities play a more funda-
mental role in determining VQA performance than
these behavioral patterns. In the following sec-
tions, we conduct a detailed analysis to under-
stand how these behavioral patterns influence per-

formance within models of similar capabilities.

4.2.1 Direct Acceptance and Verification

Table 3: VQA accuracy by direct / verified acceptance

Model Direct (%) Verified (%)
gpt-4o 70.1 86.3
ft-gpt-4o 78.6 89.6
gpt-4o-mini 65.2 79.9
gpt-4.5 80.7 89.9

Analysis of direct acceptance versus verified
responses reveals a consistent pattern across all
models: direct acceptance of tool outputs leads to
lower accuracy compared to cases involving veri-
fication steps (Table 3). However, the magnitude
of this accuracy drop varies significantly among
models. Gpt-4o-mini shows a substantial decline
from 79.9% to 65.2% (14.7 percentage points),
while gpt-4.5-preview exhibits a more modest
decrease from 89.9% to 80.7% (9.2 percentage
points). The fine-tuned gpt-4o also demonstrates
improved resilience against accuracy degradation,
with the gap between verified and direct accep-
tance (89.6% vs 78.6%) being smaller than its base
model (86.3% vs 70.1%). These findings suggest
that while verification generally improves perfor-
mance, more sophisticated models like gpt-4.5-
preview and the fine-tuned gpt-4o can better main-
tain accuracy even when directly accepting tool
outputs.

4.2.2 Impact of Re-planning and Verification

Table 4: Correct answer rate (# correct answers / # at-
tempts) for each retry type by model

Model Straight Cyclic loop Re-planning
gpt-4o 85.1 (137/161) 20.0 (1/5) 71.7 (43/60)
ft-gpt-4o 92.4 (133/144) 35.7 (5/14) 82.5 (66/80)
gpt-4o-mini 82.9 (131/158) 41.7 (10/24) 64.3 (36/56)
gpt-4.5 89.9 (161/179) 0.00 (0/1) 72.4 (42/58)
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Table 4 shows how model performance varies
across different reasoning paths. All models per-
form best with straight reasoning paths, ranging
from 82.9% (gpt-4o-mini) to 92.4% (ft-gpt-4o).
During re-planning attempts, fine-tuned gpt-4o
maintains relatively high accuracy (82.5%), while
other models show noticeable degradation (64.3-
72.4%).

The occurrence and handling of cyclic loops re-
veal characteristic behaviors of each model. Gpt-
4.5-preview effectively avoids cyclic patterns with
only one occurrence, demonstrating its capabil-
ity to maintain efficient reasoning. In contrast,
fine-tuned gpt-4o shows an increased tendency for
cyclic behaviors (14 cases) compared to its base
model (5 cases), suggesting that supervised fine-
tuning may lead to over-fixation on certain pat-
terns. Gpt-4o-mini exhibits both the highest num-
ber of cyclic loops (24 cases) and the lowest re-
planning success rate (64.3%), indicating funda-
mental limitations in its reasoning capabilities that
prevent it from either avoiding loops or effectively
changing its approach when necessary.

4.3 Detailed Analysis of Tool Usage Patterns

Dominant Reasoning Patterns Figure 5 re-
veals the most frequent tool usage sequences
across models. The predominant pattern follows
a systematic verification approach: Using detec-
tion tool (2:D) → All the objects are detected
(3:AY,4:Y) → Zoom-based verification (6:Z) →
Answer (7:T). This sequence demonstrates how
models typically employ multiple tools to verify
their initial findings before reaching conclusions.

Impact of Fine-tuning on Tool Preferences
Fine-tuning led to notable changes in tool usage
patterns. A striking example is the disappearance
of the "Segment and mask → (direct acceptance)
→ Answer" sequence, which was the second most
frequent pattern in base gpt-4o but absent in fine-
tuned versions. Despite using only 10 training ex-
amples, fine-tuning significantly reduced the over-
all usage of segmentation masks, indicating a sub-
stantial shift in tool preferences.

5 Discussion

Our analysis using VisTRA revealed two critical
insights about Visual Language Models’ reasoning
capabilities. First, while more capable models like
gpt-4.5-preview can effectively utilize direct rea-
soning paths, strategic re-planning remains valu-

able for improving performance in models with
similar architectural capabilities. This suggests
that both inherent model capacity and reasoning
strategy contribute to overall VQA performance,
with the relative importance of each factor vary-
ing by model scale.

Our analysis also revealed how training influ-
ences tool usage patterns. Fine-tuning can dramat-
ically reshape a model’s approach to tool selec-
tion and verification, even with minimal training
data. We observed the emergence of a hierarchi-
cal tool usage pattern, where certain tools serve as
primary diagnostic instruments while others func-
tion as fallback options. This suggests that models
develop tool-specific confidence levels that guide
their verification strategies.

These findings point to several important direc-
tions for future research. First, we need more so-
phisticated frameworks for distinguishing between
genuine direct acceptance and internal verification
processes, particularly in high-capability models.
Second, the relationship between model scale and
optimal verification strategy deserves further in-
vestigation - there may be scale-dependent pat-
terns that could inform more efficient training ap-
proaches. Finally, understanding how models de-
velop tool-specific confidence levels could lead to
more effective training strategies for improving
tool use in visual reasoning tasks.

6 Conclusion

This work introduces VisTRA, a systematic
framework for analyzing VLMs’ tool utilization
patterns in small object VQA tasks. Through au-
tomated reasoning step annotation, we quantita-
tively demonstrated that direct acceptance of tool
outputs correlates with decreased VQA accuracy
across all models, while lower-performing VLMs
exhibit ineffective re-planning through cyclic veri-
fication loops. Our analysis revealed that more ca-
pable models like gpt-4.5-preview show reduced
accuracy degradation with direct acceptance, and
that fine-tuning can significantly reshape tool pref-
erences and verification patterns, even with mini-
mal training data. These findings provide insights
into the relationship between model capacity and
reasoning strategies in visual tool utilization.
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Limitations

VisTRA’s current implementation is specifically
designed for analyzing behavior within the
SKETCHPAD framework on V* bench. While the
framework could potentially be adapted to simi-
lar VQA tasks and benchmarks, such applications
remain untested. Although SKETCHPAD repre-
sents a common approach to visual tool-based rea-
soning, adapting the framework to other contexts
may present challenges, particularly in prompt en-
gineering. The automation and optimization of
prompting strategies remain important areas for
future work. Regarding direct acceptance, our
study deliberately focused on tool usage patterns
rather than judgment accuracy. While this ap-
proach allowed us to examine behavioral tenden-
cies in isolation, it does not account for the rela-
tionship between tool output accuracy and model
behavior. Given that the impact of direct accep-
tance likely varies significantly based on tool out-
put accuracy, future work should investigate the
interaction between output correctness and model
behavior, particularly for improving VLM perfor-
mance.
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