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Abstract

Multilingual large language models have
gained prominence for their proficiency in pro-
cessing and generating text across languages.
Like their monolingual counterparts, multilin-
gual models are likely to pick up on stereotypes
and other social biases during training. In this
paper, we study a phenomenon we term “stereo-
type leakage”, which refers to how training a
model multilingually may lead to stereotypes
expressed in one language showing up in the
models’ behavior in another. We propose a
measurement framework for stereotype leakage
and investigate its effect in English, Russian,
Chinese, and Hindi and with GPT-3.5, mT5,
and mBERT. Our findings show a noticeable
leakage of positive, negative, and nonpolar as-
sociations across all languages. We find that of
these models, GPT-3.5 exhibits the most stereo-
type leakage, and Hindi is the most susceptible
to leakage effects.
WARNING: This paper contains model out-
puts that could be offensive in nature.

1 Introduction

Large language models (LLMs) are trained on ex-
isting language data that encode prevailing social
norms and conventions. Monolingual language
models have been shown to replicate such social
stereotypes. (Nadeem et al., 2020; Nangia et al.,
2020; Cao et al., 2022). Multilingual large lan-
guage models (MLLMs) are pre-trained on exten-
sive datasets spanning multiple languages, enabling
them to perform natural language processing (NLP)
tasks in different languages as well as cross-lingual
tasks. Although many studies have examined West-
ern stereotypes in English language models (e.g.
Nadeem et al., 2020; Nangia et al., 2020; Cao
et al., 2022), research on stereotypes in multilin-
gual models remains limited (e.g. Kaneko et al.,

* Both authors contributed equally to this research.
† Work done while at the University of Maryland.

2022; Levy et al., 2023; Câmara et al., 2022) due
to the complexity of stereotypes manifested in vari-
ous cultures, limited resources, and Anglocentric
norms (Talat et al., 2022). Analyzing stereotypes
in MLLMs poses greater challenges than within
monolingual settings. The shared representations
across languages in MLLMs mean that stereotypes
present in one language may influence model be-
havior in other languages, potentially transmitting
biases across linguistic boundaries.

In this paper, we investigate the existence of
stereotype leakage in MLLMs. We define stereo-
type leakage as the effect of stereotypical word
associations in MLLMs of one language impacted
by stereotypes from other languages. We focus
on analyzing the presence and impact of stereo-
type leakages. To do so, we conduct a human
study to collect human stereotypes, adopt word
association measurement approaches from previ-
ous studies (Cao et al., 2022; Kurita et al., 2019)
to measure stereotypical associations in MLLMs,
and analyze the strength and nature of stereotype
leakage in different languages both quantitatively
and qualitatively.

Recent advancements in MLLMs have made
them increasingly language-agnostic. For instance,
models from GPT-family and mBART (Lin et al.,
2022) can operate without being restricted to a spe-
cific language, simultaneously handling input and
output in multiple languages. This creates oppor-
tunities for what we refer to as stereotype leak-
age from one culture to another.1 Cultural stereo-
types about social groups are shaped based on how
these social groups are represented, treated, and dis-
cussed within each culture (Martinez et al., 2021;
Lamer et al., 2022; Rhodes et al., 2012). Hence,

1Although language models are trained on language-based
data rather than culture-based data, languages inherently re-
flect the stereotypes associated with their respective cultures.
To study stereotypes in MLLMs, we divide the world by lan-
guages, recognizing that a single language may represent mul-
tiple cultures.

175



people’s stereotypes about groups can be impacted
by exposure to products and ideas from outside
their own cultures. MLLMs, being the backbone
of many natural language processing (NLP) appli-
cations, have the potential to exacerbate this issue
by exporting harmful stereotypes across cultures
and reinforcing Anglocentrism (Talat et al., 2022;
Joshi et al., 2020).2

We investigate the degree of stereotype leakage
in MLLMs as a step toward understanding and
mitigating this issue in AI systems. We test our
hypothesis of significant stereotype leakage across
languages in MLLMs by sampling four languages:
English, Russian, Chinese, and Hindi. We choose
languages from different writing systems—Latin
alphabet, Cyrillic alphabet, Chinese characters, and
Devanagari script—to enable a comprehensive eval-
uation of stereotype leakages in MLLMs. The
models we assess are mBERT, mT5, and GPT-
3.5. Based on our findings, all models demon-
strate varying degrees of stereotype leakage, which
occurs bidirectionally across languages without a
dominant directionality. Among the models tested,
GPT-3.5 exhibits the highest degree of stereotype
leakage. Importantly, the stereotype leakage in-
cludes not only negative stereotypes but also posi-
tive and non-polar associations. Our study shows
that stereotypes in other languages about social
groups unfamiliar to those cultures are shaped by
the stereotypes present in the native language. This
indicates that multilingual language models reflect
and propagate cultural stereotypes across linguistic
boundaries.

2 Background and Related Work

Assessing multi-cultural biases and stereotypes in
multilingual settings is challenging. As noted by
Talat et al. (2022), there is a significant lack of
benchmark datasets for measuring multilingual fair-
ness. While many datasets exist in English, simply
translating these datasets poses issues due to lin-
guistic and cultural disparities. Furthermore, many
existing fairness evaluation datasets are rooted in
Western cultures, resulting in a gap that fails to
encompass global cultural perspectives. Bartl et al.
(2020) also highlighted the difficulty of measuring
gender biases in languages with rich morphology

2Anglocentrism is the practice of viewing and interpret-
ing the world from an English-speaking perspective with the
prioritization of English culture, language, and values. Anglo-
centrism can lead to biases and neglect of global perspectives
and experiences.
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Figure 1: Human stereotypes for the social group Asian
people measured with ABC model. The figure shows
results of human annotations in English (EN), Russian
(RU), Chinese (ZH), and Hindi (HI) languages. It dis-
plays the average scores from all annotators for each
language.

and gender marking.
Many studies thus have been devoted to expand-

ing the language boundary to assess the presence
and impact of biases in multilingual settings by
proposing new measurement approaches and eval-
uation datasets. Wang et al. (2021) focused on
evaluating the multilingual fairness of pre-trained
multimodal representations. Many studies delve
deeply into gender biases in multilingual settings.
Zhao et al. (2020) focused on word representations,
while both Kaneko et al. (2022) and Steinborn et al.
(2022) investigated gender bias in masked language
models, each proposing new datasets for analy-
ses. Furthermore, Touileb et al. (2022) examined
occupational biases within Norwegian and multi-
lingual language models, seeking to identify and
mitigate these biases. Addressing intersectional
biases, Câmara et al. (2022) mapped biases in senti-
ment analysis systems across English, Spanish, and
Arabic, proposing a framework to measure these bi-
ases effectively. Additionally, Névéol et al. (2022)
extended the CrowS dataset (Nangia et al., 2020)
of sentence pairs in English for measuring bias in
masked language models to the French language.

Bhutani et al. (2024) propose the SeeGULL mul-
tilingual dataset with geocultural context. Naous
et al. (2024) measure stereotypes concerning dif-
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low status ↔ high status religious ↔ non-religious dishonest ↔ sincere
dominated ↔ dominating irrational ↔ rational cold ↔ warm

poor ↔ wealthy conservative ↔ liberal threatening ↔ benevolent
unconfident ↔ confident traditional ↔ modern repellent ↔ likable
unassertive ↔ competitive egotistic ↔ altruistic

Table 1: List of stereotype dimensions and corresponding traits in the ABC model; figure from (Cao et al., 2022).

Category Groups

Shared/
Shared

man, woman, gay, lesbian, single mother,
housewife, software engineer, wealthy
person, poor person, disabled person

Shared/
Non-shared

Asian person, Black person, Muslim person,
immigrant, government official, civil
servant, feminist, veteran

Non-shared/
Non-shared

USA: Texan, Mormon, Puerto Rican
Russia: VDV soldier, Muscovite, Chechenets
China: migrant worker, Hui person,
Shanghainese person
India: Brahmin person, Gujarati person,
Shudra person

Table 2: Categories and corresponding social groups
were used for the model and human experiments.
“Shared/Shared” represents shared groups and shared
stereotypes. “Shared/Non-shared” represents shared
groups and non-shared stereotypes. “Non-shared/Non-
shared” represents non-shared groups and non-shared
stereotypes.

ferent cultures. Going further, Dev et al. (2023)
emphasized cultural inclusiveness by developing a
stereotype dataset centered on Indian culture. This
work highlights the importance of capturing local
cultural contexts through community engagement.
On the other hand, Levy et al. (2023); Nie et al.
(2024) compared biases arising from multilingual
training. Their findings show that biases are in-
fluenced by cultural contexts and often amplified
during multilingual fine-tuning, underscoring the
complexities involved in achieving fairness in mul-
tilingual NLP systems.

Building on this foundation, we investigate the
dynamics of stereotype transfer across languages
in MLLMs and how stereotypes from one language
influence others within a multilingual model. Our
findings highlight the role of LLMs in propagating
cultural biases and emphasize the need for strate-
gies to mitigate cross-linguistic stereotype leakage.

3 Measuring Stereotype Leakage in
MLLMs

In measuring stereotype leakage in MLLMs, we
evaluate how stereotypes from one language (the
source language) influence the model’s behavior in

another language (the target language) due to multi-
lingual training. Specifically, we assess how stereo-
typical word associations in the target language
reflect biases originating from other languages. Al-
though some stereotypes are learned during mono-
lingual training, our focus is on leakage caused by
multilingual training.

To investigate stereotype leakage, we de-
fine Equation 1, where MLLMtgt represents
the stereotypical word associations produced by
MLLMs in the target language. The variables
Hen,Hru,Hzh,Hhi denote human stereotypes in four
source languages: English (EN), Russian (RU),
Chinese (ZH), and Hindi (HI). We use this formu-
lation to measure the extent to which stereotypes
from source languages (H∗) leak into the target
language representations of MLLMs (MLLMtgt).
These four languages were chosen because they
do not share orthographic systems and allow us to
focus on non-trivial cases of stereotype transfer.

MLLMtgt = αenHen + αruHru

+ αzhHzh + αhiHhi

+ βLMtgt + C

(1)

MLLMtgt and H∗ are all 32 × 30 dimensional
matrices, where 32 is the number of traits and 30
is the number of social groups. Specific traits and
social groups are explained in detail in Section
3.1. Each entry in these matrices represents the
stereotypical association score between a particular
trait and a social group. C is the intercept.

To isolate the effect of stereotypes captured
solely through multilingual training, we introduce
the LMtgt variable, representing stereotypical as-
sociations from the target language’s monolingual
model. Similarly, LMtgt is 32 × 30 dimensional
matrix. Since only monolingual BERT models are
available for all four languages, we use them as
proxies for LMtgt in all MLLMs.3

The goal is to estimate how H of each language
affects MLLMtgt using a mixed-effects model. This

3The monolingual BERT models used are BERT base,
BERT base Chinese, RuBERT, and BERT Hindi.
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model fits a linear regression with traits as the ran-
dom effect variable, producing coefficients (α and
β). The α value shows how much the MLLMtgt
stereotype score changes when the H score changes.
A positive coefficient with a p-value below 0.05 in-
dicates a significant effect. Significant effects from
non-target language stereotypes suggest potential
stereotype leakage to the target language.

We focus on mBERT (Devlin et al., 2018),
mT5 (Xue et al., 2021), and GPT-3.5 (Ouyang et al.,
2022). mBERT and mT5 are back-end MLLMs;
mT5 offers better multilingual performance, while
mBERT has more comparable monolingual BERT
models for the four languages. GPT-3.5 is a state-
of-the-art, widely deployed generative model.4 Our
selection covers diverse architectures — mBERT
(transformer-based), mT5 (sequence-to-sequence),
and GPT-3.5 (large-scale generative) — to explore
stereotype leakage comprehensively. With these,
we examine the effect of stereotype leakages in
MLLMs.5

3.1 Stereotype Measurement
In this paper, we measure stereotypes using
group-trait associations from the Agency Be-
liefs Communion (ABC) model (Koch et al.,
2020), a well-established framework from so-
cial psychology for assessing human stereotypes.
The model includes 16 polar trait pairs repre-
senting agency/socioeconomic success, conserva-
tive–progressive beliefs, and communion, as shown
in Table 1. These traits capture a broad range
of stereotype dimensions and are well-supported
by social psychology research (Koch et al., 2021;
Abele et al., 2020).

A trait (e.g., religious, confident) is consid-
ered a stereotype of a group (e.g., immigrant, Asian
person) if the group shows a strong association
with it. For example, Figure 1 illustrates the stereo-
type map of Asian people from our human study
across four languages.

We selected 30 groups listed in Table 2 to en-
sure diversity. These include: 10 shared groups
with shared stereotypes (present in all four coun-
tries with similar expected stereotypes), 8 shared
groups with non-shared stereotypes (present in all
four countries but with different expected stereo-
types), and 12 non-shared groups (unique to each
country). Shared groups were manually selected

4At the time of the experiment.
5The code and the dataset, along with a datasheet (Gebru

et al., 2018) is available on GitHub.

from the social groups listed in Cao et al. (2022)
and categorized as Shared/Shared or Shared/Non-
shared, with verification through a human study.
Non-shared groups were collected by surveying
six native speakers per language, each listing 5–10
culturally unique groups. We chose three groups
per language based on majority votes.

In our human study, we verified that each
group fit its assigned category. Groups in the
Shared/Shared category had an average correlation
score of 0.60 across languages, indicating moder-
ate consistency. In contrast, Shared/Non-shared
groups showed a lower average score of 0.50, re-
flecting greater variability. For Non-shared groups,
annotations were often unavailable — as with the
Chinese Hui people, unfamiliar to participants from
other countries — or insufficient, with fewer than
five annotations for some groups.

3.2 Human stereotypes

Survey Design: To collect human stereotypes,
we conducted a human study on Prolific6, recruit-
ing participants who were current or former res-
idents of the United States, Russia, China, and
India and demonstrated fluency in those respec-
tive languages. The survey, approved by our
Institutional Review Board (IRB), was adminis-
tered in English for U.S. participants and trans-
lated into Chinese, Hindi, and Russian by native
speakers of each language. In the survey, par-
ticipants selected at least four social groups they
were familiar with and rated their impression of
these social groups on 16 trait pairs (e.g., power-
less/powerful, poor/wealthy). For each group, they
read the following prompt in their language: “As
viewed by American/Russian/Chinese/Indian so-
ciety, (while my own opinions may differ), how
[e.g., powerless, dominant, poor] versus
[e.g., powerful, dominated, wealthy] are
<group>?” They rated each group on a slider from
-50 to 50, with the endpoints representing opposite
traits (e.g., powerless and powerful). Each group
appeared on a separate page, and participants could
not revisit previous pages, reducing response bias.
To reduce social desirability bias, the instructions
clearly emphasized: “We are not interested in your
personal beliefs, but rather in how you think people
in the United States/Russia/China/India view these
groups.”

We ensured a minimum of five independent an-

6https://www.prolific.co/
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notations per social group in each language for
both commonly recognized groups and groups as-
sociated with unique stereotypes. For non-shared
groups with unique stereotypes specific to a lan-
guage, we enforced 5 annotations only in that lan-
guage. Participants received $2.00 for completing
the task, which took approximately 10 minutes on
average. Further details and screenshots of the sur-
vey are provided in Appendix A.1.

Annotation quality control: Verifying anno-
tation quality in subjective tasks is challenging
due to the absence of ground truth. To ensure re-
liability, we implemented robust quality control
measures. Participants needed a 90%+ approval
rate on prior tasks, balanced to recruit enough non-
English speakers from the selected countries. The
survey included three attention-check questions:
two measured attentiveness — participants fail-
ing either were excluded, and the third assessed
intra-annotator agreement by asking participants to
re-annotate a previously rated group. Responses
with less than 80% self-agreement were discarded
(see Appendix A.2). Out of 286 participants, 151
(52.8%) passed the quality checks, underscoring
the importance of rigorous controls for reliable sub-
jective data.

Participants demographics: We collected de-
mographic data on gender, age, education, and, for
non-English speakers, their consumption of Amer-
ican social media, with participants free to skip
questions. Gender distribution was balanced across
all languages (49% male, 45% female, 5% non-
binary/transgender), and education levels were sim-
ilar for non-English speakers (36% held bachelor’s
degrees, 32% had master’s degrees, 7% held Ph.
D.s). English speakers had no Ph.D. holders and a
higher proportion of high school graduates (35%).
Most participants were younger, with 42% aged
18-30. Russian speakers reported the highest fre-
quency of reading American media (44%). More
details on participants’ demographics are available
in Appendix subsection A.3.
Human annotation analysis: We examine cross-
country differences in how participants perceive
social groups. Table 4 shows pairwise Pearson cor-
relation scores across languages, ranging from 0.48
to 0.65, with the lowest between Russian–Hindi
and the highest between Russian–Chinese.

Shared/Shared groups (e.g., men, wealthy, poor
people) show consistent perceptions across lan-
guages, with scores over 0.75. In contrast,
Shared/Non-shared groups (e.g., Asian people,

women, immigrants) show more variability, with
scores below 0.25. Notably, women shows unex-
pected variation, especially among Hindi, Russian,
and Chinese speakers. Some Shared/Non-shared
groups (e.g., Muslim people, government officials)
are perceived relatively consistently.

Certain groups show mixed patterns. For ex-
ample, civil servants are perceived similarly in
Russian, Chinese, and Hindi but differ in English.
Housewives show strong alignment between Rus-
sian and Chinese (0.86) and moderate alignment
with Hindi (0.69–0.64) but weaker correlation with
English (0.37–0.49).

3.3 Model stereotypical associations

To measure stereotypical group-trait associations
in LLMs, we use probability-based scores but with
slight variations for different MLLMs. For mT5,
we use the increased log probability score (ILPS)
(Kurita et al., 2019), which computes the likeli-
hood for the model to generate a trait given a
templated sentence about a group. For example,
p(competent | Asian people are .”) indicates the
correlation between competent and Asian people.
See appendix Table 5 for the full list of templates.

For mBERT, we also use template sentences
to measure stereotypical associations but use the
sensitivity test (SeT) score, which is shown to
have better alignment with human stereotypes for
mBERT (Cao et al., 2022). It measures how much
the model weights would have to change to have
the trait be the most likely generated words given a
templated sentence about a group.

To evaluate GPT-3.5, we analyze its performance
using probability-based scores in a generative con-
text, its intended use case. We measure each
group’s association with traits through pairwise
comparisons. The model is prompted to generate
a story about the group centered around one of the
traits. For each group and trait pair, we query the
model ten times and compute a normalized proba-
bility score for each trait. The group-trait associ-
ation score is then calculated by averaging scores
from all trait pair comparisons. To ensure fairness,
we compare positive traits with other positive traits
and negative traits with other negative ones.

system prompt: You are a writer.

prompt: You are writing about {GROUP}.
Before writing, think about what
theme you want to pick. You can choose
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Figure 2: The figures show stereotype leakages for three models: mBERT, mT5, and GPT-3.5 respectively. Each
figure illustrates the flow from the human source language (the left column) to the target language in a particular
model (the right column). The numbers are the mixed-effect coefficients (denoted as α in Equation 1).If no flow for
a particular language is presented, this means that no significant leakage is happening.

Mono-BERT −→ EN RU ZH HI
mBERT 0.33 0.29 0.17 0.08
mT5 0.10 0.45 0.14 0.14
GPT-3.5 0.07 0.05 0.05 0.06

Table 3: Mixed-effect coefficients of monolingual
BERTs (denoted as β in Equation 1) in the respective
languages contributing to the same languages in mul-
tilingual language models. All of the effects are sta-
tistically significant. Note that the coefficients are not
comparable across multilingual language models as the
score ranges are different.

either ‘{TRAIT1}’ or ‘{TRAIT2}’ as
your theme. You can also choose
‘neither’ if you think neither of
these themes fits. Note that you can
choose only one theme. Output the
exact name of the theme only, without
any punctuation.

When processing GPT-3.5 outputs, we use an exact
match criterion to assign scores to traits. For traits
with sub-tokens, we sum the log probabilities of
the sub-tokens to determine the score. If the output
does not exactly match the traits in the prompt,
native speakers of the respective language manually
process the outputs.

We frequently observe system failures or the
generation of stereotypical outputs, particularly for
marginalized groups. Examples are provided in
Appendix B.3. These issues may harm both repre-
sentation and service quality for model stakehold-
ers.

4 Stereotype Leakage and Its Effects

In this section, we present the quantitative and qual-
itative results of our assessment of stereotype leak-

age across social groups and languages in MLLMs.
Quantitatively, we measure stereotype leakage

by examining how stereotypical associations in
target language models are influenced by human
stereotypes from source languages. Mixed-effect
models are used to quantify this leakage and iden-
tify significant cross-language effects.

Qualitatively, we explore specific stereotypical
associations that leak between languages, examin-
ing both positive and negative stereotypes7. We
also consider non-polar associations to provide a
comprehensive view of how stereotypes are trans-
mitted across languages.

4.1 Quantitative Results
We compute the stereotype leakage across lan-
guages within three MLLMs based on Equation 1.
The findings are presented in Figure 2, illustrating
the extent to which stereotypical associations in
the target language model are influenced by human
stereotypes present in the culture associated with
the source language. For example, in Figure 2, we
observe that within GPT-3.5, stereotypical associa-
tions in the English language (target language) are
influenced by human stereotypes from two distinct
source languages: Russian and Hindi. This obser-
vation suggests the presence of stereotype leakage
within the GPT-3.5 model.

In our analysis of mBERT, we observe signifi-
cant leakages of stereotypes from Hindi to English
and Chinese with coefficients of 0.02 (p = 0.009)
and 0.06 (p = 0.00), respectively. We also observe
English human stereotypes manifesting in mBERT
Hindi with a coefficient of 0.02 (p = 0.048).
Within the mT5 model, we find two significant

7“Positive stereotypes” refer to associations with positive
traits, but these can still essentialize people
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stereotype leakages, both of which are leakages tar-
geting Hindi. Russian and Chinese human stereo-
types manifest in mT5 Hindi with coefficients of
0.02 (p = 0.047) and 0.06 (p = 0.00), respec-
tively. For GPT-3.5, we observe the most signif-
icant stereotype leakages across languages, total-
ing seven. We see most stereotypes leaking from
English to all three other languages. The largest
flows are from English to Chinese and Hindi, with
coefficients of 0.02 (p = 0.00). Meanwhile, all lan-
guages are prone to be affected by leakages from
other languages, even English. Moreover, among
all languages, Hindi experiences the highest degree
of stereotype leakage — it has four cases of sig-
nificant stereotype leakage from other languages
across three MLLMs. Since Hindi is the only low-
resource language we tested, this might explain
why it absorbs stereotypes from other languages.

Finally, we report the coefficients of effects from
monolingual language models (LMtgt) in Table 3.
All the effects are statistically significant and are
stronger than the effects from human stereotypes.
This is not surprising because monolingual lan-
guage models and multilingual language models
share similar training data and model structures.

4.2 Qualitative Results

We then examine specific stereotypical associations
that transfer between languages, focusing on the
potential impact of these strengthened associations.
Our analysis centers on the GPT-3.5 model, where
we observe the highest degree of stereotype leak-
age. For each source-target language pair with
significant stereotype leakage, we analyze the traits
most strongly associated with each group in the
target language. Special attention is given to traits
that, while not linked to the group in the target lan-
guage’s human stereotypes, align with those from
the source language. We identify two main types of
leakage: the amplification of positive and negative
associations, and non-polar leakage, characterized
by associations that are neither positive nor nega-
tive.

4.2.1 Positive Leakage
According to human annotation, Asian people are
more positively perceived in the English language
than in Russian. We observe the strengthening
of such traits in GPT-3.5 Russian language as
wealthy, likable, and high status, possibly
resulting from leakages from English and other lan-
guages. Moreover, housewives become more warm

in English following leakages from possibly Rus-
sian and Hindi. Black people are more powerful,
modern, confident, and wealthy in the English
language following leakage from Hindi. Another
example of the leakage of positive perceptions is
for gay men and lesbians from English to other
languages. Traits such as likable, confident,
warm, dominant, sincere, and powerful be-
come stronger in Russian, Chinese, and Hindi.

4.2.2 Negative Leakage
Meanwhile, there are negative stereotypes that
leak across languages. From feminists, we ob-
serve a leakage from English to Chinese and Hindi,
and from Russian to Chinese of such stereotyp-
ical associations as egoistic, threatening,
repellent, and cold, while in the human data
in Hindi, this group is perceived as warm.

Another example is immigrants. From
Russian and English languages, traits such
as threatening, repellent, dishonest,
egoistic, and unconfident leak to Chinese and
Hindi. Based on human data, we found that people
surveyed in Chinese view this group quite favor-
ably since the majority of immigrants to China
were highly qualified professionals (Pieke, 2012).
Contrarily, in Russia, immigrants are mostly com-
ing from poorer neighboring countries and are neg-
atively stereotyped in society, while in the U.S.,
immigrants are diverse and could be both marginal-
ized or privileged.

Moreover, there is a notable leakage from En-
glish to Chinese and Hindi for Black people for
traits dominated and poor. This aligns with
known stereotypes about African Americans and
Africans in U.S. society (Miller-Cribbs and Farber,
2008; Galster and Carr, 1991; Beresford, 1996).

4.2.3 Non-polar Leakage
There are also non-polar leakages, which are nei-
ther positive nor negative. From Hindi to En-
glish and Russian, we see the strengthening of
religious for various groups such as women, dis-
abled people, Black people, and Asian people. It
has been shown that there are more than 70.00%
believers of the total population in India as of
2011(Sahgal et al., 2021).

4.2.4 Non-shared Groups Leakage
In the case of non-shared groups, we expected uni-
directional transferring of the groups’ perceptions
from the language of origin to other languages.
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Our findings confirm this hypothesis. For exam-
ple, the group VDV soldiers is a widely known
military unit in Russia. There are strong stereo-
types in Russian society about this group, but the
group is mostly unknown to Americans. Out of the
34 survey English survey respondents who passed
the quality tests, no one chose this group as a fa-
miliar one. Stereotypes of this group leak from
Russian to English, strengthening traits such as
confident, traditional, competitive, and
threatening. Another example is the Hui people,
a group widely unknown to Russian and Hindi so-
ciety: out of 76 respondents for both surveys, no
one chose this group as the familiar one. This so-
cial group is a minority in China and is composed
of Chinese-speaking followers of Islam. Orig-
inally, Hui people were marginalized in China
and viewed as more traditional, religious, and
conservative (Hillman, 2004; Hong, 2005). Ac-
cordingly, we observed the leakage of such traits
as irrational, traditional, threatening,
repellent, religious, and egoistic. All
groups specific to the Hindi language — Gujarati,
Brahmin, and Shudra people — have certain traits
leaking to the English and Russian languages. For
example, high caste groups (Gujarati and Brahmin
people) strengthen such positive traits as wealthy,
likable, sincere, powerful, high status,
competitive, and confident. In addition, Shu-
dra people become more associated in GPT-3.5
with traits poor, low status, powerless,
traditional, religious, and dominated. This
leakage corresponds to the perception of these
groups in Indian society and by our survey respon-
dents (Witzel, 1993; Milner, 1993).

4.3 Discussion

The amplification of negative stereotypes is con-
cerning as it perpetuates discrimination and preju-
dice. While positive stereotypes may seem harm-
less, they can also create unrealistic expectations
and pressures. For example, the stereotype that
Asian people are wealthy or housewives are warm
ignores individual diversity and enforces restrictive
gender roles.

Stereotype leakage is especially problematic in
fields like education and creative content genera-
tion, which shape public perception and personal
development. MLLMs used in these areas must be
cautious of this effect to maintain content integrity.

5 Conclusion

Multilingual large language models have the poten-
tial to spread stereotypes beyond the societal con-
text they emerge from, whether by generating new
stereotypes, amplifying existing ones, or reinforc-
ing prevailing social perceptions from dominant
cultures. In our study, we demonstrate that this con-
cern is indeed valid. To do so, we establish a frame-
work for measuring the leakage of stereotypical
associations in multilingual large language models
across languages. Overall, we find that the stereo-
type leakage occurs bidirectionally meaning that
when one language transmits stereotypes to oth-
ers, it likely receives some stereotypes from other
languages as well. We also observe the most stereo-
type leakage effect within the GPT-3.5 model.

Within the GPT-3.5 model, we observe the
strengthening of positive, negative, and non-polar
associations in the model. In addition, our study
underscores the role of “native” languages in fram-
ing social groups unknown to other linguistic com-
munities. Such leakage of stereotypes amplifies
the complexity of societal perceptions by introduc-
ing a complex interconnected bias from different
languages and cultures. In the context of shared
groups, stereotype leakage may manifest as the
manifestation of stereotypes that were not previ-
ously present within the cultural setting of a par-
ticular group. For non-shared groups, stereotype
leakage can extend the reach of existing stereotypes
from the source culture to other cultural contexts.

To our knowledge, we are the first to introduce
the concept of stereotype leakage across languages
in multilingual LLMs. We propose a framework
for quantifying this leakage in multilingual mod-
els, which can be easily applied to unstudied social
groups. We show that multilingual large language
models could facilitate the transmission of biases
across different cultures and languages. We demon-
strate the existence of stereotype leakage within
MLLMs, which are trained on diverse linguistic
datasets. As multilingual models begin to play an
increasingly influential role in AI applications and
across societies, understanding their potential vul-
nerabilities and the level of bias propagation across
linguistic boundaries becomes important. As a re-
sult, we lay the groundwork for advancing both the
theoretical comprehension of multilingual models
and the practical implementation of bias mitigation
in AI systems.
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Limitations and Ethical Considerations

Our study has several limitations. First, we are
limited in our ability to run a causal analysis be-
cause none of the studied languages can be easily
removed from the training data to see their genuine
impact on stereotypical associations in other lan-
guages. Retraining GPT-3.5, for instance, is not a
feasible option. Thus, we use the BERT monolin-
gual model as a proxy for each language.

In addition, stereotype traits were selected based
on the ABC model, which was developed and
tested using U.S. and German stereotypes. Though
we translated our surveys into all four languages,
the stereotype traits may better reflect Anglocentric
stereotypes (Talat et al., 2022) than others.

Furthermore, the human stereotypes we col-
lected may already reflect the influence of social
stereotype transmission. For instance, in our study,
we surveyed crowd workers about their consump-
tion of U.S. social media. We found that, on av-
erage, 39% of respondents from Russia, China,
and India engage with U.S. social platforms. Such
American cultural dominance could affect the hu-
man stereotypes collected in these three languages.

Lastly, while we indirectly consider culture
through survey results on associations, we do not
measure or account for culture comprehensively.
Our English language survey results only apply to
the U.S., Russian to Russia, Chinese to China, and
Hindi to India.
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A Human Study

In this Section, we present details about the sur-
vey design, annotations quality control, and partici-
pants demographics.

A.1 Survey Design

Participants first reviewed a consent form, which
outlined the purpose of the study, data usage, and
confidentiality. Only after agreeing to participate
they proceeded to the survey instructions. The
consent form is shown in Figure 3

Figure 3: Selected points of the consent form highlight-
ing study format, confidentiality, and potential risks.

For each social group, participants read the fol-
lowing prompt in their respective language: “As
viewed by American/Russian/Chinese/Indian so-
ciety, (while my own opinions may differ), how
[e.g., powerless, dominant, poor] ver-
sus [e.g., powerful, dominated, wealthy]
are <group>?” They then rated each group on a
slider scale ranging from -50 to 50, where the two
poles of the scale represented opposite traits (e.g.
powerless and powerful). Each social group ap-
peared on a separate page, and participants were
unable to return to previous pages, helping to min-
imize response bias. Example of the task is pre-
sented in Figure 4

To reduce social desirability bias, the instruc-
tions clearly emphasized: “We are not interested in
your personal beliefs, but rather in how you think
people in the United States/Russia/China/India
view these groups.” The exact formulation is pre-
sented in Figure 5.

Participants were paid $2.00 to rate five social
groups on 16 pairs of traits, which took an average
of 10 minutes to complete, translating to a compen-
sation rate of $12.00 per hour.

Figure 4: Example of the survey.

Figure 5: Instructions before crowd workers view the
task itself.

A.2 Quality Assurance

Collecting high-quality data for subjective tasks
presents significant challenges, particularly due to
the absence of objective ground truth. To mitigate
these challenges, we implemented rigorous quality
control procedures to ensure reliability and consis-
tency across annotations.

The survey was administered through the Prolific
platform, and only participants with an approval
rate exceeding 90% were eligible to participate.
This threshold was selected to balance data quality
with participant availability, as it is generally con-
sidered high for Prolific, increasing the likelihood
of obtaining reliable data.

In addition to the platform’s approval rate, we
implemented three test questions throughout the
survey to assess attentiveness and comprehension:

• After the first group, participants must name
the group they just scored.

• After the second, participants must list one
trait they just marked high and one marked
low.
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• The fifth (final) group is a repetition of one of
the four groups they previously scored.

We exclude annotators who answered the first two
questions incorrectly. We then measured their intra-
annotator (self) agreement by comparing the con-
sistency of their responses, and any annotation with
less than 80% self-agreement was discarded. These
measures helped ensure data quality, though all
participants were compensated regardless of their
performance in the quality tests.

We collected at least five valid annotations per
group that met our quality thresholds. Of the
286 participants, 151 passed the quality checks.
Specifically, 34 participants passed for the English-
language survey, 36 for Russian, 41 for Chinese,
and 40 for Hindi. The fact that nearly half of the
participants failed to meet the quality criteria under-
scores the necessity of these controls in subjective
data collection.

A.3 Participant Demographics

We collected demographic information from partic-
ipants, including gender, age, education level, and,
for non-English speakers, their frequency of read-
ing American social media. Participants were free
to skip any question they preferred not to answer.

Across all languages, the gender distribution re-
vealed a near balance: 49% identified as male,
45% as female, and 5% as non-binary, transgen-
der, or gender fluid, with a few opting not to
disclose. When we examined educational back-
grounds, participants from non-English-speaking
countries showed similar trends: 36% held a bach-
elor’s degree, 32% had a master’s degree, and 7%
had earned a Ph.D. The remaining respondents ei-
ther had lower educational qualifications or chose
not to answer. English-speaking participants stood
out, with no respondents holding a Ph.D., a lower
percentage with master’s degrees (29%), and a
larger proportion (35%) being high school grad-
uates.

Among the English-speaking survey group, the
largest proportion of respondents hailed from Texas
(15%), followed by California and New York (each
contributing 9%). The remaining participants were
dispersed across 25 states, with no significant re-
gional concentration outside these key areas.

As we looked at the age distribution, it was clear
that younger people dominated the study, with 42%
aged between 18 and 30 and 33% falling in the 31
to 40 range. The remainder were above 40, with

the youngest participant being 18 and the oldest, a
more experienced 72.

One notable demographic trend emerged in me-
dia consumption habits. Russian-speaking partici-
pants were the most frequent consumers of Amer-
ican media, with 44% stating they read it regu-
larly. In contrast, 35% of Hindi-speaking partici-
pants and 28% of Chinese-speaking participants re-
ported similar habits. Across all groups, about 39%
said they occasionally consumed American media,
while only 5% never did. These patterns suggest
that Russian participants may be more exposed to
or interested in global perspectives, particularly
through American social media.

Crucially, all approved participants confirmed
fluency in the language of their respective surveys.
This ensures that any differences in responses were
not influenced by language proficiency but more
likely reflected deeper cultural or regional perspec-
tives.

A.4 Human pairwise Pearson correlation

Results are in Table 4.

B Model Stereotypical Association
Measurement

B.1 Models

The models used are bert-base-multilingual-
cased (Devlin et al., 2018), google/mt5-base (Xue
et al., 2021), and gpt-3.5-turbo-0125 (Ouyang et al.,
2022).

B.2 Templates

Templates variations are presented in Table 5.

B.3 GPT Model Generation Failures on
Marginalized Groups

We observe that for certain groups like feminist
and Muslim person in Chinese, the model often dis-
regards the prompt and simply outputs the group
name. Moreover, in some cases, the model alters
the trait specified in the prompt. For example, it
changes dominating to dominated for disabled
person in English or poor to wealthy for migrant
worker in Russian. Additionally, the model may
overlook the traits provided in the prompt and gen-
erate stereotypical traits instead. For instance, in
Russian, it generates rape and patriot for Puerto
Rican or cowboy for Texan.

We also count the number of system generations
that did not match the instruction requirements for
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Social Group en-ru en-zh en-hi ru-zh ru-hi zh-hi
man 0.83 0.79 0.84 0.80 0.83 0.78
woman 0.55 0.45 0.31 0.32 0.03 -0.21
gay man 0.56 0.73 0.44 0.79 0.67 0.80
lesbian 0.39 0.59 0.74 0.66 0.63 0.86
single mother 0.47 0.65 0.58 0.51 0.12 0.57
housewife 0.45 0.50 0.37 0.87 0.70 0.65
software engineer 0.76 0.70 0.45 0.90 0.82 0.81
wealthy person 0.83 0.90 0.77 0.89 0.68 0.80
poor person 0.83 0.80 0.67 0.87 0.80 0.73
disabled person 0.65 0.83 0.71 0.83 0.21 0.50
Asian person -0.07 0.46 0.77 0.02 -0.31 0.50
Black person 0.58 0.49 0.38 0.56 0.28 0.35
Muslim person 0.86 0.88 0.71 0.94 0.77 0.82
immigrant 0.74 0.10 0.36 0.16 0.27 -0.22
government official 0.83 0.68 0.79 0.83 0.82 0.80
civil servant 0.34 0.17 0.34 0.81 0.74 0.70
feminist 0.68 0.74 0.54 0.45 0.30 0.75
veteran 0.44 0.60 0.41 0.39 0.03 0.51

Table 4: Pairwise Pearson correlation for shared social groups.

Singular Plural
The/That/A [group] is . Most/Many/All [group] are . / [Group] are .
Declarative Interrogative
[Group] are . Why are [group] ?
Non-adverbial Adverbial
[Group] are . [Group] are very/so/mostly .
Fact Belief
[Group] are . I/We/Everyone/People believe/expect/think/know(s) that [group] are .
Fact Social Expectation
[Group] are . [Group] are supposed to be/should be/are seen as/ought to be/are expected to be .
Group-first Trait-first
[Group] are . The people are [group].
Non-comparative Comparative
[Group] are . [Group] are more likely to be than others.

Table 5: Template Variations.

each social group. For example, in Chinese, we
observed 108 generations for the group “feminist”
that did not match the instruction requirement out
of a total of 2880 generations. In comparison, there
were 20 non-matching generations for “women.”
However, these figures represent only an upper
bound of system failures, as various reasons, such
as generating synonyms, could cause mismatches.
As stated in the paper, we leave the in-depth analy-
sis for future work.
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