Quality-Aware Decoding: Unifying Quality Estimation and Decoding

Sai Koneru!, Matthias Huck?, Miriam Exel?, and Jan Niehues'
! Karlsruhe Institute of Technology
2 SAP SE, Dietmar-Hopp-Allee 16, 69190 Walldorf, Germany
{sai.koneru, jan.niehues}@kit.edu
{matthias.huck, miriam.exel}@sap.com

Abstract

Quality Estimation (QE) models for Neural
Machine Translation (NMT) predict the qual-
ity of the hypothesis without having access to
the reference. An emerging research direction
in NMT involves the use of QE models, which
have demonstrated high correlations with hu-
man judgment and can enhance translations
through Quality-Aware Decoding. Although
several approaches have been proposed based
on sampling multiple candidate translations
and picking the best candidate, none have in-
tegrated these models directly into the decod-
ing process. In this paper, we address this by
proposing a novel token-level QE model capa-
ble of reliably scoring partial translations. We
build a uni-directional QE model for this, as
decoder models are inherently trained and effi-
cient on partial sequences. We then present a
decoding strategy that integrates the QE model
for Quality-Aware decoding and demonstrate
that the translation quality improves when com-
pared to the N-best list re-ranking with state-
of-the-art QE models (up to 1.39 XCOMET-
XXL 7). Finally, we show that our approach
provides significant benefits in document trans-
lation tasks, where the quality of N-best lists is
typically suboptimal'

1 Introduction

Large language models (LLMs) have significantly
impacted various Natural Language Processing
(NLP) tasks (Brown et al., 2020; Jiang et al., 2023;
Dubey et al., 2024), including Neural Machine
Translation (NMT). The field of NMT is transition-
ing from using dedicated encoder-decoder trans-
formers (Vaswani, 2017; Team et al., 2024) to lever-
aging decoder-only LLM-based translation models

!Code can be found at https://github.com/
SAP-samples/quality-aware-decoding-translation
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(Kocmi et al., 2024). This shift is driven by LLMs’
ability to retain knowledge, handle large contexts,
and follow instructions, learned during extensive
pre-training (Xu et al., 2024; Alves et al., 2024).
As a result, LLM-based MT models have achieved
state-of-the-art translation quality (Kocmi et al.,
2024).

In parallel, Quality Estimation (QE) has become
a well-researched subfield within NMT. QE models
are trained to predict the quality of a translation
without requiring access to the reference (Rei et al.,
2021, 2022). Interestingly, QE models can achieve
performance in assessing translation quality that
is comparable to MT evaluation models, which do
have access to the reference (Zerva et al., 2024).

This led to the question: "Can we integrate QF
into the current translation process to improve
quality?" Incorporating QE into NMT offers sev-
eral benefits. First, having a expert QE model guid-
ing the decoding can further improve the quality.
Second, by adapting the QE model with feedback
from human annotators, we can generate future
translations guided with the newly obtained feed-
back.

Several approaches have been explored to inte-
grate QE into the translation process. These in-
clude re-ranking the N-best list (Fernandes et al.,
2022), applying minimum Bayes risk (MBR) de-
coding on a quality-filtered N-best list (Tomani
et al., 2024), and training additional models for
post-editing based on QE-predicted errors (Treviso
et al., 2024). However, all these methods operate
on fully generated sequences before the QE model
can exert influence. Integrating QE earlier in the
decoding process, referred in this paper as Quality-
Aware Decoding, could enhance translation quality
and reduce reliance on the N-best list. This is es-
pecially relevant when dealing with long inputs as

Proceedings of the 22nd International Conference on Spoken Language Translation (IWSLT 2025), pages 33-46
July 31 - August 1, 2025 ©2025 Association for Computational Linguistics


https://github.com/SAP-samples/quality-aware-decoding-translation
https://github.com/SAP-samples/quality-aware-decoding-translation

Source: The Department of Homeland Security has hired an

Unique opening translations in top
25 beams

Das Ministerium fiir innere Sicherheit
Das Justizministerium
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Top-5 tokens at Prefix:
Das Ministerium fur

Figure 1: Example from WMT’23 English — German #ID: 10: The paragraph begins with *Department of
Homeland Security,” which should be translated as "Ministerium fiir Innere Sicherheit.” However, the top 25 beams
do not contain the correct translation and begin with an error, making N-best list re-ranking insufficient. Although
the top-5 tokens at the decoding contain the correct forms *Inn’ or "Inner,” the probabilities split among them giving
highest mass to the incorrect token ’inn.” Quality-Aware decoding can prevent errors with earlier integration.

GOOD translations during decoding are likely to
be pruned and may need sampling larger number
of finished hypothesis. We illustrate this in Figure
1.

To achieve this, a QE model capable of predict-
ing the quality of partial translations is required.
However, current leading QE models face chal-
lenges in this area, as they are typically not trained
to predict scores for incomplete hypotheses. There-
fore, developing QF models that can handle partial
translations is essential for implementing Quality-
Aware Decoding during the translation process.

In this work, we propose adapting LLM-based
NMT models to perform QE on partial translations
and incorporating this model into the decoding.
We create a token-level synthetic QE dataset using
WMT Multidimensional Quality Metrics (MQM)
data (Burchardt, 2013; Freitag et al., 2024). We
then adapt a uni-directional LLM-based MT model
to predict whether a token is GOOD or BAD. Train-
ing QE models on these token-level tasks allevi-
ates the data challenge and allows us to exploit the
MQM data while simultaneously making the task
easier for the model compared to predicting a score
directly.

Furthermore, integrating the QE model into
NMT during decoding is not trivial, as we need to
combine the QE estimates during decoding. There-
fore, we modify the decoding strategy from Koneru
et al. (2024) to incorporate token-level predictions
efficiently with the adapted QE model to provide
real-time feedback during the decoding process.
We summarize our contributions below.

34

* We present a novel uni-directional QE model
which estimates quality on incomplete hy-
potheses by averaging the probabilities of
each token being classified as GOOD.

* We propose a decoding strategy that combines
the token-level QE model on partial hypoth-
esis and the NMT model to perform Quality-
Aware Decoding.

* We show through experiments that early in-
tegration is essential and the translation qual-
ity is improved even when compared to re-
ranking the N-best list with state-of-the-art
QE models.

* We highlight the significance of our approach
in document translation scenarios, where post-
generation QE techniques fall short due to
their reliance on the quality of the N-best list,
a challenge that becomes more difficult as the
input length increases.

2 Quality-Aware Decoding

The primary objective of this paper is to achieve
Quality-Aware Decoding in NMT. To accomplish
this, it is essential to predict the quality of partial
translations and integrate this information during
the decoding process. Our approach proposes us-
ing one NMT model for generating translations
and another adapted NMT model to predict the
quality of the candidate translations produced by
the first model.
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Figure 2: Token-level label annotation scheme using the MQM error tags. MASK indicates that this token label will
not be used in training to prevent incorrect learning signal.

First, we explain why relying solely on the NMT
model to predict the quality of a hypothesis is insuf-
ficient and why an additional model is necessary.
Next, we outline the adaptation of the NMT model
for QE on partial translations, detailing the creation
of a token-level QE dataset, the modifications made
to the NMT model for this task, and the process of
estimating the sentence-level quality score. Finally,
we describe the algorithm used to incorporate the
QE score into the decoding process.

2.1 Decomposing Decoding: Translation + QE

NMT models generate a token-by-token sequence
and provide the probability of each token at the
decoding step. The average of the log-probabilities
is often used as a proxy to score the candidate
during search.

While NMT models are capable of generating
high-quality translations, using the average log-
probabilities of hypotheses as a scoring metric
tends to yield poor correlation with actual transla-
tion quality (Eikema and Aziz, 2020; Freitag et al.,
2020). In many cases, a translation can continue in
several different ways, all of which may be accept-
able. If the starting tokens for these continuations
differ, the probability mass may be spread across
multiple options which is used during the search.
However, from a quality perspective, all these con-
tinuations could still achieve a high score, as the
QE scores are independent and need not sum to 1.
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Therefore, we propose a expert model that fo-
cuses on quality to estimate the scores better during
decoding and improve the search space leading to
a better hypothesis.

2.2 Quality Estimation on Partial Sequences

To provide a quality score during decoding, the
QE model must be capable of handling incomplete
sequences. It should not penalize a sequence if
there is a potential extension that could lead to a
perfect translation.

Estimating the score in this way is not feasible
with current QE models, such as COMET (Rei
et al., 2021), as they were not trained for this spe-
cific task and cannot provide reliable scores in the
context of partial translations. Hence, we need to
develop a partial QE system.

When building a partial QE system, several fac-
tors need to be considered. First, should the model
use a uni-directional or bi-directional architecture?
A uni-directional model is more efficient, as it al-
lows for caching the hidden states, which can then
be used for subsequent steps without re-encoding,
unlike a bi-directional model.

Next, we need to decide whether to predict the
QE score at the sequence level or at the token
level. For token-level QE, we can directly use
data from MQM annotations, as we already know
which tokens are GOOD or BAD. However, for
segment-level scoring, we need to consider how to



synthetically create the training data.

Therefore, we decide adapt the uni-directional
model into a token-level QE system that predicts
whether each token is GOOD or BAD (a binary
decision) by adding an additional classifier head.
This adaptation enables us to estimate the score
for a sequence by calculating the average proba-
bility that each token is classified as GOOD. We
hypothesize that adapting the model in this way,
rather than directly predicting the score, provides
greater stability, as the last hidden states inherently
contain token-level information and do not require
mapping the entire sequence to a single score.

For training this model, we leverage the WMT
MQM data containing error annotations in NMT
outputs. We can treat tokens before an error as
GOOD and those containing inside an error as BAD.
Then, we can train in uni-directional manner where
each token’s label is predicted using only the pre-
ceding context in the hypothesis. This is crucial as
we only have the preceding context to estimate the
quality for partial hypothesis.

2.2.1 Learning the Right Signal

The straightforward approach to creating labels
is to assign 1 to all tokens within the error span
and 0 otherwise. However, MQM annotations can
mark errors from words to phrases, and the starting
tokens of an error span may not always be wrong.
This is illustrated in Figure 2.

For example, consider the German sentence "Ich
spiele Tennis" translated by three different NMT
systems, each annotated with MQM error labels. In
this work, we focus on learning a binary decision:
whether an error is present, ignoring error severity.

System 1: No error: The translation "I play
Tennis" is perfect, and all tokens are labeled as
"GOOD."

System 2: Partial error: The translation "/
played Tennis" has an error in the verb form
("played" instead of "play"). The error is in the
token span "played"”, but not all tokens in this span
are incorrect (e.g., "pla" is correct). Assigning a
"BAD" label to the entire span would lead to incor-
rect learning. A more refined approach is needed
to mark errors accurately at the token level.

System 3: Full error: The translation "I enjoy
Tennis" contains an error in "enjoy”, so all tokens
in this span should be labeled as "BAD."
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It is not trivial to decide when the prefix of an
error span is correct/incorrect. To achieve accurate
labeling, we propose the following scheme:

* Apply a <MASK> operation to all tokens within
the error span.

* Only the last token in the span is assigned
the label "BAD", as the error is considered
complete at the end of the span.

If the error token is in the middle, we still train
the model to predict "BAD" in the end and let the
model determine which tokens should be part of
the error span during inference. This approach
ensures that errors are identified without explicitly
defining the error span.

2.2.2 Sequence-Level Quality Estimation

After fine-tuning a token-level classification model
to predict the quality of the tokens, we still need to
map these predictions into a sequence-level score
that can be integrated during the decoding process.
There are several potential ways to achieve this.

One approach is to simply count how many to-
kens are classified as BAD in the current hypothesis.
However, this method has limitations. The number
of errors should be normalized based on the length
of the hypothesis to account for varying sizes. Ad-
ditionally, converting the probabilities into a fixed
number of error tokens would need to account for
different error types according to the MQM format,
as each error counts differently.

To avoid such strict scoring schemes, we take a
simpler approach. We average the log probabili-
ties of all tokens that are classified as GOOD. This
method inherently accounts for the length of the
hypothesis, and it provides a score on the scale of
log probabilities, which aligns with the decoding
process. Therefore, we use this averaged log prob-
ability as a proxy metric for the QE score, where
a higher score indicates better quality (Line 5 in
Algorithm 1).

2.2.3 Fusing Translation and Quality

We can use a token-level QE system to evaluate the
quality of a source and partial hypothesis during
decoding. However, integrating these probabilities
into all candidates is computationally expensive,
as each beam considers extensions equal to the
vocabulary size.



Algorithm 1 Computing merged score of partial hypothesis with translation and token-level QE models.

1: procedure MERGESCORE

., hp, Translation Model My, QE model Mgg,

2: Input: Hypothesis tokens hq, ha, ks, ..
Source sentence S, Re-ranking weight «,
3: Output: merged_score
4: SCOT’GNMT<—%Zlog'])(hl,hg,...,hn’S;MNMT)
5: SCOTGQE — % Z logP(Ol, 09, ... ,On‘hl, ho, ..., hy,S; MQE)
6: merged_score < (a) x Scorenyr + (1 — ) X Scoregr
7: end procedure

To address this, we adopt a simplified decoding
strategy from Koneru et al. (2024), which ensem-
bles models with different vocabularies. By adapt-
ing the same MT model for token-level QE, we
simplify the merging process, as the vocabularies
match. This restriction is reasonable, as it is also
beneficial to leverage the knowledge learned by the
specialized MT for token-level QE.

The core idea is to re-rank the top candidates at
each decoding step using the QE model. After re-
ranking, the translation and QE scores are merged,
and the process repeats until the end-of-sentence
token is generated, for each beam. This strategy
allows us to efficiently incorporate the QE model’s
estimate, improving translation quality.

During decoding, at each step, we have scores
for n beams and V' possible extensions from the vo-
cabulary. In typical beam search, we select the top
n extensions and expand the hypothesis. To make
the decoding process Quality-aware, we estimate
the quality of these extensions. Since estimating all
extensions is computationally expensive, we limit
the candidates by selecting a specified number of
top candidates.

To achieve this, we use a hyper-parameter topk,
which selects the best topk extensions for each
beam. For each of these top topk extensions, we
compute a combined score, detailed in Algorithm
1. This combined score incorporates both the trans-
lation model score and the quality estimation score,
ensuring the quality is considered during decoding.

For a top extension at decoding step n, let the
current tokens be hq, ho, h3, ..., h,. The NMT
model score is computed as the average log proba-
bilities of each token (Line 4). For the token-level
QE model, we compute the average probability
of each token being classified as ’'GOOD’ (Line
5). The merged score is equal to weighted linear
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combination of these probabilities, with weight a
(Line 6).

Thus, to make the decoding process Quality-
Aware, we first train a token-level QE system by
adapting the same NMT model to ensure vocabu-
lary matching. We then combine the scores from
both models to improve the sequence estimates
explored during search.

‘Pearson Spearmann  Kendall

COMETQE ‘ 4441 41.29 31.19
COMETQE-XL ‘ 41.23 42.17 31.84
Tower Avg. Log Prob ‘ 32.32 16.74 12.77
Tower QE | 40.56 33.96 25.87

Table 1: Correlation on WMT 23 for English — Ger-
man Test set. The scores are calculated after removing
the few sentences labeled for hallucination detection.
Best scores according to each coefficient are highlighted
in bold.

3 Experimental Setup

Datasets: We focus on two language directions
given their availability of MQM data: English
— German and Chinese — English. To train
our token-level QE systems, we use the MQM
datasets” from WMT (Freitag et al., 2021). Specif-
ically, we use the datasets until 2022 for training,
2024 for validation, and 2023 for testing (Kocmi
et al., 2024). This setup is consistent with all the
other QE metrics, and we do not use any additional
data beyond these datasets.

Models: Our proposed approach achieves
Quality-Aware decoding by combining an NMT
model with a token-level QE model, where

Zhttps://github.com/google/wmt-mgm-human-evaluation



Model Beams Re-ranking ‘ MetricX () XCOMET-XXL (1)
English — German
Tower 5 _ 2.52 86.93
Tower 25 XCOMET-XL QE 2.37 87.79
Tower 25 Tower QE 2.38 87.40
Tower + Tower QE | 5 (25* for Tower QE) _ 2.12 88.95%*
Tower + Tower QE | 5 (25* for Tower QE) | XCOMET-XL QE 2.09* 89.08*
Chinese — English
Tower 5 _ 2.42 88.91
Tower 25 XCOMET-XL QE 2.30 89.49
Tower 25 Tower QE 2.32 89.51
Tower + Tower QE | 5 (25%* for Tower QE) _ 2.26 89.82%
Tower + Tower QE | 5 (25* for Tower QE) | XCOMET-XL QE 2.24% 90.00*

Table 2: Translation Quality on WMT23 English — German Test set. Both XCOMET and MetricX columns use
reference for reporting translation quality where as XCOMET-XL QE does not use for re-ranking. Best scores
according to each metric are highlighted in bold. We report the top cluster indicated with asterisks and are no
worse than other systems determined by Paired T-Test and bootstrap resampling with p < 0.05

we adapt the same NMT for QE by adding a
classification head. We use the state-of-the-art
NMT model, Tower 7B (Alves et al., 2024),
which provides high-quality translations and
has already been exposed to MQM data during
instruction-tuning. This ensures that the gains
observed in our approach stem from integrating
Quality-Aware decoding into the NMT process,
rather than introducing new data. We find « by
setting it to the optimal re-ranking weight on the
validation set ( See Appendix A.3 for details).
Additional details on training the QE models and
hyper-parameters during decoding are provided in
Appendix A.1.

Metrics: For reporting the translation quality, we
consistently use XCOMET-XXL* (Guerreiro et al.,
2024) and MetricX> (Juraska et al., 2024) with the
reference. To compare with N-best list re-ranking,
we use the XCOMET-XL QE® without the ref-
erence. This approach allows us to avoid biasing
toward a single metric during the re-ranking pro-
cess and enables us to measure the gains achieved
by differently trained metrics.

3Unbabel/TowerInstruct-7B-v0.2
“Unbabel/XCOMET-XXL
>google/metricx-24-hybrid-x1-v2p6
®Unbabel/XCOMET-XL
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4 Results

We conduct a series of experiments to validate the
effectiveness of Quality-Aware decoding and iden-
tify the scenarios where it provides the most bene-
fit. First, we evaluate whether our token-level QE
model can better estimate sequence quality com-
pared to the log probabilities of the NMT model.
Next, we assess the impact of Quality-Aware de-
coding by comparing it with other approaches to
determine if it improves translation quality. We
also perform an ablation study to examine whether
training the QE model on errors from the same
NMT model enhances its performance. Then, we
explore the impact of source sentence length to
highlight the limitations of N-best list re-ranking.
Finally, we compare our proposed approach with
existing Quality-Aware decoding strategies and
also their inference time to highlight the laten-
cy/quality trade-off.

4.1 Quality Estimation Performance

First, we evaluate the agreement between the
Tower-based token-level QE model (Tower QE)
and human scores for a given hypothesis. It is only
beneficial if we achieve higher correlation than
the average of the NMT model log probabilities
to show the need to integrate it during decoding.
Therefore, we report the correlation with human



Model Beams Re-ranking ‘ MetricX ([) XCOMET-XXL (1)
English — German
Tower 25 XCOMET-XL QE 2.37 87.79
Tower 25 Tower QE 2.38 87.40
Tower 25 Tower Distill QE 2.38 87.39
Tower + Tower QE 5 (25* for Tower QE) _ 2.12 88.95
Tower + Tower QE | 5 (25* for Tower Distill QE) 2.11 88.76

Table 3: Performance of Unidirectional QE trained with/without distillation on WMT23 English — German Test
set. Best scores according to each metric are highlighted in bold.

Model \ Beams | Reranking | XCOMET-XL (1) XCOMET-XXL (1) | Impact
Paragraph-Level

Tower 25 XCOMET-XL QE 86.56 87.79 5=+1.16

Tower 25 Tower QE 85.40 87.40 (88 9_ 5. 8.7 79)
Tower + Tower QE | 5 (25* for Tower QE) _ 86.36 88.95 ’ ’

Sentence-Level

Tower 25 XCOMET-XL QE 86.42 87.68 5=+038

Tower 25 Tower QE 85.23 87.41 (88 (;6 i 8.7 68)
Tower + Tower QE | 5 (25* for Tower QE) _ 85.96 88.06 ’ ’

Table 4: Impact of integrating Unidirectional QE during decoding with paragraphs vs sentences on WMT23
English — German Test set. § denotes the improvement in translation quality from re-ranking N-best list with
XCOMET-XL QE to integrating unidirectional Tower QE during the decoding. Best scores according to each

metric are highlighted in bold.

scores of different models on WMT 23 English —
German in Table 1.

We observe that the best-performing systems
are the Comet QE models, which predict a single
score using the full hypothesis. This is expected, as
these models assess quality after the hypothesis is
fully generated. In contrast, both log probabilities
and Tower QE scores are based on the predicted
token of each decoding step, using only the preced-
ing context. Log probabilities perform poorly in
this setup, while our proposed model, Tower QE,
achieves twice the correlation with human judg-
ments compared to log probabilities, despite scor-
ing token by token with preceding context. This
result highlights the potential of integrating our
approach into the decoding process.

4.2 Unified Decoding for NMT

To validate the effectiveness of our unified decod-
ing approach, we compare it with several base-
lines in Table 2. First, we evaluate whether our
approach outperforms generating translations with
the NMT model alone. Next, we check if the qual-
ity of translations improves compared to N-best
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list re-ranking. To make the setups comparable, we
set topk and num_beams to 5 and compare with
re-ranking the top 25 beams using XCOMET-XL.
Finally, to demonstrate that re-ranking the N-best
list remains a viable and complementary approach,
we re-rank the top 5 beams obtained from Quality-
Aware decoding using the same QE model.

We find that re-ranking with XCOMET-XL and
Tower QE yields similar results, indicating that
our partial QE model does not over-fit to any spe-
cific metric. Furthermore, we observe that the uni-
fied decoding approach outperforms N-best list re-
ranking across both metrics in both language pairs.
For example, the MetricX score improves from
2.37 to 2.12 for English — German. Note that
Tower has already seen this data during instruction-
tuning and the improvement is not from new data
but from Quality-Aware decoding. Moreover, re-
ranking the top 5 beams obtained from unified de-
coding with XCOMET-XL leads to a slight further
improvement in quality. This highlights the robust-
ness and generalizability of our approach across
different evaluation metrics.



4.3 Adapting for Tower Errors

We use the MQM annotations from WMT to train
our Tower QE model, which contains error annota-
tions from other systems. However, a viable alter-
native would be to adapt Tower QE specifically to
the errors it typically makes. To maintain a simi-
lar data setup, we first generate translations using
Tower on these source sentences. Then, we anno-
tate the generated hypotheses with XCOMET-XL
using the reference and fine-tune Tower QE on this
synthetic dataset, which we refer to as Tower Dis-
till QE. We evaluate the performance of the new
distill QE model and report the results in Table 3.

We observe that the distilled QE model performs
very similarly to the QE model trained on errors
from other systems. This indicates that there was
no significant benefit in adapting the QE model to
the specific errors typically made by Tower. How-
ever, further analysis on larger datasets and differ-
ent domains is needed to fully validate the effec-
tiveness of the distillation approach as the current
synthetic data generated is small.

4.4 Sentence vs Document-level Translation

From Table 2, we observe that the gains for En-
glish — German (paragraph-level) are much higher
than for Chinese — English (sentence-level). We
hypothesize that this discrepancy arises from the
length of the sentences, as the N-best list re-ranking
is likely sufficient for shorter sentences. To confirm
this, we take the English paragraphs and split them
into sentences using a tokenizer while tracking the
paragraph IDs. We then perform the entire decod-
ing process similarly, and later join the sentences
back using the paragraph IDs before evaluation.
We report the results in Table 4.

We define the impact as the improvement in
translation quality from re-ranking the N-best list
with XCOMET-XL QE to integrating Tower QE.
Comparing the results at the paragraph level to
those at the sentence level, we observe that the im-
pact decreases, which confirms our hypothesis. Ad-
ditionally, we obtain better scores at the document
level, further highlighting the potential benefits of
Quality-Aware Decoding.
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4.5 Compatibility with Sampling-based
Strategies

Our proposed approach integrates the feedback dur-
ing decoding time to generate high quality N-best
list. Therefore, it can be further combined with
strategies such as Minimum Bayes Risk (MBR)
(Freitag et al., 2022) or QE-Fusion (Vernikos and
Popescu-Belis, 2024) decoding that only rely on
the sampled candidates. We compare the differ-
ent decoding strategies and report the scores in
Table 5. For MBR decoding, we do epsilon sam-
pling (epsilon=0.02) and generate 25 candidates
with wmt22-comet-da as utility metric. We do
not sample more as it is expensive especially at
document-level with 7B model and requires mul-
tiple runs. For QE fusion, we use XCOMET-XL
as the utility metric. We perform this on English-
German at paragraph-level as our hypothesis is that
the N-best list is problematic for long sequences.

We find that decoding with Tower QE is sig-
nificantly better than the other approaches in this
setting according to XCOMET-XXL metric. We
also would like to highlight that it is compatible
with sampling based approaches and show that by
performing QE-fusion on the top 5 beams with our
decoding approach. While the scores are slightly
lower, human evaluation is necessary to compare
these systems.

4.6 Inference Time

While the quality of translation improves, our ap-
proach also is computationally more expensive. To
demonstrate this, we compare different decoding
strategies and report the latency and quality in Ta-
ble 6. To calculate the latency, we take the average
time in seconds for inference on the WMT 23 En-
glish — German Test set.

Note that MBR with XCOMET-XL is extremely
expensive given the large size of the QE model
and the amount of long samples (25%24*557 ex-
amples at paragraph level limit batching) that need
to be passed through the model due to the expo-
nential nature of MBR. We see that due to the uni-
directional nature of the Tower QE, the total infer-
ence time is less than double. Further, re-ranking
with XCOMET-XL is the fastest given that a single
forward pass is needed after generation.



Re-ranking/

Model Beams Utility Metric MetricX XCOMET-XXL
Tower ‘ 25 XCOMET-XL 2.37 87.79
Tower + MBR ‘ 25 wmt22-comet-da 2.75 87.53
Tower + QE-Fusion | 25  XCOMET-XL 238 87.76
Tower + Tower QE (Ours) ‘ 5(25) _ 2.12 88.95%
Tower + Tower QE (Ours) ‘ 5(25) XCOMET-XL 2.09% 89.08*
Tower + Tower QE (Ours) + QE-Fusion ‘ 5(25) XCOMET-XL 2.10 89.03*

Table 5: Translation quality on WMT 23 English — German. We report the top cluster indicated with asterisks and
are no worse than other systems determined by Paired T-Test and bootstrap resampling with p < 0.05. For MBR,
we use wmt22-comet-da as the utility metric wheras XCOMET-XL for QE-Fusion (Vernikos and Popescu-Belis,

2024).
Model Beams  8TMe  ycomET-xXL
(Seconds)
Tower 5 5.20 86.93
Tower
XCOMET-XL Rerank 25 13.16 + 1.78 87.79
Tower
MBR wmt22-comet-da 25 13.16 + 0.34 87.56
Tower
Tower QE (Ours) 5(25) 21.04 88.94

Table 6: Average inference time on WMT 23 English-
German document-level test set. For MBR and re-
ranking, 13.16 is the time used for generating 25 candi-
dates.

5 Related Work

Integrating QE in NMT: Several advancements
have been made in improving QE for NMT over
the years (Rei et al., 2021, 2022; Blain et al., 2023;
Zerva et al., 2024; Guerreiro et al., 2024). These
developments have led to the integration of QE
in various ways. One common approach involves
applying QE after generating multiple sequences
through techniques such as QE re-ranking (Fernan-
des et al., 2022; Faria et al., 2024) or Minimum
Bayes Risk (MBR) decoding (Tomani et al., 2024).
Another direction focuses on removing noisy data
using QE models, followed by fine-tuning on high-
quality data (Xu et al., 2024; Finkelstein et al.,
2024). Vernikos and Popescu-Belis (2024) pro-
poses to generate diverse translations as a first step
and then combine them. We perform this explic-
itly by integrating the QE directly into decoding.
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Recently, Zhang et al. (2024) exploited the MQM
data by training models to penalize tokens within
an error span, improving quality. In contrast, our
approach adopts a modular framework, where we
propose an expert QE model that is trained indepen-
dently for targeted training. This modular approach
aims to improve performance by decomposing the
task into separate translation and QE components.

Reward Modeling in NLG: Quality-Aware de-
coding shares similarities with controllable text
generation, particularly in using a "Quality/Re-
ward" model to guide decoding. Methods like
Weighted Decoding (Yang and Klein, 2021) adjust
token probabilities for controlled generation, while
Deng and Raffel (2023) use a uni-directional re-
ward model to maintain efficiency. Li et al. (2024)
further enhance control with a token-level rein-
forcement learning-based model. While related,
our key contribution is the development of the first
uni-directional QE model specifically for transla-
tion.

6 Conclusion

We demonstrated the value of Quality-Aware de-
coding in improving translation quality without
relying on post-generation methods. Using MQM
data, we built a uni-directional token-level QE
model and integrated it into the decoding process.
Our experiments show measurable quality gains,
achieved without adding new training data to the
NMT model, highlighting that improvements come
only from the decoding approach.



7 Limitations

Although our Quality-Aware decoding improves
translation quality, it adds considerable computa-
tional complexity to the inference process. The-
oretically, this approach would double the time
required to generate a translation and would re-
quire additional memory to utilize the token-level
QE model. One potential solution to mitigate this
issue could be to use token-level QE as a reward
model for training through reinforcement learning.

Furthermore, we trained our model on a limited
set of human-annotated MQM data. However, cur-
rent QE models, such as XCOMET, are capable
of predicting error tags using the reference with
reasonable quality. This suggests that further im-
provements could be achieved if these models were
trained on larger-scale datasets, providing more
nuanced feedback and refining translation quality
even further.

In addition, human evaluation is necessary to
validate if the translation quality also improves
with human judgment. Although we were able
to better integrate MQM data during decoding, it
decreases confidence in relying completely on au-
tomatic metrics.

Lastly, our proposed token-level QE model does
not account for error severity. Ideally, it should be
able to predict the category of errors, allowing for
more nuanced feedback and enabling the model to
generate translations with only minor errors when
necessary.
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A Appendix

A.1 Training details

We use the transformers library (Wolf et al., 2020)
for training and inference with Tower-Instruct V2.
For adapting Tower to token-level QE, we use
LoRA (Hu et al., 2021) based fine-tuning with
an additional classifier head. Therefore, we only
train the adapters and the weights for classification
head.

We add the adapters to the modules
q_proj,k_proj,v_proj,gate_proj,up_proj and
down_proj. We set a batch size for each device
to 12 initially and enable auto_find_batch_size
to True on 4 NVIDIA RTX A6000 GPU’s. For
having a larger batch size during training, we
set gradient_accumulation_steps to 6. We use
a learning_rate of le=®. We set the eval_steps
to 50 and num_train_epochs to 10. The other
parameters are set to default.

Using the cross-entropy loss for token-level QE
directly is insufficient due to the fact that the major-
ity of tokens are classified as ’GOOD’. Hence, we
find that the weighted cross-entropy loss is essen-
tial when fine-tuning the model. For the training on
human MQM data, we set the weights to 0.05, 0.95
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to ’GOOD’ and *BAD’ labels respectively. In the
case of distilling from XCOMET, we observed
more errors. Therefore, we find that setting them
0.2,0.8 to ’GOOD’ and ’BAD’ labels respectively
provided stable training.

We train on data until WMT’22 for training
and use WMT’24 for validation. We calculate the
macro ’FI’ on token-level predictions as the valida-
tion metric and stop training if it does not improve
for 10 consecutive eval_steps.

A.2 Partial vs Full Sequence Quality
Estimation

We also compare the difference in performance
between our proposed token-level QE for partial
sequences with Tower trained for full sequence
QE. We achieve this by adding a regression head
to predict the score at the end-of-sentence token.
Hence, the model uses the source and hypothesis
to predict the score using regression head at the
end.

We fine-tune the model using only direct asses-
ment data (Zerva et al., 2024) (Tower Full DA).
Furthermore, we use this as initialisation and con-
tinue fine-tuning on the MQM data (Tower Full
DA + MQM). We also use LoRA similarly to the
previous model with a regression head to adapt the
model. We report the scores in Table 7.

We see that the both Tower QE models based
on full sentences outperforms the partial model.
However, this is expected as it has seen the entire
context and trained on larger amounts of data. Still,
the partial model achieves much higher correlaiton
that the log probabilities showcasing its potential
for Quality-Aware decoding.

A.3 Robustness to re-ranking weight

We introduce a hyperparameter, «, to merge prob-
abilities from the token-level QE model and the
translation model. To analyze its impact, we re-
rank the N-best list using various « values, avoid-
ing repeated joint decoding. If the QE model is
helpful, we expect translation quality to improve
when o < 1.

Figure 4 shows that lower « values consistently
yield better results, confirming that incorporating
QE probabilities improves translation. This high-
lights the value of Tower QE and shows that re-
ranking is an effective and robust way to tune a.



‘ Pearson Spearmann Kendall
COMETQE ‘ 44.41 41.29 31.19
COMETQE-XL ‘ 41.23 42.17 31.84

COMETQE Scratch
Fine-tuned (ours)

36.32 33.66 25.24

Tower Log Prob ‘ 32.32 16.74 12.77
Tower Partial QE | 40.56 33.96 25.87
Tower Full DA | 33.67 36.46 27.38
Tower Full DA + MQM | 32.03 40.85 30.38

Table 7: Full Correlation results on WMT 23 for English — German Test set. Partial indicates that the QE model
predict scores via token-level where as full indicates predicting the score at the end-of-sentence token. The scores
are calculated after removing the few sentences labelled for hallucination detection. Best scores according to each
coefficient are highlighted in bold.

<lim_startl>user

Translate the sentence from English into German.
English: {src_sent}

German:

<lim_endl>

<lim_startl>assistant

English: {src_sent}
German: {tgt_sent}

Figure 3: Prompts used in our experiments for translation and QE model. {src_sent} and {tgt_sent} represent
the source and target sentence. We replace the language with Chinese and English when experimenting with that
language pair.
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Alpha vs Translation quality for re-ranking with Tower Partial QE
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(a) English — German

Alpha vs Translation quality for re-ranking with Tower Partial QE
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(b) Chinese — English

Figure 4: Impact of a when re-ranking with token-level Tower QE on WMT’23 Test sets.
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