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Abstract

Gender-inclusive language is often used with
the aim of ensuring that all individuals, regard-
less of gender, can be associated with certain
concepts. While psycholinguistic studies have
examined its effects in relation to human cog-
nition, it remains unclear how Large Language
Models (LLMs) process gender-inclusive lan-
guage. Given that commercial LLMs are gain-
ing an increasingly strong foothold in everyday
applications, it is crucial to examine whether
LLMs in fact interpret gender-inclusive lan-
guage neutrally, because the language they
generate has the potential to influence the
language of their users. This study exam-
ines whether LLM-generated coreferent terms
align with a given gender expression or reflect
model biases. Adapting psycholinguistic meth-
ods from French to English and German, we
find that in English, LLMs generally maintain
the antecedent’s gender but exhibit underly-
ing masculine bias. In German, this bias is
much stronger, overriding all tested gender-
neutralization strategies.

1 Introduction

Over the last few decades, activism by feminist lin-
guists has led to increased use of gender-neutral or
gender-fair wording, especially in grammatical gen-
der languages such as French or German (Usinger
and Müller, 2024; Burnett and Pozniak, 2021).
The aim of these forms is to alleviate masculine-
default bias and establish representation for people
with non-binary gender identities (Freed, 2020).
Psycholinguistic studies have shown that gender-
neutral alternatives can increase the visibility of
women and non-binary people (Tibblin et al., 2023;
Fatfouta and Sczesny, 2023).

As Large Language Models (LLMs) are embed-
ded into everyday systems and are used as writing
assistants and content creators, the language they
generate can have an impact on equal treatment and
linguistic representation of women and non-binary

people1. However, despite the fact that gender bias
in NLP has been examined from many different
angles (Gupta et al., 2024a), gender-inclusive lan-
guage in the context of LLMs has only begun to be
investigated (Bartl and Leavy, 2024; Watson et al.,
2025, a.o.). The processing of gender-inclusive
vs. gendered language remains under-explored in
English LLMs (Watson et al., 2023) and, to our
knowledge, entirely unexamined in German LLMs.
To address this, we compare the processing of gen-
dered and gender-inclusive language in both En-
glish, a notional gender language, and German, a
grammatical gender language.

We adapt a psycholinguistic study by Tibblin
et al. (2023) to explore how the presence of mas-
culine, feminine or neutral gender in one sentence
influences (1) the likelihood of a reference to that
gender in a subsequent sentence and (2) the gen-
der mentioned in an LLM-generated completion.
We find that while English LLMs generally keep
antecedent and coreferent gender consistent, they
are unlikely to use they as a singular pronoun and
contain underlying masculine bias. The German
LLM we tested showed a strong preference for
masculine coreferents, regardless of the gender or
gender-inclusive strategy used in the antecedent
phrase. We also find evidence that German gender-
inclusive language strategies increase the probabil-
ity of feminine and neutral gender. This finding
encourages us to believe that the use of gender-
inclusive over generic masculine expressions in
German LLMs has the potential to diversify gender
representation.

Contributions This study translates psycholin-
guistic methodologies to LLMs, enabling com-

1Following Monro (2019), we use non-binary as “an um-
brella term that includes those whose identity falls outside
of or between male and female identities; as a person who
can experience both male and female, at different times, or
someone who does not experience or want to have a gender
identity at all."
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parisons between human and model reasoning.
It introduces a novel approach to assessing
whether gender-inclusive expressions promote
gender-neutral interpretations within LLMs2. Ad-
ditionally, it provides the first analysis of German
gender-inclusive strategies in this context, showing
that they partially achieve their intended effects by
increasing associations with feminine and neutral
gender, aligning with psycholinguistic findings.

2 Bias Statement

In this work, we define gender bias in an LLM as
the tendency to assign higher likelihoods to gen-
dered linguistic forms when referring to an entity
that was initially introduced in a gender-neutral
way. This behavior can result in representational
harms (Blodgett et al., 2020): specifically, if mascu-
line forms are used to refer to previously introduced
gender-neutral nouns which describe a group or
person of unknown gender, women and non-binary
people are excluded from representation. Such lin-
guistic erasure can reinforce their marginalization
in society (Pauwels, 2003; Dev et al., 2021; Ovalle
et al., 2023).

3 Background

The field of feminist psycholinguistics is con-
cerned with evaluating human biases related to lan-
guage. Studies have shown how masculine gener-
ics are in fact not interpreted generically (Noll
et al., 2018), and that changing the language to be
gender-inclusive also increases mental representa-
tion for women and non-binary people (Sato et al.,
2025; Mirabella et al., 2024). The term gender-
inclusive language describes linguistic strategies
and neologisms to eliminate male-as-norm bias
(chairman→chairperson) and emphasize alterna-
tive terms that do not reinforce a heteronormative,
binary model of gender (husband/wife→spouse).

Large Language Models (LLMs) have also been
shown to exhibit various social biases, including
gender bias (Gupta et al., 2024b). However, few
studies ha explored the processing of gender-
inclusive language within LLMs. There are two
main areas of investigation: gender-inclusive role
nouns (fire fighter, chairperson, etc.) and gender-
neutral pronouns such as singular they. The present
research addresses both.

2Code and data are openly available at
https://github.com/marionbartl/GIL-coref-context

To investigate the processing of gender-
inclusive role nouns in LLMs, Watson et al.
(2023) adapted a psycholinguistic study on sen-
tence acceptability judgments and social attitudes
for BERT (Papineau et al., 2022; Devlin et al.,
2019). They first calculated BERT’s relative proba-
bility of a given masculine, feminine or neutral role
noun (e.g. fireman/firewoman/fire fighter) within a
sentence context. BERT’s responses were then con-
nected to the social attitudes of the human partici-
pants giving the same responses. The researchers
found that BERT aligned most with people who
had moderate to conservative views.

There are several studies examining gender-
neutral pronouns in LLMs. Brandl et al. (2022)
draw on psycholinguistic research into Swedish
neopronouns and adapted an eye-tracking study
for LLMs. They demonstrated that while humans
do not have trouble processing neopronouns (Ver-
goossen et al., 2020), they are associated with
greater processing difficulty in LLMs. Correspond-
ingly, models also have lower pronoun fidelity for
feminine and singular they pronouns, meaning that
they are less likely to use them even if they were in-
troduced alongside a corresponding entity (Gautam
et al., 2024). When comparing an LLM’s process-
ing of singular they in a generic sense vs. refer-
ring to a specific person, models have less trouble
with generic they (Baumler and Rudinger, 2022).
In terms of social attitudes, BERT’s likelihood to
generate singular they resembled the judgments of
participants with low to moderate acceptance of
non-binary gender (Watson et al., 2023).

Psycholinguistic studies that were previously
adapted for LLMs, including the research this pa-
per is based on, often contain anaphora. Anaphora
is defined “in a looser sense, [as] any relation in
which something is understood in the light of what
precedes it" (Matthews, 2014). The preceding term
is the antecedent, while the referring term is the
coreferent. The resolution of this relationship, find-
ing the corresponding antecedent for a coreferent,
is a large research field within NLP. Coreference
Resolution (CR) is is relevant for downstream NLP
tasks such as named entity recognition, summa-
rization or question answering (Liu et al., 2023).
CR systems have previously been shown to ex-
hibit gender bias, relying on stereotypes instead of
syntactic information or real-world gender distribu-
tions (Rudinger et al., 2018; Kotek et al., 2023).

To evaluate CR systems for gender bi-
ases, challenge datasets based on the Winograd
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schema (Levesque et al., 2012) were developed
(Rudinger et al., 2018; Zhao et al., 2018). These
datasets contain instances in which a pronoun
must be resolved to refer to one of two pre-
viously mentioned entities, such as in the sen-
tence “The paramedic performed CPR on the pas-
senger even though she/he/they knew it was too
late.” (Rudinger et al., 2018). While most chal-
lenge datasets contain a single sentence, and assess
the resolution of singular pronouns, this research
focuses on coreference between two different sen-
tences in both singular and plural.

In German, the issue of gender-inclusive lan-
guage is more intricate than in English. German
marks nouns, articles and adjectives for masculine,
feminine or neuter gender, traditionally using mas-
culine forms as the generic. Similar to English,
masculine generics have a predominantly mascu-
line interpretation (Fatfouta and Sczesny, 2023),
which is also reflected in NLP models trained
on German text (Schmitz et al., 2023). To in-
crease women’s visibility and/or take gender out
of the equation, feminist scholars pushed for lin-
guistic strategies to make role nouns more inclu-
sive (Sczesny et al., 2016; Dick et al., 2024). In
NLP, there have been efforts to automate the in-
tegration of these strategies into text (Amrhein
et al., 2023), as well as research on gender-neutral
machine translation into German (Lardelli et al.,
2024b,a). However, it is unclear how German
gender-fair language is processed by an LLM and
we aim to provide some initial answers to this issue
in this paper.

4 Methodology

In order to uncover how LLMs process gender-
inclusive in contrast to gendered language, we
adapted Tibblin et al.’s (2023) study design of sen-
tence pairs containing antecedent and coreferent
phrases (§4.1). We used several LLMs (§4.2) for
our experiments on measuring the probability of
specific gendered or gender-neutral terms (§4.3)
and analyzing the gender contained in model gen-
erations (§4.4).

4.1 Dataset Creation

We adapted a study design with 44 sentence pairs
by Tibblin et al. (2023). The French sentences
in this study design were translated into English
and German using ChatGPT and manually verified.
Each instance in the dataset contains two subse-

quent phrases. Phrase 1 contains an antecedent, a
plural noun phrase that is either gendered (kings,
au pair girls) or gender-neutral (oenologists, volun-
teers). Phrase 2 contains as the coreferent the noun
men or women. The content of the phrases can be
coherent (1a) or incoherent (1b).

(1) a. The midwives were entering the hospi-
tal. Given the good weather, some of the
(women|men) were not wearing jackets.

b. The referees were watching the match
in the rain. Because of the good weather,
most of the men were wearing shorts.

Using the 11 incoherent instances (cf. 1b) vs. tak-
ing them out had little impact on the outcome of our
initial experiments, we therefore retained all 44 in-
stances for experiments measuring coreferent prob-
ability. Translating the data into English did not
always retain the original gender of the antecedent
(Hôtesses de l’airfem – flight attendantsneut). The
original data moreover contained imbalanced num-
bers of gendered/gender-neutral antecedents, which
was undesirable for our analysis. We therefore de-
cided to use the data as templates. A template con-
sists of two phrases, the first one with a placeholder
for an antecedent, the second with a placeholder
for a coreferent.

4.1.1 Data for Measuring Coreferent
Probability

English Our final English dataset comprises
13,464 instances for the plural (PL) condition and
14,652 instances for the singular (SG) condition.
The PL dataset includes 34 antecedent triplets, each
paired with three coreferent nouns—men, women,
and people—across 44 templates. The SG dataset
consists of 37 antecedent triplets, each paired with
the pronouns he, she, and they, across 44 templates.
To collect the English antecedents, we utilized gen-
dered terms and their neutral replacements from
Bartl and Leavy (2024), selecting terms that shared
the same neutral equivalent for both masculine and
feminine forms (e.g. swordswoman–swordsman–
fencer). Any triplets that were semantically im-
plausible within our template context (e.g., hu-
mankinds) were manually excluded. This resulted
in 34 verified triplets for the PL condition and 37
for the SG condition.

German The final German dataset comprises
10,560 instances, constructed from 10 antecedents,
each having eight gender-inclusive variations,
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lang. number phrase 1 phrase 2

EN
PL The (sportsmen | sportswomen | athletes) were

waiting on the steps.
It was obvious that some of the (men | women |
people) were in a really good mood.

SG The (sportsman | sportswoman | athlete) was waiting
on the steps.

It was obvious that (he | she | they) (was | were)
in a really good mood.

DE PL

Die ( Tierärzte | Tierärztinnen | Tierärztinnen und
Tierärzte | Tierärzte und Tierärztinnen | TierärztInnen
| Tierärzt*innen | Tierärzt:innen | Tierärzt_innen )
warteten auf den Stufen.

Es war offensichtlich, dass einige (Männer |
Frauen | Leute) wirklich guter Laune waren.

Table 1: Examples of antecedent and coreferent combinations for English and German experiments. The templates
for English and German are the same, the German antecedents translate to veterinarian.

# strategy DE example EN translation
1 masculine Akademiker academicsmasc

2 feminine Akademikerinnen academicsfem

3 coordinated
(masc. first)

Akademiker und
Akademikerinnen

academicsmasc
and academicsfem

4 coordinated
(fem. first)

Akademikerinnen
und Akademiker

academicsfem and
academicsmasc

5 capital I AkademikerInnen academicsmascFem

6 colon Akademiker:innen academicsmasc:fem

7 asterisk Akademiker*innen academicsmasc*fem

8 underscore Akademiker_innen academicsmasc_fem

Table 2: Examples of different strategies for gender-
inclusive language in German.

paired with three coreferent nouns (Männer ‘men’,
Frauen ‘women’, and Personen ‘persons’) across
44 templates. To ensure a truly gender-neutral an-
tecedent noun phrase, we maintained coreferent
pairs in the plural form, as the German singular
inherently marks gender through its article. In-
stead of translating the English triplets we used
professions from the French data to avoid data ex-
pansion, given that each antecedent in English had
only three variations, whereas German antecedents
had eight (Table 5 in Appendix A). The German
gender-inclusive strategies used are outlined in Ta-
ble 2: we include masculine and feminine forms for
reference (strategies 1 and 2), as well as strategies
that express both masculine and feminine gender
(strategies 3–5) or incorporate non-binary genders
(strategies 6–8). The latter use characters such as
the gender star (*), colon (:), or underscore (_; Dick
et al., 2024).

4.1.2 Data for Coreferent Generation
In the second set of experiments, we used the mod-
els to generate the continuation of Phrase 2 instead
of measuring the probability of specific corefer-
ents. The final dataset for coreferent generation
comprised 630 instances for English and 160 in-
stances for German. We worked with heavily re-

duced datasets to minimize annotation workloads
and reduce variability in the generations. The En-
glish dataset was reduced by using the 33 templates
with coherent phrases (Example (1a)) and selecting
a reduced set of seven high-frequency plural triplets
(Table 3). For German, we used the same ten an-
tecedent terms in eight gender variations (§4.1.1)
with 2 coherent templates.

4.2 Models

We used six English and one German LLM in
the experiments (Table 4 in Appendix A). The
models were selected to enable comparison be-
tween model sizes and performances. For the En-
glish experiments we used GPT-2 (Radford et al.,
2019) as a baseline, allowing for comparability
due to its widespread use in prior research. We
also tested an adaptation of GPT-2 by Bartl and
Leavy (2024), which was fine-tuned with gender-
neutral data in order to mitigate gender stereotyp-
ing in the model. This model is particularly rele-
vant because our experiments assess how gender-
neutral language is processed by LLMs. It can
therefore provide insights into how a model that
has seen additional gender-neutral language would
process gender-neutral language differently. We
also tested the 1B, 7B and 13B models from the
OLMo suite (Groeneveld et al., 2024a), which are
fully open-source, improving transparency for the
research community. The different sizes allow us
to show the impact of model size on the process-
ing of gendered language. Qwen2.5 (32B) (Yang
et al., 2024) was included as our largest model and
the best performing pre-trained single-model LLM
on the huggingface OpenLLM Leaderboard3 at the
time of experimentation (December 2024) within
the hardware limitations of our institution.

3https://huggingface.co/spaces/
open-llm-leaderboard/open_llm_leaderboard/
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4.3 Measuring Coreferent Probability

We used the LLMs to predict the joint two phrases
up to the coreferent (men/women/people), and
then obtained the log probability of the coreferent
(log(p)) from the probability distribution over the
vocabulary. For split coreferents, we took the prob-
ability of the first component token. Averaging the
probabilities of all component tokens would have
inflated probabilities, as each component serves as
a strong predictor for the subsequent token.

4.4 Coreferent Generation and Annotation

We used the models to generate eight tokens for
English and ten for German.The generated continu-
ations were then annotated for gender of the entity
mentioned, and whether the mentioned entity was
a coreferent of the antecedent in the first sentence.

English Three annotators were recruited out of
a pool of PhD researchers at our institution. Two
were native and one was a fluent English speaker.
All annotators were paid C60 for 630 items of
annotation, each with two labels per item (gender
and coreference). The annotation guidelines can
be found in Figure 4 in the Appendix.

Fleiss’ kappa was calculated to assess inter-
annotator agreement. For the gender labels,
the annotations showed κ = 0.757. For the
coreference labels, the annotators reached a
slightly lower score of κ = 0.671. This is not
surprising given that coreference labeling might
have been complicated by mentions of several en-
tities or ambiguous phrasing, among others. How-
ever, both of these scores are in the range of “sub-
stantial agreement”, according to Landis and Koch
(1977). We then calculated the final gender and
coreference labels based on the majority label.
Instances for which all three annotators provided
different labels were labeled as NULL. There were
22 NULL labels for gender and eight NULL labels
for the presence of coreference.

German (pilot) Due to the lack of German-
speaking annotators one of the authors, a linguist
and native speaker of German, annotated the Ger-
man sentence completions in a pilot experiment.
Each completion was annotated for mentioned gen-
der and presence of a coreferent to the antecedent.

5 Results

This section lays out the results for our experiments
on coreferent probability and coreferent generation.

For each of these, we will first present the English
and then the German results.

5.1 Coreferent Probability
English For our English results, we provide il-
lustrations for and discuss Qwen-2.5 in detail, as it
is the largest and best performing model of those
we evaluated. Its results would therefore mirror
most closely state-of-the-art models. However, the
results for all English models (except the fine-tuned
model) follow similar patterns. We provide results
and illustrations for the other models, such as the
OLMo suite (Figure 5), and the fine-tuned GPT-2
(Figure 6) in Appendix B.

We performed a two-way ANOVA on the coref-
erent probabilities produced by Qwen-2.5 (and all
other models, cf. Table 6 in the Appendix), testing
the effect of antecedent and coreferent gender on
the probability of the coreferent. Effect sizes were
labeled following Field et al.’s (2012) recommen-
dations. The ANOVA showed that in the PL set-
ting, the main effect of antecedent gender is statisti-
cally significant and small (F (2, 13455) = 138.59,
p < .001; η2 = 0.02, 95% CI [0.02, 1.00]), which
also applied to the main effect of coreferent gen-
der (F (2, 13455) = 178.33, p < .001; η2 = 0.03,
95% CI [0.02, 1.00]). The interaction between an-
tecedent and coreferent gender is statistically signif-
icant and large (F (4, 13455) = 809.94, p < .001;
η2 = 0.19, 95% CI [0.18, 1.00]). This indicates
that in the coreference constructions we are in-
vestigating, the probability of the coreferent is
most influenced by the correspondence between
antecedent and coreferent gender.

Figure 1 illustrates the distribution of coreferent
probability for the English Qwen-2.5 model in both
PL and SG setting. In the PL setting, the model be-
haves as expected, producing the highest coreferent
probability when antecedent gender and coreferent
gender correspond (e.g. The bowmen were going
down the street. Some of the men were in a good
mood.). However, for feminine antecedents, mascu-
line coreferents have the second highest probability,
indicating masculine bias in the model. The Tukey
post-hoc test showed a 21% lower probability for
neutral than masculine coreferents following fem-
inine antecedents (F:N/F:M4 = e−0.236 ≈ 0.79 ,
p < .001). This masculine bias is also evident for
neutral antecedents. Here, the Tukey post-hoc test
showed a probability that was three times higher

4This notation indicates antecedent gender before and
coreferent gender after the colon.
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(a) plural (b) singular

Figure 1: Distribution of log(p) of coreferent gender by antecedent gender

for masculine than feminine coreferents following
neutral antecedents (N:M/N:F = e1.107 ≈ 3.03 ,
p < .001).

The SG setting (Figure 1b) is similar to the PL
in that matching antecedent and coreferent gen-
der result in the highest probability for masculine
and feminine coreferents, for which we used the
pronouns he and she, respectively. Similar to the
PL, he as a coreferent had a 31% higher proba-
bility than the neutral coreferent they for a fem-
inine antecedent (Tukey post-hoc test: F:N/F:M
= e−0.37 ≈ 0.69 , p < .001), pointing either to
masculine bias in the model, or the possibility that
singular they is not well-recognized or accepted
by the LLM. This phenomenon can also be ob-
served for neutral antecedents, after which the mas-
culine coreferent he has the highest probability, fol-
lowed by she and singular they. In fact, the Tukey
post-hoc test showed that masculine coreferents
following a neutral antecedent had an 88% higher
probability than neutral coreferents (N:N/N:M =
e−2.16 ≈ 0.12 , p < .001). This result shows that
the pronoun they is not fully accepted by the model
as a singular pronoun.

German The effects of antecedent gender, coref-
erent gender, and their interaction on the proba-
bility of the coreferent as predicted by Leo Mis-
tral 7B was tested with a two-way ANOVA, as
with the English models. Effect sizes were la-
beled following Field et al.’s (2012) recommen-
dations. The main effect of antecedent gender for
the German model is statistically significant and
small (F (7, 10536) = 42.74, p < .001; η2 = 0.03,
95% CI [0.02, 1.00]), and the main effect of coref-
erent gender is statistically significant and large
(F (2, 10536) = 2601.35, p < .001; η2 = 0.33,
95% CI [0.32, 1.00]). The interaction between an-

tecedent and coreferent gender is statistically signif-
icant and small (F (14, 10536) = 36.63, p < .001;
η2 = 0.05, 95% CI [0.04, 1.00]).

In the German ANOVA, contrary to the English
results, coreferent gender is the biggest predic-
tor for coreferent probability and not the interac-
tion term. These results become more clear when
looking at the probability distributions in Figure
2: the masculine continuation Männer ‘men’ al-
ways shows a much higher probability than Frauen
‘women’ and Personen ‘persons’. Therefore, the
ANOVA results show coreferent gender to be more
predictive than the interaction term.

It can also be seen in Figure 2 that all German
gender-inclusive language strategies lead to an in-
crease in the probability of feminine and gender-
neutral coreferents. In the ANOVA results, this
finding is supported by the small interaction be-
tween antecedent and coreferent gender. The high-
est probability for the feminine coreferent can be
seen with a feminine antecedent, which is some-
what expected. The second highest probability of
a feminine coreferent is brought about by the as-
terisk strategy, which could be due the feminine
PL suffix -innen contained in this strategy. How-
ever, the capital-I, colon and underscore strategies
also contain -innen. Feminine coreferents generally
have the second-highest probability for all gender-
inclusive language strategies we tested, meaning
that neither strategy favors the generation of Perso-
nen ‘persons’ as a gender-neutral coreferent.

5.2 Coreferent Generation

English As discussed in Section 4.4, we used
majority voting over our three annotation labels to
generate the final labels. Out of 630 sentence com-
pletions, 396 (62.86%) were labeled as containing a
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Figure 2: Effect of different gender-inclusive language strategies on coreferent gender probability

coreferent of the antecedent, 226 (35.87%) were la-
beled as not containing a coreferent, and 8 (1.27%)
instances were inconclusive (labeled NULL).

We ran χ2 tests of independence for both
the coreference and no-coreference groups,
which were statistically significant (p < .001).
Effect sizes were labeled following Funder
and Ozer’s (2019) recommendations. In the
coreference group, the effect of antecedent gen-
der is very large, (χ2 = 739.57, p < .001; Ad-
justed Cramer’s v = 0.96, 95% CI [0.90, 1.00]).
In the no coreference group, the effect of an-
tecedent gender is medium (χ2 = 40.12, p < .001;
Adjusted Cramer’s v = 0.28, 95% CI [0.16, 1.00]).

Figure 3: Gender mentioned in the sentence continua-
tion, split by whether or not the generation contains a
coreferent of the antecedent

The distribution of coreferent genders based on
antecedent gender and divided by whether or not
the continuation contains coreference is illustrated
in Figure 3. Figure 3 shows that if the model gen-

erates a coreferent, the coreferent gender follows
the antecedent gender with an overwhelming ma-
jority. However, the model generates a coreferent
less often when the antecedent is neutral than when
it is masculine or feminine. In cases where the
continuation does not contain a coreferent of the
antecedent, neutral entities are generated most of-
ten. There are also some generations of feminine
gender following a masculine antecedent, and vice
versa. This is likely due to prevalence of couplets
such as husband/wife. Thus, when Phrase 1 men-
tions husbands, Phrase 2 is likely to mention wives.

German (pilot) The results for the pilot experi-
ments on German coreferent generation are illus-
trated in Figure 7 in Appendix B. The data are
divided into instances where a coreferent noun was
generated vs. when there was not. Out of the 160
instances labeled, 100 (62.5%) contained a corefer-
ent, and 60 (37.5%) did not. These proportions of
generations with and without the coreferent mirror
those obtained for English (§5.2).

The Pearson’s χ2 test of independence between
antecedent gender and generated coreferent gender
suggests that the effect is statistically significant,
and very large for the group in which a coreferent
was generated (χ2 = 171.79, p < .001; Adjusted
Cramer’s v = 0.72, 95% CI [0.56, 1.00]). For the
group in which no coreferent was generated, the
χ2 test also showed a statistically significant and
very large effect (χ2 = 70.88, p < .001; Adjusted
Cramer’s v = 0.54, 95% CI [0.20, 1.00]).

Figure 7 shows that similar to the English results
(Figure 3), masculine and feminine coreferents are
mostly generated when the antecedent is masculine
or feminine. However, feminine antecedents seem
to be a clearer predictor for feminine coreferents,
while there are some instances in which a neutral
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coreferent is generated following a masculine an-
tecedent. Moreover, gender-inclusive antecedents
generally invoke gender-neutral coreferents (Figure
7), which is the intention of using these strategies.
One specific case is that coordinated masculine
and feminine forms (Table 2, #3 & #4) of the an-
tecedents invoke coordinated coreferents, indicat-
ing a model tendency to keep using the same gender
form in Phrase 2 that it has seen in Phrase 1.

6 Discussion

Both experiments on measuring coreferent proba-
bility and generation of coreferents demonstrated
that generally, models tend to match coreferent gen-
der to the antecedent gender. However, there are
several caveats to this observation. For English
models, whether or not the gender of the coreferent
aligns with the antecedent depends on whether the
sentences are singular or plural. Our English coref-
erent probability experiments in the singular set-
ting (Figure 1b) showed that when the antecedent is
neutral, the masculine pronoun he has the highest
probability instead of they, meaning that models
struggle to interpret the pronoun they as a singular
pronoun. This finding was also reported by Gautam
et al. (2024). In language generation applications,
this might contribute to the erasure of people of
non-binary gender who use they/them pronouns, as
well as reinforce male-as-norm biases when people
of unknown gender are referenced with masculine
pronouns (Cao and Daumé, 2021).

Furthermore, in the English plural experiments
the most probable coreferent gender generally fol-
lows the gender of the antecedent. However, the
second- and third-highest gender probabilities paint
a more nuanced picture (Figure 1). For both fem-
inine and neutral antecedents, masculine corefer-
ents are second-most likely. This illustrates bias,
because an equitable model would display similar
probabilities for feminine and masculine corefer-
ents given a gender-neutral antecedent. For femi-
nine antecedents, it would also assign higher proba-
bilities to neutral over masculine coreferents. Thus,
while the model prioritizes gendered context clues
— a desirable behavior — it still exhibits an under-
lying masculine default bias.

This masculine bias was not just underlying but
clearly visible in our German experiments. Measur-
ing the probability of specific coreferents showed
that Männer ‘men’ always had a higher probability
than either the feminine coreferent Frauen ‘women’

or neutral coreferent Personen ‘persons’. This im-
portant finding shows that gender bias in the model
outweighs information it received in the prompt,
which might lead to a reinforcement of male-as-
norm bias through a likely prevalence of masculine
terms in the output. It is important to note, however,
that the coreferent generation experiments for Ger-
man did not show masculine bias to the same ex-
tent as the coreferent probability experiments. This
might have been due to the model often simply re-
peating the antecedent phrase in the generations. In
our coreferent probability experiments coreferent
terms differed from the antecedent phrases.

One encouraging finding from the German ex-
periments is that, despite masculine gender having
the highest probability, gender-inclusive strategies
help increase the probability of feminine and neu-
tral coreferents. This supports one of the aims of
using gender-inclusive language: to allow equal
association of all genders with respective terms.
Our findings clearly illustrate that the model we
used does not show this equal association, how-
ever, it is promising that the use of gender-fair
language can increase the probability of an associ-
ation with gender-neutral and feminine terms. This
finding mirrors the result of psycholinguistic stud-
ies into the effects of gender-inclusive language on
humans (Tibblin et al., 2023; Sczesny et al., 2016).

7 Conclusion

This research adapted Tibblin et al.’s (2023)’s psy-
cholinguistic experiments on the effects on gender-
fair language on anaphora resolution to the domain
of LLMs. We investigated how the use of gendered
or gender-inclusive language within one sentence
influences the generation of language in consec-
utive sentences. Our findings indicate that while
English LLMs are likely to continue to use the gen-
der of a mentioned entity in a subsequent sentence,
there is an underlying prevalence for masculine
gender. For German, this bias appears more pro-
nounced, with masculine gender always having
the highest probability in spite of feminine or neu-
tral gender information in the previous sentence.
However, with reference to Tibblin et al.’s (2023)
findings, gender-inclusive language strategies in
German also increase the probability of feminine
and gender-neutral referents. This research there-
fore supports the value of using gender-inclusive
language in an LLM context, especially in under-
represented languages like German.
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8 Limitations

There are several limitations to our work. Firstly,
we conducted pilot experiments for German
coreferent generation due to a lack of annotators.
The annotations for a small set of instances (160
sentence pairs, based on two out of 44 templates)
were provided by one of the authors, who is a Ger-
man native speaker and trained linguist. The re-
liance on a single annotator may introduce bias,
however, the smaller sample size compared to En-
glish reduces the risk of variation. Moreover, 23%
of the coreferent generations simply repeated the
antecedent gender, supporting consistent gender
assignment. Future work will address this issue by
involving multiple annotators and expanding the
number of templates and instances.

Secondly, the types of models covered mainly
included smaller LLMs (1.5–32 billion parameters)
due to hardware restrictions at our institution. In
contrast, recently released DeepSeek-V3, contains
a total of 671B parameters (DeepSeek-AI, 2024).
Future research is needed to determine whether our
findings hold for these larger models.

A third limitation is the number of coreferents
tested. While we varied the antecedents, we used
the same coreferents (PL: women (DE: Frauen),
men (DE: Männer), people (DE: Personen); SG:
she, he, they). This was done to follow the original
setup by Tibblin et al. (2023). However, in LLMs it
would also have been possible to measure the prob-
ability of several coreferent candidates. Still, our
coreferent generation experiments partially allevi-
ate this bias because they are based on the tokens
with the highest probability.

Finally, we showed how LLMs handle gender-
inclusive expressions from one sentence to another.
However, LLMs often handle longer contexts and
exchanges. Therefore, future research should be
conducted in a setting with a longer context.
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A Data

number neutral feminine masculine

PL

grandparents grandmothers grandfathers
monarchs queens kings
siblings sisters brothers

parents-in-
law

mothers-
in-law

fathers-in-
law

parents mothers fathers
children daughters sons
spouses wives husbands

Table 3: High frequency English antecedents

lang. model name # parameters

EN

GPT2 1.5B

GPT2 fine-tuned 1.5B

OLMo 1B, 7B, 13B

Qwen2.5 32B

DE LeoLM Mistral8 7B

Table 4: Overview of LLMs used

8https://huggingface.co/jphme/em_german_leo_
mistral

B Results

B.1 Model Size Comparison

Figure 5 shows the probability distributions for
three OLMo models (Groeneveld et al., 2024b) of
1B, 7B and 13B parameters. Overall, the three
models show similar distributions for all three an-
tecedent genders that follow those discussed for
the Qwen2.5 32B model (Figure 1): the highest
probabilities are obtained when antecedent and
coreferent gender match, and masculine gender
has the second-highest probability for both neu-
tral and feminine antecedent. The probabilities
for masculine coreferents across all antecedents
are highest for the smallest, 1B parameter model,
which could indicate that masculine bias is highest
for this model.

B.2 Models Fine-tuned with Gender-inclusive
Language

Figure 6 presents the results for Bartl and Leavy’s
(2024) fine-tuned GPT-2 models. The models were
fine-tuned for 3 epochs with an English corpus in
which gendered terms were rewritten with gender-
neutral variants and gendered singular pronouns
(he, she) were replaced with singular they. The
effects of pronoun replacement are clearly visi-
ble in the SG setting (Figure 6b): singular they
has a much higher likelihood than other pronouns
that even overrides gender information from the an-
tecedent. This indicates that fine-tuning may serve
as a method for enabling models to accept singu-
lar they, given that our findings demonstrate their
difficulties with it (§6). However, the extent of re-
placement should likely be less comprehensive than
in the experiments conducted by Bartl and Leavy’s
(2024). Further, in the PL setting, the probabili-
ties resemble previously observed distributions for
Qwen2.5 (Figure 1) and OLMo (Figure 5) for fem-
inine and masculine antecedents. For neutral an-
tecedents, however, masculine coreferents exhibit
the highest probability, contrary to the intended
effect of fine-tuning. We would have expected
the fine-tuning process to enhance the likelihood
of a neutral coreference and balance out associa-
tions between masculine and feminine coreferents.
While fine-tuning with gender-neutral language
might have been effective in reducing stereotyping
(Bartl and Leavy, 2024), our results demonstrate
that more fine-grained evaluation methods are nec-
essary to comprehensively assess the effects.
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Table 5: German antecedents
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number lang. # obs. LLM quant. Fante_gender Fcoref_gender Finteraction

PL
EN 13464

GPT-2 32bit 481.6 720.2 1629.7

GPT-2-finetuned 32bit 119.8 3432.9 983.5

OLMo 1B 4bit 184.3 799.1 1011.8

OLMo 7B 4bit 67.3 142.8 720

OLMo 13B 4bit 297.8 710.4 622.8

Qwen 32B 4bit 138.6 178.3 809.9

DE 9240 EM Leo Mistral 7B 4bit 42.74 2601.35 36.63

SG EN 14652

GPT-2 32bit 876.6 7885.6 6336.3

GPT-2-finetuned 32bit 111.9 44001.9 6835.5

OLMo 1B 4bit 342.8 3998.4 4171.4

OLMo 7B 4bit 706.3 2816.8 5509.6

OLMo 13B 4bit 592.9 3212.2 3703.3

Qwen 32B 4bit 1231 3866 4626

Table 6: ANOVA effect sizes for antecedent gender, coreferent gender and interaction for all LLMs tested.
All effects significant with p < .001. quant. = model quantization.

B.3 German Coreferent Generation
Figure 7 visualizes how the different gender-
inclusive strategies influence the gender mentioned
in the generations. We differentiated by whether
the model generation referred back to the an-
tecedent (62.5%, left panel) or not (37.5%, right
panel). What both conditions have in common
is that in most cases gender-neutral antecedents
effect a gender-neutral coreferent. For the no
coreference group, indeed all coreferents are
neutral. These results suggest that LLMs are
likely to maintain gender-inclusive language when
prompted with these forms. In fact, there were
many instances in which the model simply repeated
the antecedent phrase. This is why Figure 5.2 con-
tains the additional coreferent category masc_fem
to capture instances in which the model generated
coordinated forms (Table 2, strategies 3&4). These
were indeed only generated when prompted with a
coordinated form.

For instances where the antecedent expressed
only a single gender (masculine or feminine), Fig-
ure 7 shows the majority of masculine coreferents
and all of the feminine coreferents corresponding
with the respective antecedent. These results in-
dicate that feminine gender in the antecedent is
a very strong signal for future generations. The
presence of some neutral coreferents for masculine
antecedents suggests that masculine gender can
sometimes have a generic interpretation. However,
in most cases masculine gender has a masculine
association.

The German coreferent generation results sug-

gest that generated coreferents generally align with
the antecedent gender in the prompt, indicating that
gender-inclusive language can encourage gender-
neutral generations. However, this contrasts with
our coreferent probability experiments (Section
5.1), which revealed strong masculine biases. This
suggests that German models rely on repetition
rather than a genuinely gender-neutral interpreta-
tion.
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Annotation Guidelines 
 
The dataset you were given contains sentences that a language model was asked to 
complete.  
 
Your task is to annotate each sentence based on the following questions:  
 
 

1. What gender does the human entity mentioned in the continuation have?  
Possible answers are masculine (m), feminine (f) and neutral (n).  
If the continuation does not mention a human entity, please annotate the item as NA. 

2. Is it possible that the person/people in the continuation refers back to the 
person/people mentioned in the first sentence? 
Possible answers are YES or NO 
If you are unsure, you can annotate the item with UNSURE 

 
Examples: 
 

Sentences Continuation 
gender 
mentioned 

refers back? 

The daughters were waiting near the 
barrier. After a while, most of the men had been drinking. m no 

The sons were waiting near the barrier.  
After a while, most of the wolves had been NA no 

The spouses were waiting near the barrier. 
After a while, most of the women were sweating. The f yes 

 

Figure 4: Annotation guidelines given to annotators for English data
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Figure 5: Coreferent probabilities for three OLMo model sizes for feminine, masculine and neutral antecedent
gender

(a) plural (b) singular

Figure 6: Distribution of log(p) of coreferent gender by antecedent gender in the PL and SG setting
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Figure 7: Generated gender for German model, divided by whether or not the continuation contains a coreferent of
the antecedent

467


