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Abstract

Gendered language is the use of words that
indicate an individual’s gender. Though use-
ful in certain context, it can reinforce gender
stereotypes and introduce bias, particularly in
machine learning models used for tasks like oc-
cupation classification. When textual content
such as biographies contains gender cues, it can
influence model predictions, leading to unfair
outcomes such as reduced hiring opportunities
for women. To address this issue, we propose
GenWriter, an approach that integrates Case-
Based Reasoning (CBR) with Large Language
Models (LLMs) to rewrite biographies in a way
that obfuscates gender while preserving seman-
tic content. We evaluate GenWriter by mea-
suring gender bias in occupation classification
before and after rewriting the biographies used
for training the occupation classification model.
Our results show that GenWriter significantly
reduces gender bias by 89% in nurse biogra-
phies and 62% in surgeon biographies, while
maintaining classification accuracy. In compar-
ison, an LLM-only rewriting approach achieves
smaller bias reductions (by 44% and 12% in
nurse and surgeon biographies, respectively)
and leads to some classification performance
degradation.

1 Introduction

Gendered language refers to the use of language
that explicitly or implicitly convey the gender of
a person, animal, or object (Hamidi et al., 2018;
Bigler and Leaper, 2015). This can occur explic-
itly, through words that clearly denote gender, such
as mother, she, or man or implicitly, where social
roles or behaviors can signal an individual’s gender.
For instance, women are often expected to exhibit
communal characteristics (e.g., emotional, affec-
tionate, gentle), while men are typically linked with
agentic traits (e.g., confident, decisive, ambitious)
(Gaucher et al., 2011). Although gendered lan-
guage may serve functional purposes in certain sit-

uations, it also has the potential to reinforce harm-
ful gender stereotypes (Bucholtz and Hall, 2004;
Leaper and Bigler, 2004). Gender stereotypes
are generalized views or preconceptions about at-
tributes or characteristics, that are or ought to be
possessed by men and women and behaviours and
roles that are or should be performed by men and
women (Commissioner, 2014; Blumer et al., 2013;
Ellemers, 2018; Morgan and Davis-Delano, 2016;
Wiegand et al., 2021). These assumptions, based
solely on an individual’s gender, can lead to gender
bias.

Bias Statement. Gendered language in written
content becomes a serious issue when it leads to
unfair treatment of an individual based on their
gender, identifiable through the content itself. In
2018, Amazon scrapped its AI-powered recruit-
ment model due to gender bias against female ap-
plicants (Simaki et al., 2017). Similarly, an occupa-
tion classification model trained on the biographies
(De-Arteaga et al., 2019) exhibited gender bias, of-
ten misclassifying female doctors as nurses. These
examples illustrate how gender bias in text clas-
sification that involves systematic errors or unfair
predictions related to gender can cause allocational
harms (Blodgett et al., 2016; Barocas et al., 2017).
In both cases, the differences in language use in
resumes and biographies influenced the model’s de-
cisions, further contributing to its misclassifications
(Chang, 2023; Nemani et al., 2024). Gender-based
inferences from writing style and language choices
can lead to harmful, gender-biased decisions, and
potentially impacting career opportunities for fe-
male applicants (Madera et al., 2009; Khan et al.,
2023; Gaucher et al., 2011; Tang et al., 2017).

It has been shown that adjectives and verbs
used to describe women differ from those used
for men in contexts such as job advertisements
(Gaucher et al., 2011; Tang et al., 2017; Tokarz and
Mesfin, 2021), biographies (Wagner et al., 2015;
De-Arteaga et al., 2019), recommendation letters
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(Madera et al., 2009), articles and fashion mag-
azines (Caraballo Moral et al., 2019; Arvidsson,
2009; Morelius, 2018), and fictional stories (Fast
et al., 2016; Williams Jr et al., 1987). These lin-
guistic differences in describing individuals of dif-
ferent gender can introduce gender stereotypes that
may lead to gender-based bias, resulting in both
conscious and unconscious discrimination (Baro-
cas and Selbst, 2016; Burgess and Borgida, 1999).
Therefore, it is important to help or facilitate people
to use content where the gender of the person is not
clearly evident from the language used, as this can
reduce any potential harm caused to individuals.

The aim of this work is to rewrite textual content
that describes people in such a way the gender
of the person described in the text may not be so
evident in the revised version. The approach used
is to rewrite text content about a person as if it was
written by a person of a different gender. To do this,
we use Large Language Models (LLMs) which
have become vital tools for text generation across a
variety of applications (Sallam, 2023; Transformer
et al., 2022; Wan et al., 2023a; Valentini et al.,
2023; Hallo-Carrasco et al., 2023) and Case-Based
Reasoning (CBR), a problem-solving paradigm,
that finds solutions to new problem based on past
experiences (Aamodt and Plaza, 1994).

Despite LLM’s impressive capabilities in text
generation, they can perpetuate gender stereotype
and bias through their generated text (Kotek et al.,
2023; Dong et al., 2024; Fang et al., 2024; Ovalle
et al., 2023; Soundararajan et al., 2023; Wan et al.,
2023a). For instance, LLM-generated reference
letters, CVs are found to have used more agentic
and positive words for men than women (Wan et al.,
2023b; Soundararajan and Delany, 2024; Zinjad
et al., 2024). This contributes to representational
harms, thus disadvantaging a particular group of
individuals, more often women.

CBR has also been used in text generation. Prior
experiences are captured as cases and made avail-
able in a casebase. As we are concerned with rewrit-
ing textual content about a person, our cases are
sentences from biographies that describe aspects of
individuals. The steps involved in reasoning using
CBR include (1) case retrieval: retrieving one or
more source cases from the casebase that are simi-
lar to a query case, i.e. the sentence to be rewritten;
(2) case reuse: adapting information from these
similar cases to form a solution for the query case.

While CBR is helpful in text generation, adapt-
ing past solutions to new problems in a textual do-

main remains challenging due to natural language
variability and complexity. To facilitate adapta-
tion, CBR can be integrated with LLMs which pro-
vides benefits to both (Wilkerson and Leake, 2024).
Firstly, the integration can reduce the risk of gener-
ating content with gender bias and stereotypes by
LLM when producing solutions. Secondly, if an
LLM could handle the knowledge-intensive aspects
of the CBR process, it could significantly expand
the range of CBR applications by enabling their
use in knowledge-rich domains where formally en-
coded knowledge is unavailable, expensive, or dif-
ficult to encode.

We propose GenWriter, an approach that lever-
ages both CBR and LLMs to rewrite textual content
containing indicators of gender identity, modify-
ing the content so that the gender of the described
individual may not be evident from the language
used. We use GenWriter to rewrite biographies of
nurses and doctors as these are occupations where
gender bias is significant when predicting occu-
pation, with female doctors often misclassified as
nurses and male nurses misclassified as doctors
(De-Arteaga et al., 2019). This work focuses on
rewriting textual content that contains implicit gen-
dered language, rather than explicit gender indi-
cators, which often cannot be altered or may not
be meaningful to change—particularly in domains
such as biographies, where explicit gender indica-
tors are necessary. We evaluate the performance of
rewriting biographies by measuring gender bias in
an occupation classification task. A reduction in
gender bias in occupation classification is treated
as a proxy for successful transformation of biogra-
phies.

Our results show that biographies rewritten using
our approach used as training data in an occupa-
tion classification task, significantly reduce gender
bias by almost 89% for nurses and over 62% for
surgeons without compromising on classification
performance. In contrast, biographies rewritten us-
ing only an LLM reduce gender bias by just over
44% and 12% for nurses and surgeons, respectively.

The rest of the paper is organized as follows. Sec-
tion 2 discusses existing works on rewriting gen-
dered language and using CBR, with and without
LLMs, for various text generation tasks. Section 3
elaborates on how the cases are created, retrieved,
reused and adapted using LLM in GenWriter to
rewrite the biographies and Section 4 presents the
evaluation of GenWriter’s effectiveness in rewrit-
ing biographies and compares its performance to
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baseline methods.

2 Related Work

Previous research has explored rewriting gendered
language to produce gender-neutral or gender-fair
versions. For instance, Pryzant et al. (2020) utilized
a BERT model trained on a large corpus of biased
and unbiased texts to automatically replace subjec-
tive words with neutral alternatives. While effective
at addressing lexical (word-level) bias, this tech-
nique may overlook deeper contextual or structural
biases, such as those embedded in narrative fram-
ing or character roles. Similarly, Sun et al. (2021)
developed a transformer-based model trained on
a rule-generated parallel corpus from Wikipedia
to rewrite gendered sentences into gender-neutral
forms using singular "they." While this promotes
inclusivity, the model defaults to "they" without
considering other binary pronouns, potentially re-
ducing the nuance of gender expression. Another
study, Amrhein et al. (2023), proposed a trans-
former trained on synthetic parallel corpora gener-
ated via round-trip translation through biased ma-
chine translation (MT) systems. This method en-
ables rewriting of gender-biased text into gender-
fair alternatives but has the potential to suffer from
the noise introduced by MT errors and may not gen-
eralize well to real-world examples, as synthetic
biases can differ from authentic ones. Other ap-
proaches that focused on rewriting or adjusting gen-
dered language included Ma et al. (2020) who intro-
duced a model based on OpenAI-GPT that reduces
gender bias by leveraging connotation frames to ad-
just implied power and agency in character portray-
als. However, this method depends on connotation
frames that encode pragmatic knowledge of power
dynamics in verb predicates, which may limit its
generalizability. Finally, Dinan et al. (2019) tack-
led gender bias in dialogue systems using a multi-
faceted approach that includes counterfactual data
augmentation, bias-controlled training, and human-
curated, gender-balanced datasets. Although this
method shows promising results in reducing con-
versational bias, it requires extensive manual data
curation, making it less scalable for large-scale or
domain-diverse applications.

CBR has been applied to automated text gener-
ation tasks such as anomaly reporting processing
(Massie et al., 2007), automated natural language
generation for obituaries (Upadhyay et al., 2020),
automated generation of sports summaries (Upad-

hyay et al., 2021), writing product reviews (Bridge
and Healy, 2010) and product descriptions (Waugh
and Bridge, 2010).

There has also been research that successfully
applied the combination of CBR and LLMs for
various text generation applications. Minor and
Kaucher (2024) uses CBR to retrieve relevant ex-
amples from a casebase and integrates them into
prompts for LLMs to generate explanations for
business process models. Wiratunga et al. (2024)
worked on enhancing the performance of LLMs
in legal question answering tasks, by using CBR
to retrieve relevant past legal cases and integrat-
ing them into prompts for LLMs using Retrieval-
Augmented Generation (RAG). Similarly, (Marom,
2025)’s framework combines CBR with RAG to
enhance LLMs for multimodal tasks, converting
non-text case components into text to improve case
retrieval and enrich LLM queries. Another work
(Yang, 2024) used CBR in combination with LLM
to enhance case-based reasoning in healthcare and
legal domains. It uses LLMs to process queries,
retrieves relevant cases via RAG, and generates
actionable insights, improving searchability and
precision in complex cases.

3 GenWriter

The aim is to rewrite text as if it was written by
someone of a different gender, so that the gender
of the described individual is not as evident in the
modified text. To this end, we use our approach,
GenWriter, which integrates Case-Based Reason-
ing (CBR) and Large Language Models (LLMs), to
generate a revised version of the text. We establish
a casebase that serves as a repository of experi-
ences, in our situation, this is sentences describing
people that are taken from biographies. In CBR,
when there is a new problem, such as a need to
transform a text including content about a person
into a version where the gender of the described
person is less evident, the solutions of similar prob-
lems in the casebase are used to address it. LLM
plays a dual role within this framework: it assists
in constructing cases and in adapting existing so-
lutions to fit the specifics of the current problem,
enabling effective integration of CBR with LLM
capabilities.

3.1 Case Representation

The case representation reflects how the experience
is structured and encoded in the casebase. Each
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case within the casebase represents a sentence that
describes some aspect of a person. For instance,
if we consider the biographies of people, a biogra-
phy generally begins with a brief overview of the
individual’s basic details, such as their name, birth-
place, age, and occupation. This is followed by
education and work experience, including their em-
ployer, job role, and professional expertise. Lastly,
it touches on personal aspects such as family, hob-
bies, and interests. Overall, a biography covers
four main components: Demographics, Education,
Work details, and Non-Professional details. The
case representation will include the following:

• Gender, indicating the gender of the person
being discussed in the sentence.

• Category, specifying which aspect of the
person is being discussed in the sentence.
The four components of the biography–
Demographics, Education, Work details, and
Non-Professional details are the Category.

• Generalized Sentence, a sentence about a
person related to the Category, with pronouns
and entities, such as the name of an individual,
location, organization, educational institution,
dates & time, numbers, award, field of study,
occupation, specialization/area of expertise,
replaced with context-based placeholders, to
ensure entity generalization. This is used both
in the retrieval phase of CBR to find the most
similar sentence for a sentence that has to be
rewritten, and in the reuse and adaption phase
of CBR as the rewritten sentence.

The generalized sentence is generated through
few-shot prompting (Brown et al., 2020) with
an LLM. The LLM is provided with a few-shot
prompt, detailed in Table 1, along with the query
sentence in order to generate the generalized sen-
tence. Table 2 shows examples of cases created
from a biography and their representation using
OpenAI’s GPT-4o (with the temperature set to 0.7
and all other hyperparameters left at their default
values).

3.2 Case Retrieval

CBR operates on the principle that similar prob-
lems have similar solutions. Thus, in order to ob-
tain the solution for the new problem, the most
similar problem or nearest nearest neighbor in the
casebase needs to be retrieved. The most similar

Instruction Prompt
Transform a given sentence into a general template by
identifying and replacing all entities and pronouns with
placeholders that describe the type of entity, as demon-
strated in the examples below. Use consistent placeholders
throughout, while maintaining the grammatical structure
of the sentence.

<few-shot examples>

Your Turn:
Input Sentence: <input_sentence>

Few-shot Examples
Examples:
Input Sentence:
Dr. Dilip Nadkarni is an Orthopedic surgeon specialized
in Arthroscopic or Key-hole surgery for the Knee Joint.
Output:
Dr. [Name of the Person] is an [Occupation] specialized
in [Specialisation].
Input Sentence:
Dr. Crow graduated from University of Arkansas for
Medical Sciences College of Medicine in 1966 and has
been in practice for 51 years.
Output:
Dr. [Name of the Person] graduated from [University] in
[Year] and has been in practice for [Duration].
Input Sentence:
He practices at Apollo Medical Centre with his assistants
in Kotturpuram, Chennai, Chennai Speciality Clinic in
Besant Nagar, Chennai and Apollo Spectra Hospitals in
MRC Nagar, Chennai.
Output:
[He/She] practices at [Hospital] with [his/her] assistants
in [Location], [Hospital] in [Location], [Hospital] in [Lo-
cation].

Table 1: Instruction prompt and the few-shot examples
provided to GPT-4o to generate generalized sentence.

Gender Category Generalized Sentence
Female Demographics [Name of the Person] is a [Oc-

cupation] in [Location].
Female Education [He/She] graduated with hon-

ours in [Year].
Female Work De-

tails
Having more than [Duration]
of diverse experiences, espe-
cially in [Occupation], [Name
of the Person] affiliates with
[Hospital].

Table 2: Cases created from the following biography:
Sejal P Graber is a Nurse Practitioner Specialist in Ev-
erett, Washington. She graduated with honours in 2006.
Having more than 10 years of diverse experiences, es-
pecially in Nurse Practitioner, Sejal P Graber affiliates
with Providence Regional Medical Center Everett.

problem in the casebase is the case with the same
category as the query case but with opposite gender
and where the generalized sentence is most sim-
ilar to that of the query case. For instance, if a
sentence in a query biography categorized under
Demographics with a female gender attribute re-
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quires revision, a case that belongs to the same
category with a male gender attribute whose gener-
alized sentence is most similar semantically to that
of the query biography sentence is retrieved. The
semantic similarity between generalized sentences
is measured by getting the sentence embedding of
both sentences using the Sentence-BERT model
all-mpnet-base-v2 (Reimers and Gurevych, 2019)
and measuring the cosine similarity between these
embeddings. A threshold is set for the similarity
score based on a manual analysis of the most simi-
lar retrieved cases. This ensures that the retrieved
cases are meaningful enough to be used in rewrit-
ing the query sentence/case. Cases with a similarity
score below the threshold are discarded, and the
query case is retained without any changes (i.e., it
is not rewritten).

3.3 Case Reuse and Adaptation

CBR includes a process of adaptation to adapt the
retrieved nearest neighbors into a solution for a
query case. The retrieved nearest neighbors in our
situation are the generalized sentences containing
context-based placeholders that are most similar to
that of the sentences in a biography that is to be
rewritten. These retrieved generalized sentences
for each sentence in the query biography are con-
catenated.

To adapt these concatenated generalized sen-
tences to the specifics of the query biography an
LLM is used to fill in the context-based placehold-
ers with information such as entities and pronouns
extracted from the query biography. To accomplish
this, an LLM, specifically OpenAI’s GPT-4o (with
the temperature set to 0.7 and all other hyperparam-
eters left at their default values), is prompted with
the instruction shown in Table 3, together with the
concatenated generalized sentences. Examples of
transformed sentences, from biographies, using our
approach are included in column 1 of Table 4.

4 Evaluation

We evaluate the effectiveness of the biography
transformations by measuring gender bias in a
downstream task–occupation classification task. A
reduction in gender bias in occupation classifica-
tion serves as an indicator of successful transfor-
mation, suggesting that the revised biographies are
less influenced by content that signals a particu-
lar gender. We also compare with the gender bias
in the occupation classifier trained on biographies

Given the following biography and template, perform the
following steps:
1. Understand the Biography and Template:
Read and analyze the biography and the template carefully
to understand the context, placeholders, and the informa-
tion available.
2. Replace Placeholders:
Replace each placeholder in the template with suitable
values derived from the biography. Use the following
rules while replacing placeholders:
- Keep the format and structure of the template unchanged.
- If a placeholder cannot be replaced due to insufficient
information in the biography, retain the placeholder as is.
3. Output:
Provide only the final filled-in template with placeholders
replaced wherever possible.

Input:
Biography: <biography>
Template: <template>

Table 3: Instruction prompt provided to GPT-4o to fill in
context-based placeholders in concatenated generalized
sentences of the most similar cases, using information
from the query biography.

transformed by an LLM only.

4.1 Data used for Evaluation
We use the BiasBios dataset (De-Arteaga et al.,
2019), a dataset containing 397,340 biographies
across 28 distinct occupations, each annotated with
a binary gender label (male or female). In order to
evaluate our approach, we specifically start with bi-
ographies of surgeons and nurses, an occupational
pair where gender bias has been shown to be sig-
nificant (De-Arteaga et al., 2019).

From BiasBios’s dataset, we take 2 independent
subsets, one with 300 biographies and another with
500 biographies, with equal numbers of male and
female surgeons and nurses. We use the first as
our training data for the occupation classification
task and the second for building the casebase. For
our test set, we use the designated BiasBios’s test
set, which is 9764 biographies which is imbalanced
across both occupations and gender. The data dis-
tribution of our casebase, train and test set is shown
in Table 5.

4.2 Rewriting Biographies
This section elaborates on the steps involved in
rewriting the biographies using GenWriter, our
approach and an LLM-only approach.

4.2.1 Rewriting biographies using GenWriter
We first build a casebase from the BiasBios subset
of 500 biographies extracted for that purpose. Each
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No. Label - Original Sentence Sentence transformed Sentence transformed
by GenWriter by LLM

1 FN - Rayelle acquired her Master
of Science in Nursing from the Uni-
versity of South Alabama.

After completing her undergraduate
studies at [University], Rayelle Jiles
earned her Masters of Science in
Nursing Specializing in [Speciali-
sation] at the University of South
Alabama.

Her advanced expertise is backed by a
Master of Science in Nursing from the
University of South Alabama.

2 FS - She is rated highly by her pa-
tients.

Patients rated her highly, giving her
an average of [Rating] stars out of
[Total].

Her patients consistently rate her ser-
vices highly, a testament to her profi-
ciency and dedication.

3 FS - Dr. Justine Lee is a pediatric
plastic surgeon in Los Angeles, CA.
These areas are among her clini-
cal interests: cleft lip and palate,
facelift, and blepharoplasty.

Dr. Justine Lee is a pediatric plastic
surgeon in Los Angeles, CA. Her
clinical interests include cleft lip
and palate, facelift, and blepharo-
plasty.

Dr. Justine Lee, a distinguished pedi-
atric plastic surgeon based in Los An-
geles, CA, specializes in cleft lip and
palate, facelift, and blepharoplasty.

4 MN - Brian holds a B.S. in nursing
and is completing a master’s degree
in health policy and law.

Brian R. Jones received a B.S. in
nursing from [University] and is
completing a master’s degree in
health policy and law from [Univer-
sity].

With a B.S. in nursing, he is furthering
his education by completing a master’s
degree in health policy and law.

5 MN - Brian Courtney is a Nurse
Practitioner Specialist in Goodyear,
Arizona.

Brian Courtney is a Nurse Practi-
tioner Specialist in Goodyear, Ari-
zona.

Brian Courtney is a dedicated Nurse
Practitioner Specialist based in
Goodyear, Arizona.

6 MS - Dr. Brian Gengler is an ortho-
pedic surgeon with advanced train-
ing in spinal surgery.

Dr. Brian Gengler is an orthope-
dic surgeon with expertise in spinal
surgery.

Dr. Brian Gengler is a highly skilled
orthopedic surgeon specializing in
spinal surgery.

7 MS - Dr. Asad Jawad is a Vascu-
lar Surgeon practicing in Lahore.
He holds MBBS, FRCS, CCST (Ire-
land).

Dr. Asad Jawad is a Vascular Sur-
geon practicing in Lahore. Dr. Asad
Jawad holds a MBBS in Medicine,
a FRCS and is CCST (Ireland) in
Vascular Surgery.

Dr. Asad Jawad is a dedicated Vascu-
lar Surgeon with a practice in Lahore.
He has earned his MBBS, FRCS, and
CCST (Ireland) qualifications.

Table 4: Example query cases transformed using GenWriter and LLM-only approach. Label represents the gender
and the occupation, where M and F denote male and female, N and S denote nurse and surgeon. Label - Original
Sentence represent the query case from the query biography of nurse or surgeon of male or female gender. Sentence
transformed by GenWriter and Sentence transformed by LLM represent the query case from the query biography
transformed using GenWriter and LLM-only approach, respectively.

Dataset Gender Occupation
Nurse Surgeon

Casebase Male 125 (50) 125 (50)
Female 125 (50) 125 (50)
Total 250 (50) 250 (50)

Train Male 75 (50) 75 (50)
Female 75 (50) 75 (50)
Total 150 (50) 150 (50)

Test Male 502 (8.9) 3519 (84.9)
Female 5116 (91.1) 627 (15.1)
Total 5618 (57.6) 4146 (42.4)

Table 5: Data distribution of the casebase, train and test
set. Percentages are enclosed in brackets.

biography is split into sentences, each sentence is a
potential case in the casebase. The gender label for
the case is the gender from the original biography.
To get the category label, we manually annotate
each sentence in the first 200 biographies. We
then build a BERT classifier, training with hyperpa-
rameter tuning on 80% of these labeled sentences,
testing on the remaining 20%, to predict a category
label. The resulting model which achieves average

class accuracy of 94% on test set is used to predict
the category label for each sentence in the remain-
ing 300 biographies. The generalized sentence for
each sentence is generated using the LLM, GPT-4o.
Exact duplicates of the generalized sentences, that
is, those with identical wording and belonging to
the same category and gender are removed.

This casebase is then used to rewrite all the
original biographies in our train set (the first inde-
pendent subset of 300 biographies from BiasBios).
These biographies are split into sentences and each
sentence forms a query case with the gender known
from the biography and the category assigned using
the category label prediction model as described
above. A similarity score threshold of 0.68 is set
to retrieve the most similar case. Finally the set of
retrieved generalized sentences for all sentences in
a biography together with the original biography is
adapted using the LLM to a rewritten biography as
described in Section 3.3
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4.2.2 Rewriting biographies using an LLM

To compare using CBR combined with LLM
against using LLMs alone, the original biographies
in our training data are rewritten using a power-
ful LLM, specifically, OpenAI’s GPT-4o. GPT-4o
(with the temperature set to 0.7 and all other hyper-
parameters left at their default values) is prompted
with the instruction provided in Table 6 together
with the query biography to generate the revised
version of the query biography. The instruction
prompt is chosen in a such a way that it is compa-
rable to what GenWriter does in revising the query
biographies. Example query cases transformed
through LLM-only approach is shown in column 2
of Table 4.

Given an original biography that describes a <GEN-
DER_1>, produce a revised version of the original bi-
ography in a way that a <GENDER_2> would write it,
without changing the person’s name and gendered pro-
nouns.
Original biography: <original_biography>

Provide the output in the following JSON format:

{

“revised_version”:
“<your_revised_version_of_the_provided_biography>”,

}

Table 6: Instruction prompt provided to GPT-4o to gen-
erate a revised version of the query biography. GEN-
DER_1 & GENDER_2 are MALE and FEMALE, re-
spectively, when the query biography is about a male,
and vice versa if female.

4.3 Measuring Gender Bias in Occupation
Classification

The performance of the biography transformations
is evaluated by measuring gender bias in an occupa-
tion classification task. A reduction in gender bias
in occupation classification is treated as a proxy for
successful transformation of biographies.

Gender bias in a classification system can
be measured using the True Positive Rate Gap
(TPRgap) (Prost et al., 2019) which is an equal-
ity of opportunity measure that measures the dif-
ferences in the gender specific true positive rates.
TPRgap is defined in (1) where TPR is the True
Positive Rate and occ is the occupation. The TPR
for a given gender and occupation is defined as the
proportion of people with that gender and occu-
pation that are correctly predicted as having that
occupation.

TPRgap(occ) = TPRocc, male − TPRocc, female
(1)

A positive TPRgap indicates a bias towards
males, meaning the model performs better at pre-
dicting that occupation for male instances, and
makes more mistakes when predicting that class
for females. A negative TPRgap suggests a bias
towards females while a zero TPRgap value indi-
cates no bias between the genders.

We train a BERT classifier separately on three
distinct training datasets: the original training set of
biographies extracted from BiasBios dataset, these
biographies transformed using our GenWriter ap-
proach, and these biographies transformed using
the LLM-only approach. The training data is split
into 80/20 stratified by occupation for hyperpa-
rameter tuning. The classification accuracy of the
BERT classifier on the test set as described in Sec-
tion 4.1 is computed. Occupation names, profes-
sional titles (e.g., Dr.), and academic qualifications
(e.g., MD, MBBS) were removed from the first
sentence of each biography in both the training
and test sets, as these are explicit indicators that
could directly reveal the occupation to the classifier.
The removal of these explicit indicators is done by
prompting GPT-4o (with temperature set to 0.7 and
all other hyperparameters set to their default values)
with the first sentence of each biography together
with the prompt shown in Table 7.

Given an input sentence, identify and replace the follow-
ing elements with an underscore ’_’:

1. Any Occupation. If the occupation includes the word
’Specialist,’ replace it with ’_’ as well.

2. Professional titles such as ’Dr.’.

3. Academic qualifications such as ’MD’, ’MBBS’.

Input Sentence: <input_sentence>

Provide the output in the following JSON format:

{
“answer”:

"<sentence_with_occupation_title_qualification

_replaced_with_underscore>"

}

Table 7: Instruction prompt provided to GPT-4o to re-
move occupation names, professional titles, and aca-
demic qualifications from the first sentence of each bi-
ography.
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5 Results and Discussions

Table 8 shows the average class accuracy (ACA)
and the TPRgap, indicating gender bias, in the
occupation classification task for the three versions
of the biographies used for training.

Training data ACA (%) TPRgap(N) TPRgap(S)
Original 89.55 -0.09 0.08
LLM 85.11 -0.05 0.07
GenWriter 89.15 -0.01 0.03

Table 8: Average Class Accuracy (ACA) and TPRgap

in the occupation classification. Original, LLM and Gen-
Writer represent the original biographies, biographies
transformed using LLM-only approach and biographies
transformed using GenWriter, respectively. TPRgap(N)
and TPRgap(S) are the gender bias exhibited by the clas-
sifier in Nurse and Surgeon biographies, respectively.

The results reveal notable gender bias in the orig-
inal biographies for both nurse (0.09) and surgeon
(0.08). Using training data rewritten by GenWriter
significantly reduces this bias in the resulting model
by 88.9% in nurse biographies (from 0.09 to 0.01)
and 62.5% in surgeon biographies (from 0.08 to
0.03). In contrast, rewriting using only the LLM
achieves smaller reductions (by 44.4% and 12.5%
in nurse and surgeon biographies, respectively) but
the classification accuracy has reduced significantly
by 4%. The accuracy on the model trained using the
training data rewritten using GenWriter has not im-
pacted significantly on the classification accuracy.
From the results, we can observe that the classifi-
cation model trained on all three training datasets
tends to associate nurse with females and surgeon
with males. This is reflected in the TPRgap val-
ues: negative for nurse and positive for surgeon,
suggesting a bias towards females in nurse biogra-
phies and towards males in surgeon biographies,
respectively.

We analyzed the biographies rewritten by both
GenWriter and the LLM-only approach. In Table 4,
we observe that when rewriting sentences, the LLM
adds extra words such as ’skilled’, and ’dedicated’
(see example 5, 6, 7), among others commonly
found in gender lexicons (Gaucher et al., 2011;
Cryan et al., 2020). The presence of these gendered
words can signal a particular gender and potentially
influence the model’s predictions. In contrast, sen-
tences rewritten by GenWriter do not introduce
any gendered words, instead adding or replacing
words with words that the person of opposite gen-
der would use (see example 1). Furthermore, Gen-
Writer includes placeholders in the revised versions

(see example 1, 2, 4), which indicate elements that
would typically appear in the biography of a person
of the opposite gender.

The analysis implies that GenWriter can rewrite
biographies in a more effective way than the LLM-
only approach, without introducing any additional
gendered words. It can include suggestions for
rewriting with placeholders where the contextual
details are not evident in the original biography.

Since this work represents a step forward in writ-
ing biographies where the gender of the described
person is less evident, we focused solely on nurse
and surgeon biographies to evaluate our approach
within a manageable and targeted dataset. As part
of future work, we plan to expand the scope of our
approach to include a broader range of occupations
beyond nurses and surgeons. Additionally, we aim
to use it to guide people in writing biographies
where the described person’s gender is not so evi-
dent and to evaluate the effectiveness of rewriting
biographies using our approach through a usability
study.

Limitations

In this work, we restricted our analysis to binary
gender identities, as existing datasets lack suffi-
cient representation of non-binary individuals, par-
ticularly in the context of biographies suitable for
rewriting (Dev et al., 2021; Stanczak and Augen-
stein, 2021). We acknowledge this as a limitation
and emphasize the importance of inclusivity in gen-
der representation. In future work, we intend to
incorporate non-binary identities to ensure more
equitable and representative outcomes.
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