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Abstract

Increasing attention is being dedicated by the
NLP community to gender-fair practices, in-
cluding emerging forms of non-binary lan-
guage. Given the shift to the prompting
paradigm for multiple tasks, direct compar-
isons between prompted and fine-tuned mod-
els in this context are lacking. We aim to fill
this gap by comparing prompt engineering and
fine-tuning techniques for gender-fair rewriting
in Italian. We do so by framing a rewriting
task where Italian gender-marked translations
from English gender-ambiguous sentences are
adapted into a gender-neutral alternative using
direct non-binary language. We augment ex-
isting datasets with gender-neutral translations
and conduct experiments to determine the best
architecture and approach to complete such
task, by fine-tuning and prompting seq2seq
encoder-decoder and autoregressive decoder-
only models. We show that smaller seq2seq
models can reach good performance when fine-
tuned, even with relatively little data; when it
comes to prompts, including task demonstra-
tions is crucial, and we find that chat-tuned
models reach the best results in a few-shot set-
ting. We achieve promising results, especially
in contexts of limited data and resources.

1 Introduction

Current practices in many languages involve
the use of the masculine gender as a generic
form (Sczesny et al., 2016), a norm —which we
refer to as masculine generics (MG)— that may
result in the erasure of other gender identities, in-
cluding both women and non-binary (NB) peo-
ple1. NLP models, based on dominant linguis-
tic practices, reproduce this behavior (Costa-jussà
et al., 2023). The reliance on MG implies the

1We use non-binary as an umbrella term to refer to indi-
viduals who do not recognize themselves in the gender binary
typical of Western society, consisting of a clear distinction
between the male and female genders, as intended for example
by Kendall (2024).

under-representation of people who do not iden-
tify as men (Dev et al., 2021), as well as an in-
creased effort and a reduced quality of service for
them (Savoldi et al., 2024a); examples of repre-
sentational and allocational harms (Blodgett et al.,
2020), respectively.

In this paper, we acknowledge the limited avail-
ability of NLP resources for NB language and, es-
pecially, the lack of a shared NB “grammar” for
Italian, so we produce original, detailed guidelines
for the use of an Italian NB language paradigm.
They are included in Appendix A and are meant
to serve as a basis for future works and for further
discussions around the topic, with the ultimate aim
of fostering the recognition of NB identities in Ital-
ian language technologies. Our guidelines were
written by one of the authors of this paper, and they
were validated by experienced Italian linguists.

We also define a rewriting task based on replac-
ing masculine and feminine gender marks with NB
endings, inspired by the Fair reformulation task
described by Frenda et al. (2024). We focus on
existing translations of gender-ambiguous English
sentences: while the reference translations we col-
lected use masculine or feminine gender marks,
our goal is to obtain new translations that preserve
the gender neutrality of the source sentences. The
spans we aim to replace include examples of gen-
dered language used in an overextended or generic
way, as defined by Rosola et al. (2023).

To do so, we manually rewrite existing Italian
translations that use gendered language so that they
maintain the gender ambiguity of the correspond-
ing English source sentences. We then use the
original translations as inputs and our rewritten
translations as labels to expand on recent related
works on gender-fair NLP by comparing transfer
and in-context learning on both encoder-decoder
and decoder-only architectures.

While our approach is essentially monolingual,
it is meant to be applied not only to Italian texts
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which use gendered language and MG, but also to
gender-marked translations provided by machine
translation (MT) or human translators (in this case,
it can be defined as a post-editing task). Sentences
obtained this way could potentially be used to make
texts inclusive of all gender identities, as well as to
train future NLP models on more diverse datasets.

We release the data we used in our experiments,
the outputs of our models, and the main scripts
used to carry out this study.2

The rest of the paper is distributed as follows.
Section 2 provides background on gender and lan-
guage. We discuss our conceptualization of gen-
der bias in Section 3. We present related work in
Section 4. Section 5 describes our approach and
Section 6 discusses our results. Section 7 draws
conclusions and discusses future work.

2 Background

The relationship between gender and language is es-
pecially relevant in the context of translation, due to
the need to resolve discrepancies between different
gender systems (Nissen, 2002). We focus on En-
glish and Italian. English is a representative of no-
tional gender languages, where only a few classes
— mostly pronouns — are gender-marked, while
nouns, verbs, and adjectives are usually gender-
ambiguous; i.e., they can refer to people of any
gender identity. Italian is a grammatical gender lan-
guage, where most words are gender-marked and,
usually, all components of a noun or verb phrase
have to be inflected according to the same gender.
Refer to Sczesny et al. (2016) for an overview of the
grammatical gender systems of various languages.
MG are also used in the context of translation; for
example, referents whose gender is ambiguous in
English are often translated as masculine in Italian.

From the 1970s, feminist movements initiated
the debate around the social dynamics underlying
the use of MG and gendered language (see Pusterla,
2019; Ludbrook, 2022). More recently, the need for
alternative solutions has been reiterated by works
on cognitive biases resulting from the extended use
of masculine words (Gygax et al., 2008; Xiao et al.,
2023). Interest in NB language increased starting
in the 2010s (Pusterla, 2019; Ludbrook, 2022).

NB language includes various sets of linguistic
practices aimed at representing NB and gender-
non-conforming identities. This is especially chal-
lenging in highly inflected languages with a binary

2https://github.com/TinfFoil/dnl_rewriter

Specific

Corpus ID MT-GenEval geneval-test-954
Source That led to a second career as a writer.

Gendered Ciò la portò a intraprendere una carri-
era parallela come scrittrice.

Gender-neutral Ciò l@ portò a intraprendere una carri-
era parallela come scrittor@.

Generic

Corpus ID mGeNTE ep-en-it-3332

Source [. . . ] no audits were carried out by the
financial controller [. . . ]

Gendered [. . . ] il controllore finanziario non
effettuava audit [. . . ]

Gender-neutral [. . . ] l@ controllor@ finanziari@ non
effettuava audit [. . . ]

Group

Corpus ID mGeNTE ep-en-it-13688
Source Citizens must of course be protected.
Gendered I cittadini devono essere tutelati.
Gender-neutral @ cittadin@ devono essere tutelat@.

Table 1: Examples of binary generics based on the type
of human referent(s). Bolded expressions refer to human
beings, and they identify the scope of our task.

grammatical gender system (e.g., Italian: Coman-
dini, 2021; Scotto Di Carlo, 2020; French: Knisely,
2020, Ashley, 2019; Spanish: López, 2019), al-
though challenges exist in all languages due to a
lack of widespread recognition of such identities
(for example, in Swedish: Gustafsson Sendén et al.,
2015).

Such practices can be categorized into direct
and indirect strategies (López, 2019). Indirect non-
binary language (INL) mainly aims at avoiding
gendered expressions by using synonyms and para-
phrases, while direct non-binary language (DNL)
introduces morpho(phono)logical changes to ex-
plicitly recognize NB identities. Both are used to
avoid misgendering (i.e. addressing someone with
a gender they do not identify as) and masculine
generics. One of the main differences between INL
and DNL is that the latter was born as a militant
practice within queer communities (see Acanfora,
2022 and Gheno, 2022b for the case of Italian) and
its use is still controversial (at least in Italy: For-
mato and Somma, 2023; Sulis and Gheno, 2022).

3 Bias statement

In the context of this paper, we consider as biased
behavior the use of both masculine and feminine
gender marks whenever referring to specific indi-
viduals whose gender identity is unknown or NB,
to groups of people that may include individuals
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of various gender identities, or to generic referents
that do not identify a specific individual. We define
all these cases collectively as binary generics, as
they all imply taking the gender binary as the gen-
eral norm. Table 1 provides one example from our
dataset for each of these cases.

A translation is biased according to our defini-
tion if it contains one or more masculine or femi-
nine gender marks when the corresponding source
text does not, as defined by Piergentili et al. (2023)
in their desiderata for gender-neutral translation. In
such cases, the translation should be rewritten, and
that is our goal in this study. We consider binary
generics to be harmful as they erase the existence
of people whose gender identity does not adhere
to the gender binary, and as they imply the risk
of misgendering individuals who do not recognize
themselves in a binary gender (Dev et al., 2021).

4 Related work

4.1 Gender-fair language in NLP

While most early works in the area mainly focused
on binary gender (Dev et al., 2021), coverage of
NB language has increased in recent years.

Earlier approaches to gender-fair NLP include re-
ducing the association of certain words to the mas-
culine or feminine gender in an embedding space
(Bolukbasi et al., 2016), or making training data
more balanced through counterfactual data aug-
mentation (CDA; Lu et al., 2019), mainly by con-
verting gender marks from masculine to feminine
and vice versa. While the former was proven to be
a superficial solution (Gonen and Goldberg, 2019),
data balanced through some form of CDA has been
extensively used to create evaluation benchmarks
(Stanovsky et al., 2019; Bentivogli et al., 2020; Van-
massenhove et al., 2021; Currey et al., 2022) or to
fine-tune models on downstream tasks or specific
datasets (Saunders and Byrne, 2020; Costa-jussà
and de Jorge, 2020).

Gender-fair post-editing has been proposed as
a solution (Lardelli and Gromann, 2023) and it re-
quires less data, since it relies on robust models that
can provide high-quality translations, although bi-
ased. Crucially, such a task can be automated; e.g.,
Jain et al. (2021). Similarly to Sun et al. (2021),
Vanmassenhove et al. (2021) obtain training data
through a rule-based algorithm, then train a model
on a rewriting task; Bartl and Leavy (2024) use
their rewriting system to create a gender-fair dataset
and fine-tune large language models (LLMs) on it.

This task can generally be referred to as gender-fair
rewriting or reformulation (Frenda et al., 2024).

Recently, the popularization of conversational
LLMs has brought attention on prompting tech-
niques for obtaining gender-fair texts. The nov-
elty of many gender-fair communication strategies
and the limited availability of task-specific datasets
make prompting a very promising approach in
this area. Sánchez et al. (2024), Vanmassenhove
(2024), Savoldi et al. (2024b), and Piergentili et al.
(2024) all compare different prompting strategies
for gender-fair MT: specifically, the former two
aim at obtaining all possible combinations of (bi-
nary) gender marks in the translations of gender-
ambiguous source sentences, while the latter two
focus on INL and DNL, respectively. Finally, Sant
et al. (2024) use a similar approach to reduce gen-
der stereotyping in generative models.

We adopt a NB perspective and focus on auto-
matic gender-fair post-editing or rewriting in Ital-
ian. We use this approach to directly compare
task-specific fine-tuning and zero- and few-shot
prompting for gender-fair NLP. To the best of our
knowledge, the only existing work partially com-
parable to our own is the one by Piergentili et al.
(2024), who test their (prompted) models on the
same test set and using the same metrics. How-
ever, their study is fundamentally different in that
it focuses on translation rather than on rewriting.

4.2 Adaptation methods for transformers
Prompting is generally associated with causal
decoder-only models since their emergence in
the NLP landscape (Radford et al., 2019; Brown
et al., 2020), while the main approach for typi-
cally smaller encoder-decoder architectures entails
further training the model on an unseen task by
updating its weights (see Wang et al., 2022).

The success of autoregressive LLMs and the
prompting paradigm is related to in-context learn-
ing, an emergent ability (Wei et al., 2022b) that
allows these models to reach state-of-the-art perfor-
mance on unseen tasks when provided with a nat-
ural language description, which can be followed
by a small set of examples. Few-shot prompting
(Brown et al., 2020) is now an established method
for adapting LLMs to specific tasks. Some authors
propose methods that depart from this typical set-
ting. While Lee et al. (2024) successfully leverage
in-context learning for seq2seq models through cu-
rated prompting techniques, Zhang et al. (2023)
compare (few-shot) prompting and fine-tuning on
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decoder-only models for MT, demonstrating the
benefits of updating model weights by leveraging
parameter-efficient fine-tuning for this task.

With this work, we aim to contribute to research
on gender-fair NLP by directly comparing both
approaches as applied to both architectures.

5 Method

We carry out experiments with various models,
with the ultimate goal of obtaining a gender-neutral
alternative for each translation in our dataset, as
exemplified in Table 1. Our experiments are aimed
at verifying which model architecture (seq2seq or
autoregressive) and adaptation method (fine-tuning
or in-context learning) is most suitable for our task.
To create the labels for our experiments, we use
the schwa DNL paradigm, currently one of the
most commonly used NB language strategies in
Italian (Comandini, 2021). To have a coherent
basis for our own reformulations, we define guide-
lines on the use of the schwa, covering different
parts of speech and noun classes (they appear in
Appendix A). Our approach is based on informal
interactions with the interested communities, as
well as on sources that directly come from them
or are involved with them, and that propose some
systematization of this paradigm:3

• The Italiano Inclusivo (Inclusive Italian) project,
which is among the early promoters of the schwa
as an Italian NB neomorpheme and provides a
guide for its use4;

• The Gender in Language project, which includes
an overview of current NB language strategies
used in Italian and other languages (Papadopou-
los et al., 2025).

Our guidelines are also similar to how Piergentili
et al. (2024) use this paradigm in their dataset.

In this section, we describe the data we used
(5.1), the models we included (5.2), and the experi-
ments we carried out (5.4).

3The schwa was also adopted by the Italian publisher
effequ as a solution for the translation of texts using gender-
fair language. Their choice was documented at https:
//www.effequ.it/schwa/ [Last accessed 26 February
2025], now archived at https://web.archive.org/web/
20250214054644/https://www.effequ.it/schwa/ [Last
accessed 8 June 2025]

4https://italianoinclusivo.it/scrittura/ [Last
accessed 8 June 2025]

5.1 Data

We use the pairs of Italian gender-marked trans-
lations and corresponding schwa reformulations
as a fine-tuning dataset and as the source of the
examples used in our prompts.

The gender-marked reference translations were
selected from the Italian sections of two datasets
meant for the evaluation of gender-fair language:
MT-GenEval (Currey et al., 2022)5 and mGeNTE
(Savoldi et al., 2025).6 We choose these datasets as
they contain gender-neutral source sentences and
corresponding gender-marked translations, which
fits our intended use case. Both allow for easy
control over the rewriting task as each reference
translation contains only one set of gender marks
(masculine or feminine) for all human entities.

Specifically, the Contextual set in MT-GenEval
contains 1,559 gender-ambiguous source sentences
and for each of these, two alternative translations,
one masculine and one feminine. We extract a
gender-balanced subset by selecting only the fem-
inine translations from the first half of the dataset
and only the masculine translations from the sec-
ond half. Eventually, 31 sentences were removed
from the original set, because they could not be
rewritten using the schwa (e.g., because they con-
tain fixed gender nouns7), thus leaving us with
1,528 sentence pairs.

As for mGeNTE, we collect input sentences
from the Set-N subset, which consists of 750
gender-ambiguous source sentences, each paired
with two Italian translations: one gender-marked
(either masculine or feminine) and one using INL.
We use all gender-marked reference translations
contained in this subset; we do not control the dis-
tribution of masculine and feminine gender marks
in these sentences.

For each sentence pair in the combined dataset,
we add a schwa reformulation —manually crafted
based on our guidelines by one of the authors of
this paper, supervised by a linguist experienced
in inclusive communication— to serve as target
sentences or labels in our experiments. The result-
ing dataset contains 2,278 pairs, each consisting
of a masculine- or feminine-marked sentence and
its schwa-based NB version. We leave out 10%
of these for validation when fine-tuning, while for

5We use the version hosted at https://huggingface.co/
datasets/gsarti/mt_geneval.

6https://huggingface.co/datasets/FBK-MT/
mGeNTE

7As defined in Appendix A.3.
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each prompt, we select a random sample of pairs
from the whole dataset.

5.2 Models

We choose models representative of both encoder-
decoder and decoder-only architectures. Two of
them (BLOOM and IT5) are base pretrained mod-
els, while the others underwent some kind of fine-
tuning prior to this study.

IT5 (Sarti and Nissim, 2024) was the first
encoder-decoder model specifically pre-trained on
Italian.8 It is based on the original T5 by Raffel
et al. (2020), whose distinguishing feature is multi-
task pretraining, which should give these models
an advantage in the context of novel tasks like ours.
We use the base and large versions of IT5, with
220 and 738 million parameters, respectively.

mT0 is based on mT5 —multilingual T5 (Xue
et al., 2021).9 It represents a special case as it
has an encoder-decoder architecture, but it was
further trained on zero-shot instructions (Muen-
nighoff et al., 2023), on top of its multi-task and
multi-lingual capabilities. We use the base and
large versions, with 580 million and 1.2 billion
parameters respectively.

BLOOM is an open and multilingual autoregres-
sive model (BigScience Workshop, 2023).10 As
the base model is not suitable for inference without
further training, for the prompting experiments we
use its instruction-tuned (Wei et al., 2022a) ver-
sion: BLOOMZ11; released by Muennighoff et al.
(2023) alongside mT0. We use the 560-million
version of both models, as well as the 7.1-billion
version of BLOOMZ for some experiments.

We also include two chat-tuned models in our
prompting experiments: Llama 3.1 (Llama Team,
2024) and Ministral12, multilingual decoder-only
further trained on multi-turn conversation. We use
the 8 B parameter Instruct version of each.13

8https://huggingface.co/gsarti/it5-base
9https://huggingface.co/bigscience/mt0-base

10https://huggingface.co/bigscience/bloom
11https://huggingface.co/bigscience/bloomz
12At the time of writing, only a release blog post is available

for Ministral: https://mistral.ai/news/ministraux.
13https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct; https://huggingface.co/mistralai/
Ministral-8B-Instruct-2410

5.3 Evaluation

We evaluate our models on Neo-GATE14, a dataset
meant to be easily adaptable to any Italian DNL
strategy based on neomorphemes (Piergentili et al.,
2024). We adapted it to a formalized version of our
guidelines. The process also involved slightly alter-
ing some of the sentences in the original dataset to
comply with our rules for the use of the schwa.15

Moreover, when evaluating our models, we follow
the same approach we adopted for MT-GenEval
(Section 5.1) to obtain gender-balanced versions of
the inputs. We only use the 841 sentences in the
test split for the final evaluation of our models,
but we add the 100 dev sentences to our validation
data for fine-tuning and to our pool of examples for
few-shot prompts.

Neo-GATE is accompanied by an evaluation pro-
tocol and dedicated metrics, which measure the
ability of a model to appropriately produce the
target neomorpheme compared to the gold stan-
dard. Specifically, COVerage refers to the number
of spans that are found both in the model’s output
and in the dataset annotations for each sentence,
i.e. spans that refer to human entities, regardless of
the model producing a standard gendered form or
a NB reformulation. ACCuracy only takes into ac-
count the correct NB forms generated by the model.
Coverage-Weighted Accuracy combines the two as-
pects, thus reflecting the overall performance on
the task; we consider this to be the main metric.
Conversely, MIS-generation measures the ratio of
NB forms used inappropriately, for example on
words not referring to human beings, or generally
in a different way compared to the reference.

Together with dataset-specific metrics, we also
use standard MT metrics that capture the overlap
between input and target sentence, both on the sen-
tence level (BLEU by Papineni et al., 2002; and
TER by Snover et al., 2006) and on the character
level (chrF by Popović, 2015). We use the Hugging
Face evaluate16 implementation of sacreBLEU
(Post, 2018) to compute them.

14https://huggingface.co/datasets/FBK-MT/
Neo-GATE

15The changes involve replacing occurrences of “student@”
(studentN) in the raw (unadapted) Neo-GATE files, since it
was considered as a masculine form in the original, while
we treat it as an epicene noun, which does not need a schwa.
To do so, we used the following regular expressions, which
returned 74 matches in the test split, and 12 in the dev split:
Search: ([sS]tudent)<ENDS> Replace: $1e
Search: ([sS]tudent)<ENDP> Replace: $1i

16https://github.com/huggingface/evaluate
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5.4 Experiments

Our experiments focus on comparing the perfor-
mance of models with different architectures on
the task defined above by a) sending them requests
in the form of prompts, containing explicit instruc-
tions, a set of examples, or both; and b) further
training them on our task.

5.4.1 Prompting experiments

Since prompting requires relatively low computa-
tional resources, we include larger models in these
experiments, namely the large versions of IT5 and
mT0, the 7.1 B version of BLOOMZ, Llama 3.1,
and Ministral. We quantize all models —except
IT5-base, IT5-large, and mT0-base— to fit our con-
straints.

For encoder-decoder models, our approach is
largely based on Lee et al.’s (2024) method for in-
context learning, based on providing these models
with prompts containing task examples.

We first carry out a preliminary study in which
we prompt all our models on a subset of 100 test
sentences and experiment with the number of in-
stances provided in the prompt, if any (0, 2, 4, 8,
16, or 32 per prompt); for quantized models, we
also compare 4-bit and 8-bit quantization. For each
model, we then select the configuration that guar-
antees the best results on this subset based on the
CWA metric (or BLEU, in case of parity on CWA)
to run a full test.

Our prompts are made up of one or more of three
components: a task description or instructions, a
set of examples including clear indicators to distin-
guish inputs and targets, and a final request, which
follows the same structure as the examples, except
that the target side is left open for completion. We
use a slightly different template depending on the
model or experimental configuration:

• zero-shot prompts only contain instructions and
a request;

• following Lee et al.’s (2024) template, prompts
for T5-based models always include examples,
but no explicit instructions, and a sentinel token
is added at the end of each request;

• for chat models we use chat templates which
differentiate roles; most notably, examples are
split into inputs, sent under the user role, and
labels, sent under the assistant role.

When building prompts, we separate each compo-
nent (instructions, task examples, request) from the
following with a newline character.

As suggested by Lee et al. (2024), for seq2seq
models we adopt early fusion. Each example is
passed separately, together with the final request,
to the encoder; then, the resulting set of encoder
hidden states is concatenated and used for decoder
cross-attention. The decoder is prompted to gener-
ate text by using as input the same token added at
the end of the request passed to the encoder.

The templates we used for our prompts are pre-
sented in Tables 6 and 7 in Appendix B. For parity
with each model’s pretraining, we write prompts in
Italian for IT5 and in English for all other models.

5.4.2 Fine-tuning experiments
Since updating model weights is more resource-
intensive than prompting, we exclude the larger ver-
sions of BLOOMZ, IT5, and mT0, as well as Llama
3.1 and Ministral. Moreover, we use QLoRA for
models with over 500 M parameters to reduce com-
putational needs and to obtain satisfactory results
with our small dataset (Dettmers et al., 2023).

For these experiments, we mainly follow Zhang
et al.’s (2023) method for effectively fine-tuning
larger decoder-only models. We mimic their setup
for all of our models, except for the parameters
listed in Appendix C. When fine-tuning T5-based
models, in alignment with pretraining (Raffel et al.,
2020), we prepend a task-specific prefix to each
input sentence and we add a sentinel token both at
the end of each input and at the beginning of each
target sentence, as shown in Table 8.

After fine-tuning, we conduct a study on T5 mod-
els, comparing their performance when adding a
task prefix, sentinel tokens, or both at inference
time. This is meant to complement results reported
by Lee et al. (2024) on the use of sentinel tokens
when prompting these models.

6 Results and Discussion

As mentioned in Section 4, the closest work to our
own is Piergentili et al. (2024). We thus use similar
metrics to evaluate our models and will also refer
to their results in this section; however, MT metrics
are not comparable across the two studies, since
they focus on translation rather than on rewriting.

Although we could not carry out a systematic
qualitative evaluation of the models’ outputs, we
randomly extracted 10 sentences from the predic-
tions of each prompted/fine-tuned model in the
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Category Overgeneration
Target L’atleta colombian@ ha deciso [. . . ]
Output L’atlet@ colombian@ ha deciso [. . . ]

Category Partial rewriting
Target L@ mi@ amic@ tedesc@ è andat@ [. . . ]
Output L@ mi@ amic@ tedesca è andat@ [. . . ]

Table 2: Examples of common mistakes found in the
models’ outputs.

final experiments, and we analyzed them to verify
where the most common mistakes are concentrated.
We find that, apart from hallucinations, our models
struggle the most with long dependencies, for ex-
ample rewriting some noun phrases only partially,
and with overgeneration, for example extending
the schwa on nouns that do not refer to human
beings. Table 2 reports two typical examples of
these issues. We also found that several of mT0’s
predictions were (partially) in the wrong language.

6.1 Prompting

Table 3 shows the results of the final experiment
(results of the preliminary evaluation are reported
in Appendix D, Table 10). The numbers suggest
that chat models such as Llama and Ministral are
the only ones that can effectively perform our task.

MT metrics confirm that most models’ outputs
are linguistically well-formed and adherent to the
input sentences; COV is also an indirect indicator
of translation quality, but it is consistently higher
than BLEU since it only takes into account spans
that involve gender-related phenomena. Other Neo-
GATE metrics, however, clearly highlight the short-
comings of non-chat models with respect to the
specific task at hand.

Preliminary results can help clarify this gap be-
tween chat and non-chat models: while Llama and
Ministral perform better when examples are added,
more examples often result in lower scores for the
other models. This suggests that the conversational
format of the prompts used with chat models is
more adequate for including examples, which seem
to mostly introduce noise in the other cases.

The best of the two chat models is Ministral,
notably with +7 on CWA compared to Llama and
substantially better results on all other metrics. A
clear shortcoming of both these models is the high
misgeneration rate, which is over 25 for both.

When it comes to the MIS metric, it is worth
pointing out that a ratio close to 0 likely means
that the model’s outputs contain virtually no schwa

forms. That means that it is not fulfilling the task.
The higher misgeneration rates for chat models
are thus partly balanced by their higher accuracy,
although our lowest MIS for models with non-near-
zero accuracy is still higher than the best one ob-
tained by Piergentili et al. (2024) (25.45 vs 10.17).

In general, model size does not emerge as a clear
guarantee of better performance, nor does the num-
ber of task demonstrations. For example, in the
final prompting experiment, the bigger BLOOMZ
consistently performs worse than the smaller one,
but the opposite is true for mT0 and IT5. However,
the two best performing models overall are also
the biggest ones and they achieve their best results
when adding the most examples.

6.2 Fine-tuning
As shown in Table 4, IT5 guarantees the best results
for almost all metrics (including CWA with almost
67) when fine-tuned, despite having less than half
the parameters of other models in this experiment.
However, it does suffer from a rather high misgen-
eration rate (over 16). mT0 apparently makes less
mistakes (with MIS at around 8), although at the
price of a much lower accuracy (slightly less than
22).

BLOOM and BLOOMZ are comparable on all
metrics and do not reach the best performance in
any, but they generally achieve better results than
mT0, which has a similar number of parameters,
and follow IT5 closely. This confirms that the
approach can work well with both seq2seq and
decoder-only models, and that model size is not the
most important aspect.

Results of the ablation study on the best input
format for inference with our fine-tuned T5-based
models (Table 9) reveal that prepending a task pre-
fix to the input and appending a sentinel token at
the end, as done during fine-tuning, guarantees the
best performance in most cases. This is thus the
configuration that we selected for both models to
compare them against the others in Table 4.

6.3 Comparison
Table 5 reports the best CWA score obtained by
each model with zero- and few-shot prompts and
when fine-tuned. When comparing models that
were both prompted and fine-tuned (BLOOMZ,
IT5, and mT0), all of them achieve better results
on all metrics when fine-tuned, with the exception
of the COV metric for BLOOMZ-560m. Moreover,
the best overall figure for each metric is consis-
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Model Bits Shots BLEU chrF TERŤ COV ACC CWA MISŤ

bloomz-560m 4 0 61.10 82.60 26.51 91.33 00.00 00.00 00.08
bloomz-7b1 8 0 46.44 68.29 45.74 69.83 00.00 00.00 00.16
it5-base full 2 30.24 52.73 63.38 60.55 00.53 00.32 05.89
it5-large full 2 46.66 67.66 46.08 75.80 00.53 00.40 01.29
Llama-3.1 8 16 51.56 79.92 37.70 71.60 32.96 23.60 28.32
Ministral 8 32 67.18 87.77 19.54 86.57 35.60 30.82 25.45
mt0-base full 32 11.14 36.18 84.20 35.78 00.00 00.00 00.00
mt0-large* 4 8 30.29 57.05 59.20 63.70 00.00 00.00 00.00

Table 3: Results obtained by the prompted models on the full test set. Bold and underlined figures identify the best
performance on that metric. *Due to memory constraints, we reduced the maximum length of both input and label
in each example to 10 tokens for mT0-large in this experiment.

Model BLEU chrF TERŤ COV ACC CWA MISŤ

bloom-560m 77.68 92.01 12.51 85.44 55.67 47.56 17.39
bloomz-560m 76.62 91.53 13.05 85.20 55.40 47.20 17.79
it5-base 85.39 94.31 07.75 84.15 79.58 66.96 16.14
mt0-base 46.64 85.72 24.80 91.49 23.85 21.82 07.91

Table 4: Results obtained with fine-tuned models. For IT5 and mT0, we only report metrics for the best configuration
based on the ablation study as shown in Table 9. Underlined and bold values identify the best result for that metric.
For parity with the fine-tuning setup, in the inference stage we quantize all models to 4 bits except IT5.

Model Zero-
shot

Few-
shot

Fine-
tuning

IT5-base N/A 00.32 66.96
IT5-large N/A 00.40 N/A
mT0-base N/A 00.00 21.82
mT0-large N/A 00.00 N/A
BLOOM-560m N/A N/A 47.56
BLOOMZ-560m 00.00 00.00 47.20
BLOOMZ-7b1 00.00 00.00 N/A
Llama 08.81 23.60 N/A
Ministral 16.74 30.82 N/A

Table 5: Best CWA reached by each model in three
settings. Each score is the best obtained by that model
in that setting.

tently (much) better in the second case, despite
using smaller models. This was partially expected,
since fine-tuning acts on weights and thus influ-
ences model behavior at a deeper level, while also
exposing the models to the full dataset; however,
this also suggests that using very large models
might not always turn out to be the best approach
on an absolute level.

Fine-tuned IT5 achieves the best CWA (and
most other metrics) overall, including the results of

the prompting experiment, where the best model
(Ministral) stops at around 30, or less than half.
Looking at the results obtained by Piergentili
et al. (2024) on the schwa paradigm with few-
shot prompts, it improves on their best-performing
model in terms of COV and CWA.

Overall, fine-tuning is the most effective ap-
proach when using smaller and less refined models.
The increased cost of this approach compared to
prompting is balanced by the smaller dimensions of
the models and by using parameter-efficient tech-
niques like QLoRA (Dettmers et al., 2023).

7 Conclusions and Future work

In this paper, we discussed the lack of recognition
of non-binary identities in language and the im-
plications of this on language technologies, with
a focus on Italian and on the Western European
and North American context. To address this prob-
lem from a technical point of view, we designed a
rewriting task and evaluated models representing
different architectures and NLP paradigms, while
comparing the results obtained through prompting
and fine-tuning methods.

As training data, we used previously released
evaluation benchmarks where gender-ambiguous
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English sentences are paired with gender-marked
Italian translations; we manually added alternative
translations using direct non-binary language ac-
cording to our original guidelines, and we trained
our models to rewrite each original translation into
our reformulation.

We evaluated two seq2seq encoder-decoder mod-
els and three causal decoder-only models. We in-
cluded different versions of these models with vary-
ing dimensions based on memory requirements for
each experiment, and we conducted a preliminary
evaluation and an ablation study to investigate the
impact of a variety of parameters on performance.

We achieved promising results and suggest some
possible directions for future developments. On
one hand, fine-tuning benefits all models, and we
demonstrate that it can guarantee better results even
with smaller models. On the other hand, given the
innovative nature of our task, prompting seems to
only be effective when examples of such task are
included in the prompt, and when the model is able
to effectively learn from them and generalize. In
our case, chat-tuned models were the only ones to
yield satisfactory results in this setting.

An important aspect to consider is that we used a
rather small dataset, and fine-tuning results would
likely improve with more data. Despite the noto-
riously scarce availability of data in this domain,
collecting more than this seems feasible, especially
as prompting techniques to obtain annotated data
from LLMs likely improve in the future. For exam-
ple, future works could involve prompting strong
models to obtain a basis from which to create more
annotated data, and then fine-tuning cheaper mod-
els using the resulting, bigger dataset to obtain the
final DNL sentences. An example of a similar ap-
proach is Raunak et al. (2024), who fine-tune an
NMT model to follow instructions using transla-
tions generated by causal LLMs.

Moreover, annotations could be added to the in-
put data, so as to explicitly identify specific spans
holding gender information, both for prompting
and for fine-tuning. Our results could also be im-
proved by implementing more refined prompt de-
sign. For example, breaking the task into simpler,
consecutive steps would likely prove beneficial to
the rewriter: this could be achieved both with chain-
of-thought prompts (Wei et al., 2022c) or thanks to
the the improved “reasoning” capabilities of mod-
els such as DeepSeek-R1 (DeepSeek-AI, 2025).

Another direction that could be investigated
in the future is the multilingual generalization

of our approach, for example by fully leverag-
ing mT0’s multilingual capabilities through cross-
lingual training. Finally, we plan to validate our
approach by carrying out a more thorough manual
investigation of the models’ outputs and implement-
ing human evaluation metrics.

Limitations

This work is limited in its way of dealing with its
main subject, i.e. gender bias: superficial attempts
aimed at adjusting existing models or adding more
representative data are not sufficient to eliminate
the negative effects and biases of language models
on a general level. In order to be effective, re-
search must foster a broader conversation about its
sociocultural implications, and must therefore be
interdisciplinary and community-based (Birhane,
2021; Gromann et al., 2023). This necessarily com-
plex and collective effort was not carried out for
this study. Nevertheless, we hope that this contribu-
tion can be useful in spreading and advancing the
discussion about this and related issues.

Our experiments could be expanded. Specifi-
cally, for in-context learning with seq2seq models,
we limited our experiments to the method proposed
by Zhang et al. (2023), and thus did not test zero-
shot prompting. Due to memory limitations, we
also could not test some configurations in both the
fine-tuning and the prompting experiments, and we
could only fine-tune relatively small models. In
addition, mT0 likely suffered from the maximum
length of the examples being capped in the few-
shot prompting setting.

As for our guidelines, since there is currently no
shared standard for DNL in Italian, they contain
some arbitrary choices and leave some questions
open; moreover, we did not conduct any kind of sur-
vey, nor collect suggestions directly from the inter-
ested groups. As such, the guidelines are not meant
to be prescriptive, nor representative of all the pos-
sible ways people who identify as non-binary can
refer to themselves in Italian.

Our study focuses on only one strategy for non-
binary language and considers only one language
pair. Despite this, our approach could be easily
extended to other neomorpheme-based strategies
for Italian non-binary language (such as the asterisk
*), as well as to other types of strategies (such as
INL), although that would require additional work.
With the due modifications, the approach could
be adopted in similar languages or language pairs,
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but possibly with very different results. However,
the resources we used might not be available or
appropriate for different settings (e.g., with other
languages or non-binary language strategies); in
particular, our training dataset as it is can only be
used for our Italian DNL paradigm.

Finally, the datasets we use, although consisting
of natural examples, are not representative of the
complexity of real-world data, as they are meant for
controlled experiments. Specifically, each sentence
in our training data contains only one set of gender
marks, and our method might not extend to more
complex texts.
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A Guidelines for Italian DNL

Our approach for Italian direct non-binary lan-
guage (DNL) is based on the schwa neomorpheme
paradigm.

A.1 Articles and articles combined with
prepositions

Definite articles are l@ for the singular and @ for the
plural; if the noun begins with a vowel, the schwa
in the singular article is elided (l’), regardless of
the grammatical gender of the word.

The singular indefinite article is un@; even if the
noun begins with a vowel, the article is never elided
or truncated. The plural form corresponds to the
partitive de@ (composed of preposition di + article
@).

Some contracted forms are created by combining
the base prepositions de-, a-, da-, and su- with
definite articles: del/dello / della > dell@, dei/degli
/ delle > de@; sul/sullo / sulla > sull@, sui/sugli /
sulle > su@. In some cases, the ending can be elided
and the resulting forms do not express any binary
gender: dell’; sull’.

A.2 Pronouns

The third-person singular personal pronoun is l@i
when it is a subject, l@ when it is a direct or indirect
object. In the plural, the direct object is l@, the
indirect one is loro; the latter is already gender-
ambiguous in its standard form, but any words that
agree with it might be gendered.

A drawback of this solutions is that the distinc-
tion between singular and plural is lost for the di-
rect object pronoun. In example (1), the rewritten
translation introduces some ambiguity with respect
to the number of the underlined referent, for lack
of context:

(1) mGeNTE en-it - ep-en-it-2277
“[. . . ] we are too dubious [. . . ] not to refrain
from putting them on their guard.”
“[. . . ] nutriamo troppi dubbi [. . . ] per astenerci
dal metterli in guardia.” > “[. . . ] nutriamo
troppi dubbi [. . . ] per astenerci dal metterl@ in
guardia.”

It is also worth noting that the pronoun l@i is the
only case where the schwa is in a stressed and
intrasyllabic position, which could make its pro-
nunciation more difficult, as Gheno (2022a) points
out.

The formal third-person singular pronoun lei can
refer independently to any gender (unless some
other words are gender-marked). The pronouns
egli/ella, essi/esse (when referring to people) be-
come ell@ in the singular and ess@ in the plural;
they can also be replaced with the more informal
l@i (singular) or loro (plural), or omitted in almost
all contexts.

A.3 Nouns

We treat nouns differently according to their gender
morphology, using the categories defined by Gheno
(2020). In all cases, we do not make any explicit
distinction between the singular and the plural in
the noun itself; the distinction is given by other
words that agree with the noun, usually articles.

A.3.1 Mobile gender nouns
For nouns in this class, gender is distinguished on
the morphological level, through inflection of the
endings. We identify the following two subcate-
gories based on such endings:

1. Nouns ending in -o/-a
For example: il maestro / la maestra > l@ maestr@,
i maestri / le maestre > @ maestr@.
Special cases:

• Nouns ending in -co/-ca, -ci/-che and -go/-ga,
-gi/-ghe: these consonants have a hard sound
in front of a schwa, both in the singular and
in the plural, without the need to add an -h-
in writing: l’amico / l’amica > l’amic@, gli
amici / le amiche > @ amic@ (IPA [amik@]);
lo psicologo / la psicologa > l@ psicolog@, gli
psicologi / le psicologhe > @ psicolog@ (IPA
[psikolog@]);

• Nouns in -cio/-cia, -ci/-cie and -gio/-gia,
-gi/-ge: these consonants are made soft in front
of a schwa by keeping the -i- in writing in
both singular and plural: il saggio / la saggia
> l@ saggi@, i saggi / le sagge > @ saggi@ (IPA
[saÃ:@];

• Nouns ending in -io/-ia, -i(i)/-ie: the gender-
neutral form with schwa always ends in -i@:
il segretario / la segretaria > l@ segretari@, i
segretari / le segretarie > @ segretari@.

2. Nouns ending in -e/-a
For example: il pompiere / la pompiera > l@
pompier@.
Special cases:
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• Nouns in -tore/-trice/-tora or
-sore/-ditrice/-sora: for the gender-neutral
form with schwa, the -tor@, -sor@ ending is
preferred: l’autore / l’autrice > l’autor@, gli
autori / le autrici > @ autor@; il difensore / la
difenditrice/difensora > l@ difensor@, i difen-
sori / le difenditrici/difensore > @ difensor@;
l’assessore / l’assessora > l’assessor@, gli
assessori / le assessore > @ assessor@.

• Feminine forms in -essa: The use of these
forms has been discouraged by Italian lin-
guists since the foundational work by Sabatini
(1987).

– Nouns based on present participles in
-ente/-enti or -ante/-anti are epicene (see
below), so they are valid for any gen-
der. For example: il presidente / la
presidentessa/presidente > l@ presidente,
i/le/@ presidenti; lo studente / la stu-
dentessa/studente > l@ studente, i/le/@ stu-
denti.

– If the feminine form in -essa corresponds to
a masculine form in -sore, the same logic
used for the feminine forms in -trice/-tora,
-ditrice/-sora applies: il professore / la pro-
fessoressa > l@ professor@, i professori / le
professoresse > @ professor@.

A.3.2 Epicene nouns

Epicene nouns are mostly based on present partici-
ples and have the same form for any gender, both in
the singular and in the plural. For example: il/la/l@
parlante, i/le/@ parlanti from the present partici-
ple of parlare (“to speak”). Other nouns behave
in the same way although they are not based on
present participles. For example: il/la/l@ giudice,
i/le/@ giudici.

Some of these nouns are epicene in the singu-
lar, but not in the plural (mostly nouns ending in
-eta, -ista, -iatra). For example: singular l’atleta,
but plural gli atleti / le atlete > @ atlet@; singular
il/la/l@ dentista, but plural i dentisti / le dentiste >
@ dentist@. Special cases:

• Nouns ending in -ga, -ghi/-ghe: the consonant
has a hard sound in front of a schwa, both in the
singular and in the plural, without the need to
add an -h- in writing: singular il/la/l@ collega,
but plural i colleghi / le colleghe > @ colleg@ (IPA
[kol:eg@]).

A.3.3 Invariable gender nouns

A restricted group of nouns have a fixed gram-
matical gender, unrelated to the referent’s gender.
Some examples are: la persona[F], il membro[M],
la guida[F], la spia[F], l’individuo[M].

A.3.4 Lexical gender nouns

As opposed to the other categories, for these nouns,
gender is determined at the lexical level. Most of
them identify family relationships, as far as human
referents are concerned (e.g., madre-padre (“father-
mother”), fratello-sorella (“brother-sister”), etc.).
Given their morphology, the grammatical and refer-
ential gender of these nouns is tied to their semantic
root; they would thus need to be replaced by differ-
ent words altogether to avoid expressing any binary
gender. We did not find any shared non-binary so-
lution for nouns in this class (see also Rosola et al.,
2023).

A.4 Adjectives and participles

Adjectives generally follow the same rules as nouns
with a corresponding morphology. Some specific
cases are discussed in the following paragraphs.

Demonstrative adjectives and pronouns fol-
low mobile gender nouns ending in -o/-a: they are
quest@ and quell@ both in the singular and in the
plural; the ending can be elided in the singular form
if the following noun starts with a vowel (quest’,
quell’).

The distinction between singular and plural is
usually given by other elements of the sentence. In
example (2), the underlined expression in Italian
(corresponding to English either) contains a singu-
lar determiner (uno) and a plural pronoun (questi).
In the rewritten translation, they have the same end-
ing, but context makes the meaning unequivocable:

(2) MT-GenEval - context_en_it - test - 73
“If relations break down with either, the Assis-
tant[. . . ]’s usefulness is [. . . ] impaired.”
“Se le relazioni si guastano con uno di questi,
l’utilità dell’assistente [. . . ] è [. . . ] compro-
messa”. > “Se le relazioni si guastano con
un@ di quest@, l’utilità dell’assistente [. . . ] è
[. . . ] compromessa.”

However, differently from nouns — which are usu-
ally accompanied by an article — in some cases
the context might not be enough to distinguish be-
tween the singular and plural forms of adjectives.
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In example (3), the rewritten translation is ambigu-
ous with respect to the number of the underlined
referent:

(3) mGeNTE en-it - ep-en-it-14384
“You feel like telling those old leaders to open
the door and success will flood in.”
“Si è quasi tentati di invitare
questi anziani leader ad aprire la porta e
a lasciare entrare il successo.” > “Si è quasi
tentat@ di invitare quest@ anzian@ leader ad
aprire la porta e a lasciare entrare il successo.”

The same goes for possessive adjectives and
pronouns: (il) mio / (la) mia > (l@) mi@, (i) miei
/ (le) mie > (@) mi@; (il) nostro / (la) nostra > (l@)
nostr@, (i) nostri / (le) nostre > (@) nostr@. The third
person plural possessive loro applies to possessors
of any gender, but the grammatical gender of the
possessed (which could be a person) can still be
expressed through determiners, e.g.: il/i / la/le / l@/@
loro. Since possessives are usually accompanied by
articles, the number distinction is less of a problem
for this class.

Participles follow either epicene or mobile gen-
der nouns. Many present participles are actually
used as epicene nouns (e.g., presidente), while past
participles can be conjugated as mobile gender
nouns ending in -o/-a. In contemporary Italian,
past participles systematically agree with the sub-
ject only if the verb is intransitive and has essere as
its auxiliary, or with the object, if it is a third-person
personal pronoun (Telve, 2011). For example (4):

(4) mGeNTE en-it - ep-en-it-5307
“No one has been able to explain to me yet
[. . . ]”
“Finora nessuno è riuscito a spiegarmi [. . . ]” >
“Finora nessun@ è riuscit@ a spiegarmi [. . . ]”

B Templates

Tables 6 and 7 show the templates we used to
prompt standard and chat-tuned models, respec-
tively. For chat models, we use the assistant role
to provide example completions, i.e. labels.

Table 8 shows the template for input-label pairs
used when fine-tuning T5-based models. For Ital-
ian prompts, we use “Frase originale” and “Rifor-
mulazione” to introduce example inputs and labels,
respectively.

C Fine-Tuning Settings

For the fine-tuning experiments we follow Zhang
et al.’s (2023) settings. We only set the follow-
ing parameters differently: batch size: 2, training
steps for evaluation and checkpointing: 200, and
patience for early stopping: 2 checkpoints.

D Additional experiments

Table 9 reports on the ablation study on the use of
task prefix and sentinel tokens for T5-based mod-
els, while Table 10 contains the full results of the
preliminary prompting experiment.
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Component Example

instructions

Rewrite the following Italian
sentence by replacing mas-
culine and feminine endings
with a schwa (@) for human
entities.

example set
Original sentence: <example
input> Rewritten sentence:
<example label></s>

request
Original sentence: <example
input> Rewritten sentence:

Table 6: Generic template for zero- or few-shot prompt-
ing. If any, examples are repeated k times, with a new-
line between each of them.

Role Template

user

Rewrite the following Italian
sentence by replacing mascu-
line and feminine endings with
a schwa (@) for human entities
based on the examples provided.
Original sentence: <Example
input.> Rewritten sentence:

assistant <Example label.>

user
Original sentence: <Input.>
Rewritten sentence:

Table 7: Template for few-shot prompts used with chat
models.

Language Input template Label template

Italian Riformula: <Input sentence.><sentinel> <sentinel><Target sentence.>
English Rewrite: <Input sentence.><sentinel> <sentinel><Target sentence.>

Table 8: Template for inputs and labels, with task prefix and sentinel tokens, used for fine-tuning T5 models.

Model Prefix Sentinel BLEU chrF TERŤ COV ACC CWA MISŤ

it5-base No No 51.49 71.11 38.29 62.12 13.96 08.67 02.10
it5-base Yes No 82.50 92.82 10.01 82.33 73.84 60.79 16.54
it5-base No Yes 64.45 82.70 24.42 77.61 18.09 14.04 02.90
it5-base Yes Yes 85.39 94.31 07.75 84.15 79.58 66.96 16.14

mt0-base No No 45.39 84.62 26.95 92.94 17.80 16.54 05.08
mt0-base Yes No 46.44 85.58 25.17 92.17 21.97 20.25 07.18
mt0-base No Yes 46.23 85.43 25.28 92.34 21.71 20.05 06.86
mt0-base Yes Yes 46.64 85.72 24.80 91.49 23.85 21.82 07.91

Table 9: Ablation study on the impact of adding a task prefix and a sentinel token at inference time with T5 models.
For parity with the fine-tuning setup, mT0 is quantized, while IT5 uses full-precision inference.
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Model Bits Shots BLEU chrF TERŤ COV ACC CWA MISŤ

bloomz-560m 4 0 66.41 85.98 21.28 93.83 00.00 00.00 00.44
bloomz-560m 4 2 50.21 79.15 52.40 84.58 00.00 00.00 00.44
bloomz-560m 4 4 47.94 84.28 59.95 90.75 00.00 00.00 00.88
bloomz-560m 4 8 63.55 82.48 26.54 88.99 00.00 00.00 00.88
bloomz-560m 4 16 43.19 79.22 75.13 90.75 00.00 00.00 00.00
bloomz-560m 4 32 38.14 78.55 90.62 87.67 00.00 00.00 01.76
bloomz-560m 8 0 66.23 86.18 21.59 92.51 00.00 00.00 00.00
bloomz-560m 8 2 47.68 80.03 56.75 88.55 00.00 00.00 01.32
bloomz-560m 8 4 65.01 84.18 23.80 90.31 00.00 00.00 00.44
bloomz-560m 8 8 63.42 82.92 25.48 88.55 00.00 00.00 01.76
bloomz-560m 8 16 35.75 74.49 104.65 85.90 00.00 00.00 01.76
bloomz-560m 8 32 64.82 84.88 22.88 91.19 00.00 00.00 00.00

bloomz-7b1 4 0 52.07 71.33 41.19 67.84 00.00 00.00 00.00
bloomz-7b1 4 2 31.03 53.64 70.40 46.70 00.00 00.00 00.00
bloomz-7b1 4 4 39.65 58.03 58.96 54.19 00.00 00.00 00.00
bloomz-7b1 4 8 47.76 66.58 48.67 60.79 00.00 00.00 00.00
bloomz-7b1 4 16 43.45 64.32 52.86 63.00 00.00 00.00 00.00
bloomz-7b1 8 0 54.12 73.10 38.52 72.25 00.00 00.00 00.00
bloomz-7b1 8 2 38.11 56.87 60.64 48.46 00.00 00.00 00.00
bloomz-7b1 8 4 41.80 60.31 55.99 52.42 00.00 00.00 00.00
bloomz-7b1 8 8 40.18 59.84 58.28 53.30 00.00 00.00 00.00
bloomz-7b1 8 16 43.43 62.42 53.62 57.71 00.00 00.00 00.00

it5-base full 2 34.85 56.21 60.64 70.48 01.25 00.88 09.25
it5-base full 4 38.08 59.41 56.60 73.13 00.00 00.00 00.88
it5-base full 8 36.46 59.01 58.05 74.89 00.00 00.00 00.00
it5-base full 16 31.97 54.20 63.16 69.16 00.00 00.00 01.32
it5-base full 32 35.15 57.04 60.11 72.25 00.00 00.00 00.00

it5-large full 2 50.08 69.39 43.40 80.62 00.00 00.00 04.85
it5-large full 4 50.07 69.45 43.33 84.14 00.00 00.00 00.00
it5-large full 8 49.78 69.47 43.40 84.14 00.00 00.00 00.00
it5-large full 16 46.01 66.26 48.36 79.74 00.00 00.00 00.00
it5-large full 32 48.87 68.52 45.46 80.18 00.00 00.00 00.00

Llama-3.1-8B-Instruct 4 0 58.39 85.29 27.31 83.70 10.53 08.81 49.78
Llama-3.1-8B-Instruct 4 2 44.19 76.24 49.35 75.77 25.58 19.38 25.55
Llama-3.1-8B-Instruct 4 4 58.42 81.79 28.91 80.18 34.07 27.31 28.63
Llama-3.1-8B-Instruct 4 8 59.16 84.61 27.54 71.81 36.81 26.43 33.04
Llama-3.1-8B-Instruct 4 16 59.47 84.11 25.86 70.04 37.74 26.43 31.28
Llama-3.1-8B-Instruct 4 32 58.03 83.03 29.60 66.96 31.58 21.15 27.31
Llama-3.1-8B-Instruct 8 0 60.14 86.38 25.86 81.06 10.33 08.37 57.27
Llama-3.1-8B-Instruct 8 2 61.69 86.84 24.79 74.45 30.77 22.91 29.07
Llama-3.1-8B-Instruct 8 4 62.76 86.10 25.17 77.09 36.57 28.19 22.47
Llama-3.1-8B-Instruct 8 8 61.75 85.84 25.40 73.13 43.37 31.72 31.28
Llama-3.1-8B-Instruct 8 16 63.96 86.78 21.82 74.89 42.35 31.72 31.28
Llama-3.1-8B-Instruct 8 32 59.71 83.12 29.44 73.57 40.72 29.96 29.96

Ministral-8B-Instruct 4 0 59.11 80.68 27.46 66.96 22.37 14.98 59.47
Ministral-8B-Instruct 4 2 71.92 89.82 16.55 83.26 28.57 23.79 21.59
Ministral-8B-Instruct 4 4 72.50 90.40 15.26 90.75 33.98 30.84 18.50
Ministral-8B-Instruct 4 8 74.65 90.79 15.03 87.22 40.40 35.24 22.03
Ministral-8B-Instruct 4 16 75.63 91.65 13.65 91.63 42.79 39.21 18.06
Ministral-8B-Instruct 4 32 73.70 91.27 14.80 88.99 47.03 41.85 22.91
Ministral-8B-Instruct 8 0 54.04 77.53 31.81 59.47 28.15 16.74 94.71
Ministral-8B-Instruct 8 2 69.12 88.76 17.77 83.70 35.26 29.52 33.04
Ministral-8B-Instruct 8 4 71.20 89.58 16.70 85.02 34.20 29.07 24.23
Ministral-8B-Instruct 8 8 70.93 89.61 16.70 83.70 46.32 38.77 31.72
Ministral-8B-Instruct 8 16 70.96 87.57 16.70 85.02 48.19 40.97 29.52
Ministral-8B-Instruct 8 32 72.60 90.54 15.26 86.78 53.30 46.26 30.84

mt0-base full 2 07.88 30.88 92.68 26.43 00.00 00.00 01.32
mt0-base full 4 10.87 34.37 86.96 28.19 00.00 00.00 00.00
mt0-base full 8 10.59 34.80 84.44 24.67 00.00 00.00 00.00
mt0-base full 16 11.65 36.21 82.53 31.28 00.00 00.00 00.00
mt0-base full 32 12.14 38.02 82.61 29.07 00.00 00.00 00.00

mt0-large 4 2 22.58 46.85 73.53 42.29 00.00 00.00 01.32
mt0-large 4 4 21.24 45.56 81.46 38.33 00.00 00.00 00.44
mt0-large 4 8 27.53 54.08 66.44 50.66 00.00 00.00 00.00
mt0-large 8 2 06.15 25.98 112.97 08.81 00.00 00.00 01.32
mt0-large 8 4 21.19 45.00 82.46 37.00 00.00 00.00 00.44

Table 10: Preliminary prompting experiment. Missing combinations are due to memory constraints. Bold figures
identify the best result for a model on that metric.
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