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Abstract

We present a novel pipeline ReflectEvo
to demonstrate that small language mod-
els (SLMs) can enhance meta introspection
through reflection learning. This process itera-
tively generates self-reflection for self-training,
fostering a continuous and self-evolving pro-
cess. Leveraging this pipeline, we construct
ReflectEvo-460k, a large scale, comprehensive
self-generated reflection dataset with broad-
ened instructions and diverse multi-domain
tasks. Building upon this dataset, we demon-
strate the effectiveness of reflection learning
to improve SLMs’ reasoning abilities using
SFT and DPO with remarkable performance,
substantially boosting Llama-3 from 52.4% to
71.2% and Mistral from 44.4% to 71.1%. It
validates that ReflectEvo can rival or even sur-
pass the reasoning capability of the three promi-
nent open-sourced models on BIG-bench with-
out distillation from superior models or fine-
grained human annotation. We further conduct
a deeper analysis on the high quality of self-
generated reflections and their impact on er-
ror localization and correction. Our work high-
lights the potential of continuously enhancing
the reasoning performance of SLMs through
iterative reflection learning in the long run.

1 Introduction

Self-reflection involves meditating on, examining,
and evaluating one’s behaviors, thoughts, moti-
vations, and desires (Atkins and Murphy, 1993;
Von Wright, 1992; Denton, 2011). Typically, it in-
spects the reasoning process leading to the current
solution, identifies errors in each step, generates cri-
tiques on the causes of the failure, and offers advice
for refining the solution to improve the problem-
solving performance of Large Language Models
(LLMs) (Welleck et al., 2022; Ferraz et al., 2024; Li
et al., 2024a; Tong Wu, 2024). Unlike the paradigm
of learning directly from the reasoning process and
final answer, we refer to it as the process of human-
like meta introspection, which explicitly generates

self-reflection, providing textual differentiation and
gradients as clear critiques and guidance on what
to learn and how to improve based on the current
state.

Recent research has demonstrated that LLMs
can self-improve through their intrinsic capabil-
ity of self-reflection (Huang et al., 2022; Renze
and Guven, 2024; Guo et al., 2025; Wang et al.,
2024b). However, conventional approaches rely
closely on LLMs with large model sizes or su-
pervision distilled from a superior model. In this
study, we challenge whether the self-reflection ca-
pability of SLMs can be learned effectively from
reflection data. However, it usually requires high-
cost on fine-grained human annotation to acquire
high-quality data for fine-tuning and is impractical
to scale. Therefore, we are also curious whether
it is possible to effectively utilize both high- and
low-quality self-generated data from weaker mod-
els for reflection learning. With this in mind, we
aim to investigate the effectiveness of reflection
learning via self-training (Luong et al., 2024; Qu
et al., 2024; Pang et al., 2023; Tang et al., 2024)
and further validate that the improvement of self-
reflection can further strengthen LLM’s inherent
reasoning capabilities across various methods and
tasks with more interpretability and generalization.
We believe that this paradigm can act as a plug-and-
play enhancement for various reasoning methods,
which emulates human learning through a slower
and deeper thought process that iteratively and ul-
timately derives self-evolution (Li et al., 2023; He
et al., 2024; Li et al., 2024b; Tang et al., 2024,
2023).

Therefore, in this paper, we propose a novel
pipeline ReflectEvo (Sec. 2), to automatically gen-
erate self-reflection data and leverage self-training
to enhance LLM’s reflection capability. To the best
of our knowledge, we are the first to demonstrate
the potential of meta introspection of LLMs that
are asked to explicitly generate reflection as an in-
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Figure 1: Overview pipeline of ReflectEvo.

termediate step-by-step process supervision rather

than directly mapping an initial solution to a re-

vised solution.

Building on this pipeline, we curate a large-
scale, diverse, and unsupervised reflection learn-
ing dataset ReflectEvo-460k containing 460k re-
flection samples derived from 17 source datasets
spanning 10 tasks and domains. We explore the
diversity of reflection instructions and bootstrap
multiple comparative reflections conditioned on
the same question and initial solution. Based on the
data, we develop reflection learning (Sec. 3) to fur-
ther improve the self-reflection and self-correction
capabilities of LLMs.

The evaluation results validate the effectiveness
of reflection learning in boosting the reasoning of
weak models. It shows significant improvements
on Llama-3, exceeding the original base model
by 10% on average tasks and outperforming its
strongest counterpart with model size x8. We con-
duct a deeper analysis of the self-generated reflec-
tion data including various error types identified
from the reflection and observe their gains on cor-
rected answers.

In summary, our main contributions are:

* Novel Pipeline for Self-Reflection Genera-
tion: We propose ReflectEvo for automatic self-
reflection generation and curation, which is the
first to explore meta introspection of SLMs.

» Large-Scale and Diverse Self-generated Re-
flection Dataset: We curate a comprehensive re-
flection training set ReflectEvo-460K from mul-
tiple data sources and tasks including various

reflection instructions and comparative samples.
* Learning Reflection Via Self-training: We de-
velop four settings of reflection learning methods
to effectively improve self-reflection and self-
correction based on SFT and DPO, which signifi-
cantly boost the reasoning abilities of SLMs as
well as surpassing their stronger counterparts.

2 The ReflectEvo Generation Scheme

In this section, we introduce the end-to-end
pipeline ReflectEvo for collecting self-generated
reflections as the training data for Sec. 3, leveraging
the inherent ability of SLMs (see Fig. 1).

2.1 Problem Definition and Prelinminary

Given a question g and its ground truth answer
a*, the answer of the LLLM after reasoning is de-
noted as a followed by its corresponding verbal
feedback f from the environment, where f repre-
sents the evaluation function that assesses whether
an answer is correct or incorrect by comparing it to
the reference answer a*. The self-reflection r of an
LLM explicitly locates and analyzes errors in a and
makes further plans to mitigate the errors. Based
on 7 and the context provided in the previous stage,
the LLM is then asked to revise its original answer
a to obtain @ and solve g as correctly as possible.

2.2 Reflection Generation

Step 1: Collection of instruction pool To en-
hance the effectiveness and quality of the gener-
ated reflections 7, we design instructions that target
three key stages of reflection and correction, as
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Feature Logical Mathematics ~ Coding Contextual

Context-Free

Reading Commonsense Social Causal Physics
. o . . N R, . Total

Reasoning QA QA Compreh R R
# Reflection training samples 253,405 92,967 9,125 19,399 3,624 32,135 22,044 19,175 8,757 1,168 461,799
# Q&A-Reflection samples 164,746 106,434 7.520 17,448 2,940 20,760 10,012 11,404 3212 468 344,944
% Correct after reflection 16.60 10.77 15.31 4.26 9.66 12.39 33.88 19.99 39.98 38.46 13.93
# Avg. question length 140 77 99 335 200 148 219 52 118 39 130
# Avg. answer length (turn 1) 131 267 187 91 118 82 158 110 118 112 189
# Avg. answer length (turn 2) 163 299 202 119 135 116 159 133 130 124 237
# Avg. reflection length 238 222 254 267 251 261 268 252 259 256 250

Table 1: Statistics of ReflectEvo-460k. The average length in the table is computed by tokens.

defined below: i. Verify the failed solution. It ana-
lyzes the initial solution by tracing and examining
the reasoning process with or without step-by-step
verification. ii. Locate errors and diagnose po-
tential reasons. It points out errors in specific rea-
soning steps and identifies the causes (Zeng et al.,
2024). We delicately design prompts to mitigate
the most common error types (Li et al., 2024c¢), in-
cluding mathematical (calculation & algorithm) er-
rors, logic and reasoning errors (flawed rationale &
internal inconsistency), instruction violation (con-
text misinterpretation, incomplete or irrelevant re-
sponse & format discrepancy), factual errors. They
are explicitly specified in the instructions for error
elimination and accurate fault localization. iii. Out-
line strategies and plans for error correction and
mitigation. It provides strategies and guidance to
address the error by proposing a high or low-level
plan to mitigate similar issues in the future.

Step 2: Data generation Based on the instruc-
tions outlined in Step 1, we introduce two com-
ponents for reflection generation: a Generator G
(reasoning model) that generates the initial answer
with its reasoning process and a Reflector R (re-
flection model) that improves the incorrect answer
through self-reflection and self-correction.

Generator G Given a ¢, G is built upon a base
LLM instructed to generate interleaved thoughts
and an initial answer G(a|q). It is implemented
as described in ReAct (Yao et al., 2022), as the
first step for self-reflection. We obtain the external
environment feedback f by evaluating the correct-
ness of a as a verifier. f is a binary signal “cor-
rect/incorrect” with limited information, which is
usually the case in real scenarios, eliminating the
need for enriched feedback from humans or more
powerful models. If correct, a is directly used as
the final answer. If incorrect, R is used to revise
the solution iteratively. In this paper, we perform
self-reflection once to maximize the efficiency of
self-generated data; however, this approach can be
extended to multiple iterations in future studies.

Reflector R We use exactly the same base LLM as
G for R. The generation process for R is decom-

posed into two phases: self-reflection and self-
correction. Self-reflection generates R(r|q, a, f)
to identify errors in the reasoning process and con-
duct a deeper analysis of the causes. Self-correction
refines a as R(d|q,a, f,r). To enrich the self-
training data, we sample k solution {r;, G, }le for
each {q, a, f} conditioned on one specific prompt
using reject sampling (Liu et al., 2023) to enrich
the self-training data. We vary the prompts selected
from the instruction pool to generate diverse self-
reflection samples.

2.3 Reflection Curation

After the above-mentioned process, we obtain a
reflection training set with M (NN x k % m) samples:

D:{qz',ai,fi,(n,j,dz‘,j)?;T e, (D

where N is the number of QA pairs in D, m is the
number of reflection instructions from pool, and &
is the value of reject sampling. We aim to further

curate the data for reflection learning as follows.
First, we filter r to include those followed by the
correct a, indicating that these reflections are of

high quality for error correction, denoted as D

DY = {(gi,ai, fi,ri @) | (@ = a”) T @
Subsequently, we leverage GPT-4o0 (Hurst et al.,
2024) as a stronger teacher model to further select
preferred reflection data from D™ to create pair-
wise data, denoted as DPef:
pref cho  rej cho  rej |D+‘

D _{(qivai7fi7[yi 7yi ]) ‘ Hyz 7yi }i:l ) (3)
where y = (7, a) is the reflection and correspond-
ing corrected answer. y°"° and 4" are solutions
randomly selected for each {q,a, f} whose r is

chosen and rejected, respectively, by GPT-4o.

To fully utilize low-quality reflection data fol-
lowed by a; that is still judged to be incorrect, we
enrich the self-training data by incorporating both
positive and negative samples as pairwise data for

each {q, a, f}, denoted as D.
D* = {(qisai, fis by v D 1 3w5,w B2 @)

where y and y~ are solutions whose @ is evalu-
ated as correct or incorrect by a*.
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Figure 2: (a) Task-dataset hierarchy distribution of ReflectEvo-460k. (b) Error type distribution of corrected thoughts

identified by reflection in the test sets.

Following the above-mentioned steps in Sec. 2,
We create a reflection training dataset ReflectEvo-
460k by curating examples of 17 carefully selected
source subsets from LogiQA (Liu et al., 2020),
MATH (Hendrycks et al., 2021), MBPP (Austin
et al., 2021), and BIG-bench (bench authors, 2023),
spanning diverse domains and categories. The
Statistics of the dataset are shown in Tab. 1 and
Fig. 2a. We use three commonly used SLMs in-
cluding Llama-3-8B (Dubey et al., 2024), Mistral-
7B (Jiang et al., 2023) and Gemma-2-9B (Team
et al., 2024) for the entire process of data genera-
tion, training, and test. Implementation details and
instructions are provided in Appendices B.1 and C.

3 Reflection Learning on Self-Generated
Data

In this section, we further investigate the ef-
fectiveness of reflection learning on the reflec-
tor R by adopting self-training on ReflectEvo-
460k using supervised fine-tuning (SFT) (Ouyang
et al., 2022) and Direct Preference Optimization
(DPO) (Rafailov et al., 2024).

3.1 Reflection Learning

We use SFT on D7 in two different settings below.
This strengthens the model to better leverage reflec-
tions as intermediate thoughts leading to positive a

for refinement.
Setting 1: We train the capability of self-
reflection and self-correction in one stage:

L1 = _E(q,a,f,r,&)~D+ 10g R((T7 d) | q, a, f) (5)

Setting 2: We train the capacity of self-reflection
and self-correction respectively in two stages:

Lo1=~E ozt logR(r]|q,a,f) (6

Lo2=~Eatra~prlogR(al|q,a,f,r) (7

Inspired by error-driven learning from humans,
we also leverage negative samples a~ that comprise
alarge portion of D* and offer valuable insights for
model enhancement. In addition, we assume GPT-
4o with better self-reflection, which is required for
reflection preference annotation as DP™f, guiding
SLMs to continuously refine reflections. We use
preference learning through DPO on the aforemen-
tioned pairwise data to better judge and distinguish
high-quality reflections from suboptimal ones in
the following settings.

Setting 3: We train self-reflection only on D*:

Ly = B+ r—yup logolre(z, rT) — ro(z,r )] (8)

ro(z,r) = Blog mo(r | 2)

Tret (7 | )

Setting 4: We train self-reflection only on DP™f:;

7w:(q’a7f) (9)

L4 =—E(y cho i) poret lOg olre(z, TChO) —ro(x, rmj)}
(10)

where R(-) is the policy model 7y and G(+) is the
reference model 7. o is the logistic function and
B is a hyperparameter that controls the proximity
to the reference policy G(-) in both settings 3 and
4. The objective is to steer R(-) towards increas-
ing the likelihood of r with the correct solutions
a or chosen M and decreasing the likelihood of
r~ with incorrect solutions @ or rejected ™ for
given (q, a, f). More details can be found in Ap-
pendix B.2.
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3.2 Inference

During inference, the process follows the same
steps as those of reflection data generation in
Sec. 2.2. We use the model after reflection learning
as a reflector at the inference time for self-reflection
and correction. It can be implemented as a multi-
turn rollout that terminates either when the current
a is judged to be correct or when it reaches the
predefined maximum number of turns (two turns in
our setting using twice QA with one intermediate
reflection).

4 Experiments

4.1 Performance Learning on ReflectEvo

We measure the performance of self-reflection by
adopting the following metrics: 1) Acc@tl: the
model’s accuracy in the first turn; 2) Acc@t2: the
model’s accuracy in the second turn; 3) A(t1,t2):
accuracy improvement between the first and second
turns measuring the efficacy of self-reflection.

We compare three main methods in our experi-

ments, including prompt-based QA with or without
reflection without training, SFT training with direct
answers, and self-training based reflection learning
introduced in Sec. 3 from Setting 1 to Setting 4,
noted as one-stage w/ D, two-stage w/ D, w/
D+ and w/ DPf respectively.
Overall Performance on Different Tasks Tab. 2
illustrates the overall performance on ReflectEvo.
We discard the self-generated reflection data by
Mistral on MATH due to its extremely low quality.
We observe that LLMs gain more from prompt-
based reflection, whereas SLMs show either mi-
nor improvements or degradation. This is primarily
because without specialized training, SLMs inher-
ently generate low-quality reflections and fail to
leverage feedback effectively for self-correction.
For comparison, experiments on our self-training
methods show significant improvements in both
models and various tasks. Specifically, it achieves
over 20% in A(t1,t2) for Llama-3 on MBPP and
BIG-bench as well as Mistral on LogiQA and BIG-
bench. Notably, all three evaluated models outper-
form their stronger model using ReflectEvo on
BIG-bench. This indicates that different models
and tasks benefit greatly from the four self-training
methods, even surpassing the SFT on answers with-
out step-by-step reasoning process, which paves
the way for broader applications and scenarios for
various SLMs.

100

70%
60
40%
40 34%
20
C

Acc@tl
B Acc@t2

58%
49%
35%
31% 30%
24%
18%
14%

Reading  Logical  Contextual Mathematics ~Coding

Performance (%)

0 Commonsense  Social

Tasks

Figure 3: Performance training with ReflectEvo across
different tasks on Llama-3-8B.
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Figure 4: Performance in multi-turn self-reflection on
Llama-3-8B after tuning.

Fig. 3 provides an in-depth analysis on the reflec-
tion learning across tasks. Our method significantly
contributes to various tasks, including reasoning,
math, QA, and comprehension, with an average of
22% in A(t1,t2). For coding, it only improves to
a certain degree probably due to the lack of fine-
grained step-by-step critiques on the erroneous so-
lutions for reflection training on models that are
not specialized in coding.

Effect of Reflection from Teacher Model To
investigate the influence of reflection sources, we
compare different reflections generated by the SLM
itself and a more advanced model like GPT-40
which acts as a teacher model with greater knowl-
edge and reasoning capabilities in Tab. 3. Reflec-
tions from both models strengthen the A(t1,t2) of
QA performance after tuning under different set-
tings proposed in Sec. 3, while the self-generated
data require less cost and resources in practice. To
our expectation, reflections from the teacher model
yields more obvious improvements underscoring
the benefits of high-quality reflection data genera-
tion and selection for further improvement.

Scaling Multi-turn Self-reflection We further
extend the application of self-reflection to multi-
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LogiQA MATH MBPP BIG-bench
Acc@tl Acc@2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2) Acc@t1 Acc@t2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2)
Meta-Llama-3-8B-Instruct
Prompt based
< w/o reflection 38.8% +8.6% o 15.0% +0.6% P 44.0%  +15.6% o 524%  +14.2%
— w/ reflection 30.2% 36.2% +6.0% 14.4% 16.0% +1.6% 28.4% 458%  +17.4% 38.2% 51.0%  +12.8%
SFT based
< w/ SFT qa pairs 46.6% - - 10% - - 31.2% - - 61.6% - -
Self-training based (Ours)
< one-stage w/ DF 438% +13.6% 23.6%  +9.2% 29.6% +1.2% 71.2% +33.0%
— two-stage w/ Dt 494% +19.2% . 14.5% +0.1% 424%  +14.0% 45.4% +7.2%
— w/ D* 30.2% 418% +11.6% 14.4% 15.2% +0.8% 28.4% 488%  +20.4% 38.2% 63.0% +24.8%
s w/ DPref 392%  +9.0% 14.8% +0.4% 474% +19.0% 59.6% +21.4%
Meta-Llama-3-70B-Instruct
< w/o reflection o 64.4%  +22.0% o 49.6% +8.8% o 71.0% +4.8% pe 67.0%  +19.0%
— w/ reflection 42.4% 56.8%  +14.4% 408% 48.6% +7.8% 66.2% 73.0% +6.8% 48.0% 64.4%  +16.4%
Mistral-7B-Instruct-v(0.2
Prompt based
< w/o reflection 31.2% +2.4% 10.6% +1.4% 23.0% +2.6% 43.8% +7.2%
< w/ reflection 28.8% 34.2% +5.4% 9-2% 10.2% +1.0% 20.4% 23.6% +3.2% 36.6% 44.4% +7.8%
SFT based
— w/ SFT qa pairs 28.8% - - 7.6% - - 17.0% - - 37.8% - -
Self-training based (Ours)
5 one-stage w D 384%  +9.6% - - - 24.0%  +3.6% 51.6% +15.0%
— two-stage w/ Dt 488%  +20.0% - - - 20.8% +0.4% 71.1% +34.5%
< w/ DF 28.8% 392% +10.4% - - - 20.4% 23.2% +2.8% 36.6% 502% +13.6%
< w/ DPref 380% +9.2% - - - 22.6% +2.2% 484% +11.8%
Mistral-22B-Small-Instruct
< w/o reflection 62.8%  +16.4% 56.2% +8.8% 68.0% +5.0% 672%  +12.8%
< w/ reflection 46.4% 62.0%  +15.6% 41.4% 52.8% +5.4% 63.0% 68.0% +5.0% 4% 68.0%  +13.6%

Table 2: Performance on Llama-3 and Mistral using ReflectEvo.

Dataset Method Acc@t2 A(tl,t2)
prompt-based 36.2% +6.0%
one stage w/ DV | 43.8%  +13.6%

SR two stage w/ DT | 49.4%  +19.2%
w/ D* 418%  +11.6%
w/ Dpref 39.2% +9.0%
prompt-based 46.2%  +16.0%
one stage w/ DV | 52.0% +21.8%

TR two stage w/ DT | 41.2%  +11.0%
w/ D* 48.8%  +18.6%
w/ DPref 48.0%  +17.8%

Table 3: Performance on LogiQA using different
sources of reflections on Llama-3 (Acc@t1=30.2% from
Tab. 2). SR and TR indicate self-reflection and teacher-
reflection respectively.

turn QA in Fig. 4. To our expectation, the results
demonstrate a consistent improvement with increas-
ing turns of reflection on different tasks. BIG-bench
exhibits the most significant improvement, surpass-
ing 80% accuracy after six turns and LogiQA also
shows a notable upward trend, highlighting the
effectiveness of iterative refinement. MBPP and
MATH display relatively modest improvements
with gradual increase, which suggesting that the

impact of self-reflection learning is broadly bene-
ficial but varies between tasks. It is encouraged to
investigate the underlying factors that contribute to
these differences to further enhance performance
in various tasks.

Generalization across Different Tasks and Mod-
els We conduct deeper studies on the generaliza-
tion of the self-reflection capability after tuning
across different tasks (Tab. 4) and models (Tab. 5).
Our findings reveal that the benefits of reflection
learning generalize across tasks, particularly for
LogiQA and BIG-bench with 10% increase, which
commonly require strong reasoning abilities from
LLMs. Due to the divergence of MATH and MBPP,
there is merely improvement when trained on re-
flections generated from the other three datasets.
We observe that all the test models in Tab. 5 benefit
from the reflector after tuning for error correction
in Acc@t2, especially for initial solutions from dif-
ferent generators. For Mistral and Gemma, even
with a minor decrease compared with the corre-
sponding results in Tab. 2 and Tab. 9, the result on
these two models highlights the potential of our
pipeline across different models and demonstrates
the effectiveness of reflectors when applied to vari-
ous generators.
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LogiQA MATH BIG-bench MBPP

Acc@tl Acc@t2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2) Acc@t1 Acc@t2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2)
Prompt based
— w/ reflection 30.2% 36.2% +6.0% 14.4% 16.0% +1.6% 382% 51.0%  +12.8%  28.4% 458%  +17.4%
Self-training based (Ours)
— w/ D% on LogiQA - - 14.4% +0.0% 60.0% +21.8% 30.6% +2.2%
— w/ Dt on MATH 36.6% +6.4% - - 548% +16.6% 28.8% +0.4%
< w/ D on BIG-bench 30.2% 520% +21.8% 14.4% 14.4% +0.0% 38.2% - - 28.4% 36.2% +7.8%
— w/ Dt on MBPP 30.4% +0.2% 14.6% +0.2% 40.2% +2.0% - -

Table 4: Generalization across tasks for Llama-3 training one-stage with different task-specific subsets in DT,

Different generators | Acc@tl Acc@t2  A(t1,t2)
Mistral-7B 28.8% 45.8% +17.0%
Gemma-2-9B 47.6% 57.2% +9.6%
Llama-3.1-8B 37.4% 51.0% +13.6%

Table 5: Generalization across generators using the
same reflector Llama-3 training one-stage with subset
of LogiQA in D+.

Self-training method | Acc@tl Acc@t2  A(t1,t2)

one-stage w/ Dt 288% 402% +11.4%
two-stage w/ Dt 28.8%  38.0%  +9.2%
w/ D 28.8%  39.4%  +10.6%
w/ Dpref 288%  38.6%  +9.8%

Table 6: Generalization of generated reflection data on
LogiQA of LIaMA-3.1-8B training on Mistral-7B

In Tab. 6, we further explore whether the self-
reflection data of one LLM can be beneficial for the
other. Compared with Tab. 2 in our paper, we find
that the reflection data generated by LIaMA-3.1-8B
is helpful for Mistral-7B on reflection learning with
comparable or even better performance. It indicates
that our dataset ReflectEvo-460k could be reusable
for the community for future studies.

Effect of Different Verifiers on Self-Reflection
In this paper, self-reflection is performed only when
the model’s answer is verified as incorrect using
the ground truth. Another potential approach is
to train the model itself as a verifier or use an
external reward function to score the model’s an-
swer based on a predefined threshold. We com-
pare the effects of using oracle ground truth and
self-judgments generated by the baseline model
as verifiers in Tab. 7. For both verifiers, reflection
learning improves Acc@t1 by an average of 13+%
and enhances Acc@t2 by up to 7% compared with
the untuned version. Although the baseline model,
without specialized training, exhibits occasional
misjudgments, its verification process results in mi-
nor performance degradation on the advantage of
reflection learning. We leave this a direction for
further exploration on the optimized verifiers in an

Self-training Method \ Oracle Groundtruth  Self-judgement

one-stage w/ DT 43.8% 32.8%
two-stage w/ Dt 49.4% 50.2%
w/ D* 41.8% 40.6%
w/ Dt 39.2% 37.8%

Table 7: Acc@t2 using different verifiers during infer-
ence on LogiQA for Llama-3. (Acc@t1=30.2% and
Acc@t2=36.2% without tuning from Tab. 2)

Methods |Acc@tl Acc@t2 A(t1,t2)
STaR (Zelikman et al., 2022)| 40.0% - -

Re-ReST (Dou et al., 2024) | 38.8% - -

RISE (Qu et al., 2024) 31.4% 344% +3.0%
one-stage w/ Dt 302% 43.8% +13.6%
two-stage w/ D 302% 494% +19.2%
w/ D* 302% 41.8% +11.6%
w/ Dpref 302% 392% 49.0%

Table 8: Performance on different baselines using
LlaMA-3.1-8B on LogiQA.

end-to-end pipeline.

In Tab. 8, we make further experiments by com-
paring with three well-acknowledged baselines for
self-improvement through reflection or correction.
To make the comparison fair, the external feedback
used in all the experiments is only a binary signal
“correct/incorrect” without further explanation or
given ground truth. We follow the evaluation set-
ting in the original paper. Comparing with STaR
and Re-ReST, Ours benefit from improvement over
turns. Our methods achieves much higher reason-
ing performance after self-reflection, which emu-
lates human learning through a slower and deeper
thought process that iteratively and ultimately de-
rives self-evolution

4.2 In-depth Analysis on Reflection

Error Types Identified by Reflection To dissect
the intrinsic properties of our reflection data, we an-
alyze the error types in the initial thoughts specified
by the reflection across all test sets. Potential error
labels are generated heuristically by auto-tagging
with GPT-40 and then calibrated by human anno-
tators, achieving Cohen’s kappa of 51.18% with
moderate agreement (Landis and Koch, 1977) indi-
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Question: Simplify the expression $(9x"2+3x+7)+(3x"2+7x"5+2)$.
Express your answer as a polynomial with terms arranged in decreasing
order of degree.

Thought: We can combine like terms in the given expression. The terms
with $x/2$ are $9x"2+3x2=12x"2$, the terms with $x$ are
$3x-+3xA5+7x=3x+3x"5+7x$, and the constant term is $7+2=98. Therefore,
the simplified expression is $12x/2+3xA5+98.

Reflection: The failure occurred because I incorrectly combined the terms =
with x5 by adding their coefficients, resulting in an invalid term, 3x"5.

also mistakenly added 9, not recognizing that there was no constant term in

the original expression. New plan: Moving forward, I will first combine the
terms with the highest power of x, then handle the terms with the next

highest power, and finally deal with the constants. I will ensure terms are
arranged in decreasing order of degree to maintain accuracy. =

Corrected Thought: To simplify the expression $(9x"2 + 3x + 7) + (3x"2
+7x/5 + 2)$, I first identified the terms with the highest powers of x,
$7x75$ and $0x"5$, and kept them separate since they have different
coefficients. Then, I added the $9x2$ and $3x"2$ terms, which resulted in
$12x728. For the constant terms, $7$ and $28, I added them to get $93.

Finally, I arranged the terms in decreasing order of degree: $7x"5 + 12x/2
+3x+98. é

:
i Thought & reflection pathway ==
i

:

i

Key snippets of reflection in pathway

Question: $\left(\\frac {i} {4}\\right)"4$.

Thought: We have $\\left(\\frac{i} {4}\\right)"4 = \\left(\\frac {i"2}
{16}\\right) = \\left(\frac{-1} {16}\\right) = \boxed{-\\frac {1} {16} }.

Reflection: A possible reason for failure is that I did not consider the fact ="
that $i°2=-18, but instead used the property $i*2=18. This led me to inco
-rrectly simplify the expression as $(1/4)*4=(i"2/16)=(-1/16)$. New Plan:

To avoid this mistake, I will carefully evaluate each power of I separately
before simplifying the expression. Specifically, I will use the property
$i”n=i"{n\\bmod 4}$, where n mod 4 gives the remainder when n is divided
by 4. Then, I will substitute the value of i raised to the appropriate power

into the original expression. ' -*

Corrected Thought: The mistake in the initial approach was using the incorre
-ct property $i*2=1$ instead of $i*2=-18, leading to an incorrect simplification.
To fix this, we use the fact that $i"n = i*{n \bmod 4}$ and evaluate powers of

$i$ correctly. To find $\left(\frac{i} {4} \right)"4$, we can simplify step by step:

[
\left(\frac{i} {4}\right)"4

=\frac{1} {16}(1)(-1)(1)(-1)
=\frac{1}{16}.

]
Thus, the correct result is $\boxed {\frac{1} {16} }$. x

/

Figure 5: Qualitative examples from the MATH. “False to True” and a “False to False” stand for successful and
failed correction in the second turn respectively. The key snippets highlighted in green, red and yellow indicate

correct, erroneous thought and reflection respectively.
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Figure 6: Task performance (Acc@t2) versus the corre-
lation between reflection and the second-turn thought.

cating high annotation quality.

Fig. 2b shows five coarse-grained and nine fine-
grained error types identified through human cal-
ibration. The most common errors are Logic and

Reasoning Errors (88.4%) and Instruction Viola-
tion (47.9%), indicating that math and logic issues
were the primary causes. We also provide detailed
error distributions for the different subsets. MATH
has a higher percentage of Calculation Errors
(20.8%) than the other subsets, whereas COQA
has more Context misinterpretation (43.1%). This
shows that our method provides tailored reflections
for specific domains rather than superficial or gen-
eral advice.
Correlation Analysis in Reflection We calcu-
late the correlation between reflection and second-
turn corrected thoughts, and we assess the asso-
ciation between the correlation and Acc@t2 after
self-correction. Empirically, we hypothesize that
they have a linear relationship, and we select the
Pearson correlation coefficient by computing the
semantic similarity for each pair of data (see the de-
tails in Fig. 7). As we have seen, reflection learning
can improve the ability of models to correct errors;
we argue that if reflection is indeed specific to the
error in thought, then task performance should in-
tuitively be enhanced as the correlation between
reflection and corrected thought increases.
Measuring with the Pearson coefficient, Fig. 6
and Fig. 7 show that StrategyQA, Social 1Qa, Vita-
minC, and SQuAD all have a clear linear relation-
ship between the performance and the correlation
of reflection — second-turn thought, while MATH
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and MBPP exhibit irrelevant tendency or show a
slightly negative correlation implying their desire
data of fine-grained reflection. Comparing the blue
and red correlation curves, we find that more simi-
larity between the reflection and corrected thought,
more effective correction (i.e., higher performance)
that outperforms the vanilla model.

Case Studies We perform case studies to see
how reflection interacts with the thought process
by making critiques and refinements in Fig. 5. We
random sampled 100 cases from the MATH test set
and display two of them. In the case “False to True”,
reflection precisely recaps the key causes of error
and explicitly bridges the logical pathway between
the initial thought and the corrected one, which fi-
nally results in the correct answer. In contrast, we
find that even tiny erroneous constituent in the re-
flection may lead to a false reasoning thought and
final answer. It validates that high-quality reflection
is helpful for incentivizing the model to generate
thought with correct answer while flawed reflection
still lead to repeated errors after self-correction.

5 Related Work

Self-training and Self-Improvement Self-
training allows a model to learn from its own
outputs, reducing its reliance on human-annotated
data or superior models (Zelikman et al., 2022;
Yuan et al., 2024; Chen et al., 2024). Previous
research has primarily concentrated on enhancing
models’ reasoning abilities through SFT (Yuan
et al., 2023) with positive samples or preference
learning using both positive and negative samples
to potentially leverage valuable information in
incorrect solutions and recent advances also
extend self-training to agentic scenarios (Wang
et al., 2024a; Wallace et al., 2024; Gulcehre et al.,
2023; Song et al., 2024; Motwani et al., 2024;
Li et al., 2024b). We further advocate reducing
reliance on resource-heavy rationale annotations
via self-training for SLMs.

Learning for Self-reflection Recent research
highlights the significant benefits of integrating
self-reflection into LLMs to enhance their reason-
ing and problem-solving capabilities, by iteratively
refining their responses (Kumar et al., 2024; Cheng
et al., 2024; Qu et al., 2024; Yao et al., 2023; Zhou
et al., 2024; Liang et al., 2024; Moskvoretskii et al.,
2025). Shinn et al. (2024) reinforces the language
agent to verbally reflect on task feedback and in-
duce better plans in subsequent trials. Dou et al.

(2024) employs the low-quality outputs generated
from the weak model iteratively by fine-tuning the
reflection module for self-refinement. Zhang et al.
(2024) further validates that SLMs have the abil-
ity of self-correction on reasoning tasks by accu-
mulating high-quality critique-correction data. We
pioneer the exploration of reflection learning on
self-generated data.

6 Conclusion

We propose ReflectEvo to enhance SLMs through
reflection learning by iteratively generating self-
training data, which achieves substantial perfor-
mance improvements, even surpassing much larger
models highlighting its generalization across vari-
ous models and tasks for future research.

Limitations

Despite the promising results of ReflectEvo
through reflection learning, there are several limita-
tions to our work. The quality of the self-generated
reflection data is highly dependent on the initial
reasoning ability of the SLMs. Models with inher-
ently weak reasoning capabilities may struggle to
produce high-quality reflections, which in turn lim-
its the effectiveness of the self-training. While our
pipeline demonstrates significant improvements in
certain tasks, tasks such as coding and mathematics
require more specialized knowledge and step-by-
step critiques than reasoning and comprehension
tasks. Future work could explore more sophisti-
cated feedback mechanisms with optimized veri-
fiers or reward functions during inference to en-
hance the reflection learning process.
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LogiQA MATH MBPP BIG-bench
Acc@tl Acc@t2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2) Acc@t1 Acc@t2 A(tl,t2) Acc@tl Acc@t2 A(tl,t2)
Gemma-2-9B-it

Prompt based

< w/o reflection 63.0%  +15.4% o 40.4% +5.8% P 59.2% +4.8% o 75.6%  +14.4%

— w/ reflection 471.6% 60.0%  +12.4% 34.6% 40.0% +5.4% 4.4% 59.6% +5.2% 61.2% 744%  +13.2%

SFT based

— w/ SFT qa pairs 50.6% - - 18.6% - - 37.0% - - 74.6%

Self-training based (Ours)

<~ one-stage w/ Dt 62.4%  +14.8% 40.0% +5.4% 57.8% +3.4% 784% +17.2%

— two-stage w/ DT 60.6%  +13.0% o 35.0% +0.4% 56.8% +2.4% 67.0% +5.8%

— w/ D* 47.6% 62.6%  +15.0% 34.6% 40.0% +5.4% 4.4% 58.6% +4.2% 61.2% 74.8%  +13.6%

— w/ DPref 63.0%  +15.4% 40.0% +5.4% 59.4% +5.0% 75.0%  +13.8%
Gemma-2-27B-it

< w/o reflection , 59.2% +7.2% o 43.8% +5.4% P 69.4% +4.0% o 72.0% +8.6%

— w/ reflection 32.0% 65.4%  +13.4% 38.4% 45.0% +6.6% 65.4% 69.2% +3.8% 63.4% 752%  +11.8%

Table 9: Performance on Gemma-2 using ReflectEvo.

A Further analyais and results

Tab. 9 indicates that BIG-bench gains more from reflection tuning with Acc@t2 = 78.4% with a substantial
increase of +17.2% compared with other tasks and the baseline methods. However, our method on
Gemma-2 shows marginal improvement compared with Llama-3 and Mistral probably due to its inherent
strong reasoning capability (comparable performance on different models in sizes of 9B & 27B). It may
either need selection of higher-quality reflection data or supervision from superior models and further
optimization on the training methods for reflection enhancement. Due to the defect of SFT training without
step-by-step reasoning process and the limited number of training data, the SFT performance of MATH
and MBPP degrade due to the nature of fast thinking than thoses with reflection.

B Implementation Details

B.1 Reflection generation

In this paper, we conduct the self-reflection once during the process of the two turns of reasoning and
answering for both data generation and inference across most experiments. The generalization performance
of multi-turn self-reflection can be found in Fig. 4.

The number of reject sampling & is 2. To validate the effectiveness of reflection tuning on various
tasks, we incorporate 14 datasets selected from BIG-bench besides LogiQA, MATH and MBPP. Those
datasets are delicately selected to focus more on the comprehension and reasoning abilities across diverse
domains, comprising a comprehensive collection of dataset. The datasets includes: Commonsense Reason-
ing (RiddleSense, TimeDial, Known Unknowns), Social Reasoning (Social 1Qa, Implicit Interpersonal
Relations), Reading Comprehension (VitaminC, SQuADShifts), Logical Reasoning (StrategyQA, Analytic
Entailment), Contextual QA (CoQA Conversational Question Answering), Context Free QA (Truthful
QA), Causal Reasoning (Causal Judgment, Cause and Effect), and Physics Reasoning (Physical Intuition).
For datasets with more than 1000 samples, we randomly select 1000 QA pairs; for datasets with fewer
than 1000 samples, we retain the entire original set.

Each reflection instruction consists of the three stages introduced in step 1 in Sec. 2 and different
variants of prompts used in each stage can be seen Appendix C.1. The combination of them forms a
diverse, comprehensive instruction pool with 32 (2*8%2) instructions used in step 2. For each dataset, we
random select 5 or 6 of the instructions (M) to generate the reflections in ReflectEvo-460k considering
the data generation efficiency.

For each task, we use corresponding subset for training without using the whole ReflectEvo-460k. For
example, we use the training set of LogiQA for reflection generation and learning for LlaMA-3.1-8B and
evaluate the same model on the test set of LogiQA in the experiments.
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LogiQA MATH BIG-bench MBPP
Dt Di Dpref Dt Di Dpref D+t Di Dpref D+ Di Dpref

Training 25371 152475 59870 13796 50946 28225 20410 70672 30909 1151 5365 2609
Testing 500 500 500 500

Table 10: Data statistics for training and testing samples in the experiments.

Hyperparameter one-stage w/ DT two-stage w/ Dt w/ D* w/ Dpref
learning rate le-3 le-5,1e-3 Se-7,7e-7  Se-7,Te-7
weight decay 0 0-0.01 - -
max grad norm 1.0 1.0 - -

5 for SFT 0.9 0.99 - -

B for SFT 0.999 0.9 - -

B for DPO - - 0.01 0.01

€ le-8 le-08 - -
max new tokens 512 512 248 248

Table 11: The hyperparameters for reflection tuning.

B.2 Training

All the experiments for reflection tuning can be conducted on two Nvidia A100 80GB GPU, 32GB
memory, 128 Core AMD CPU. The resource costs are mainly dependent on the tuning methods (full-
parameter fine-tuning, parameter-efficient fine-tuning (PEFT) and DPO), the sizes of the models, and the
sizes of the datasets. The main hyperparameters used for different settings of reflection tuning are shown
in Tab. 11. The learning rate varies based on different models and tasks.

For one stage training with w/ DT, we use LoRA-based PEFT in this setting with 4-bit quantization
via BitsAndBytes. We set LoRA rank r = 8, scaling factor o = 32, and a dropout rate of 0.1. The
per-device batch size is set to 16 for LogiQA and 8 for others. For two stage training with w/ D, we use
the full-parameter SFT in this setting with bfloat16 data precision. The per-device batch size is set to 16
with gradient accumulation of 4. For DPO training with both D and DP™f, the per-device training batch
size is set to 2, and gradient accumulation is set to 32.
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Task Performance vs. Thought-Reflection Correlation
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Figure 7: Task performance (Acc@t2) versus the correlation between reflection and second turn thoughts for

performance (axis-y), where an array of test data points is located in a specific interval of the correlation coefficient
(axis-x), and the correlation coefficient of these spots is also averaged by the values in the same interval.
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Figure 8: Correlation of reflection between each pair of tasks. We obtain the semantic representation for all reflections
via the Nv-Embed-v2 model (Lee et al., 2025) and calculate the Spearman correlation between each pair of tasks.
The results are as follows: 1) Logical Reasoning has a moderate correlation with all tasks, which indicates that logic
is a fundamental ability that supports other tasks; 2) Coding and Math have a high correlation, implying that similar
thinking patterns are required for handling math and coding problems; and 3) Commonsense Reasoning and Social
Reasoning show (0.14), suggesting that these abilities might require different cognitive skills.
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C Prompts

C.1 Reflection generation for ReflectEvo-460k

Instruction: Given the question and relevant context, you were unsuccessful in answering the
question. As an advanced reasoning agent, you are required to enhance your incorrect solution
and correctly answer the question based on self-reflection.

Question: {Question}
Previous trial and your incorrect solution: {Scratchpad)

Based on this information, please provide the following:
# Stage 1: Verify the failed solution

1-1. Analyze the failed solution by tracing and examining its execution with step-by-step
verification.

1-2. Quickly go through the failed solution without step-by-step verification.

# Stage 2: Locate errors and diagnose potential reasons

Identify specific steps where the errors occur and diagnose potential reasons.

2-1. Review your calculation process to ensure that all the operations are accurate.

2-2. Review your algorithm logic to ensure all steps follow the correct order.

2-3. Review your solution to ensure it maintains logical coherence.

2-4. Review your solution to check statements and conclusions for internal consistency.

2-5. Review the context and requirements presented in the question to confirm that the
response aligns with them.

2-6. Review your solution to ensure that it is relevant to the question and addresses each
aspect of the question.

2-7. Review your solution to ensure it conforms to the required format and guidelines in a
well-organized structure.

2-8. Review your solution to ensure all provided facts are accurate and up to date.

# Stage 3: Outline strategies and plans on error correction and mitigation
3-1. Outline a high-level plan explaining how these changes will mitigate similar issues.
3-2. Outline a low-level plan proposing specific strategies or corrections to address these
issues.

Please follow the instructions without any additional introductory or concluding statements. Do
not provide the answer directly. You will be punished to output more than 100 words.

C.2 Self-reflection for Reflector

Instruction: You are an advanced reasoning agent that can improve based on self-reflection.
You will be given a previous reasoning trial in which you were given a question to answer. You
were unsuccessful in answering the question. In a few sentences, diagnose a possible reason for
failure and devise a new, concise, high-level plan that aims to mitigate the same failure. Use
complete sentences.

Question: {Question}
Previous trial and your incorrect solution: {Scratchpad)
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C.3 Reasoning for Generator

Instruction: In this task, you are required to solve a question with interleaving Thought, Action,
and Observation steps. Thought allows you to reason and analyze the current situation. Action
calls the ‘Finish’ function and fill in the answer in [ ] to finish the task after Thought. The
observations will be provided to you automatically after you action.

You can think step-by-step to reach the answer. Here are some examples:
{Examples}
(END OF EXAMPLES)

You are solving the following question: {Question}
Below is your progress so far:

(BEGIN)

{Scratchpad)

(END)

Please complete the current step.

C.4 Self-correct for Reflector

Instruction: In this task, you are required to solve a question with interleaving Thought, Action,
and Observation steps. Thought allows you to reason and analyze the current situation. Action
calls the ‘Finish’ function and fill in the answer in [] to finish the task after Thought. The
observations will be provided to you automatically after you action.

You can think step-by-step to reach the answer. Here are some examples:
{Examples}
(END OF EXAMPLES)

You are solving the following question: {Question}

Below is your previous reflection that helps to revise the incorrect solutions and cor-
rectly answer the question. It localizes the errors, summarizes the potential reasons for your
failure and outlines a plan to mitigate the same failure:

{Reflections}

Below is your progress so far:
(BEGIN)

{Scratchpad}

(END)

Please complete the current step.
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C.5 Self-reflection and correct in one stage

Instruction: You are an advanced reasoning agent that can improve based on self-reflection.
You will be given a previous reasoning trial in which you were given a question to answer. You
were unsuccessful in answering the question. In a few sentences, diagnose a possible reason for
failure and devise a new, concise, high-level plan that aims to mitigate the same failure. Use
complete sentences.

Question: {Question}
Previous trial and your incorrect solution: {Scratchpad)

Based on your self-reflection, you can think step-by-step to generate a new answer to
the question. Call the ‘Finish’ function and fill in the answer in [ ] to finish the task.

C.6 Reasoning for direct QA for SFT

Instruction: In this task, you are required to solve a question by generating the final answer
directly. Call the ‘Finish’ function and fill in the answer in [ ] to finish the task.

Here are some examples:

{Examples}

(END OF EXAMPLES)

You are solving the following question: {Question}

C.7 Reflection preference annotation by GPT

Instruction: You are a helpful assistant in evaluating the quality of reflections on an
unsuccessful attempt to answer a question.

You will be provided with:

Question: {Question}

Groundtruth to the question: {Answer}

Initial student’s chain of thought and answer: {Scratchpad}
Student A’s reflection: {Reflections 1}

Student B’s reflection: {Reflections 2}

Student A and Student B have both reflected on the initial student’s unsuccessful attempt to
answer the question. Above are their reflections that diagnose possible reasons for failure or
devise a better plan to mitigate the same failure. Please determine which student’s reflection is
better.

Your response should be either "Student A" or "Student B" without providing any explanation
or other words for your choice.

Do NOT say both/neither are good.
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C.8 Heuristic Error Constituent Annotation for Reflection

Instruction: You are a professional data annotator specializing in reasoning and chain-of-
thought rationale analysis. Your task is to analyze the thought process provided and identify any
fine-grained labels based on the given reflection and error taxonomy.

# Definitions
- Thought: The reasoning steps taken by a human or model to arrive at an answer.
- Reflection: The self-reflection of the human or model on the reasoning thought process.

# Error Taxonomy

1. Mathematical Errors
e 1-1. Calculation Error
e 1-2. Algorithm Error

2. Logic and Reasoning Errors
e 2-1. Flawed Rationale Error
e 2-2. Internal Inconsistency

3. Instruction Violation

e 3-1. Context Misinterpretation

e 3-2. Incomplete or Irrelevant Response
e 3-3. Format Discrepancy

4. Factual Errors
e 4-1. Factual Errors

5. No Errors
e 5-1. No Errors Detected

# Input

- Question: {question}

- Thought: {thought}

- Reflection: {reflection}

# Output
- Labels: [Error Type(s) Assigned]
- Rationale: [Explanation for label assignment, with specific examples]
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