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Abstract

Knowledge Graphs represent real-world en-
tities and the relationships between them.
Multilingual Knowledge Graph Construction
(mKGC) refers to the task of automatically
constructing or predicting missing entities and
links for knowledge graphs in a multilingual
setting. In this work, we reformulate the
mKGC task as a Question Answering (QA) task
and introduce mRAKL: a Retrieval-Augmented
Generation (RAG) based system to perform
mKGC. We achieve this by using the head
entity and linking relation in a question, and
having our model predict the tail entity as an
answer. Our experiments focus primarily on
two low-resourced languages: Tigrinya and
Amharic. We experiment with using higher-
resourced languages Arabic and English for
cross-lingual transfer. With a BM25 retriever,
we find that the RAG-based approach improves
performance over a no-context setting. Further,
our ablation studies show that with an idealized
retrieval system, mRAKL improves accuracy by
4.92 and 8.79 percentage points for Tigrinya
and Amharic, respectively.

1 Introduction

Knowledge Graphs (KG) are structured multi-
relational graphs that store factual knowledge. In a
KG, nodes represent entities (e.g., Michelle Obama,
Sasha Obama) and links represent relationships be-
tween the nodes (e.g., Michelle Obama - mother
- Sasha Obama). Multilingual KGs are KGs in
multiple languages.

Despite their myriad downstream applications,
including Question Answering (Huang et al., 2019;
Jiang et al., 2023), Information Retrieval (Reinanda
et al., 2020), and Language Model Augmenta-
tion (Tian et al., 2024; Wu et al., 2022), most KGs
are incomplete (Saxena et al., 2022a; Zhou et al.,
2022). The quantity of missing information in KGs
is even greater in low-resourced languages (Zhou
et al., 2022). Additionally, manual construction of

KGs is expensive (Paulheim, 2018). Recent work
has investigated the use of pre-trained Language
Models (LMs) for KG Construction (e.g. Saxena
et al., 2022a; Yao et al., 2019). However, most of
the work is focused on English, for which LMs
have good performance (Zhou et al., 2022).

Multilingual Knowledge Graph Construction
(mKGC) research allows us to (1) extend the down-
stream benefits of KGs to multiple languages, and
(2) capture culturally nuanced and relevant informa-
tion across languages. However, the challenges of
mKGC are exacerbated for languages with limited
data available. Prior work using LMs for mKGC
relies on pre-training LMs with large amounts of
structured data (e.g., Zhou et al. (2022) train on
a KG with 52M triples). However, languages
on the long tail do not have such datasets avail-
able (Joshi et al., 2020). Based on official statistics,
only 0.2% of the total entities in Wikidata (Vran-
dečić and Krötzsch, 2014) have labels in the low-
resourced language Amharic.1 Additionally, most
pre-trained LMs do not have good performance for
low-resourced languages (Ojo et al., 2024).

We propose mRAKL, a retrieval-augmented
sequence-to-sequence generative method for
mKGC. mRAKL uses a retriever which fetches rele-
vant passages and passes them to a generator model
which predicts knowledge facts. Moreover, we al-
low LMs to learn better cross-lingual entity rep-
resentation leveraging entity parallel textual infor-
mation from Wikidata (Vrandečić and Krötzsch,
2014). These two approaches greatly alleviate
the data scarcity problem. We focus on enrich-
ing KGs of two low-resourced languages: Amharic
and Tigrinya, two Afro-Semitic languages.
mRAKL is a cross-lingual RAG-based QA system

for mKGC (see Figure 1). To use mRAKL, we first
reformulate mKGC as a Question-Answering task.
We create a QA dataset by transforming each KG

1https://www.wikidata.org/wiki/User:Pasleim/
Language_statistics_for_items
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Figure 1: Inference with mRAKL In this example our triple is (Surafel Dagnachew, place of birth, Ethiopia). Taking
the reformulated question “What is Surafel Dagnachew’s place of birth?”, the retriever encodes the query and
fetches sentences with the highest similarity from the passages available from the Wikipedia articles in each of the
languages. These sentences are then passed to the generator as context along with the question (see Appendix C for
details on question generation in the four languages).

triple into a question-answer pair: we construct a
question text that uses the head entity and relation
from the KG triple and an answer text that uses the
tail (see Figure 8). For our generator model, we
finetune a multilingual LM, AfriTeVa (Jude Ogun-
depo et al., 2022) with cross-lingual entity-centered
alignment data. This finetuning allows the model
to learn better representations for the entities in the
low-resourced languages and unify complementary
knowledge across languages. Since data in these
languages is small, we train a retriever model to
further enrich the construction by the generator, uti-
lizing monolingual datasets which are more easily
available for low-resourced languages compared to
structured, labeled datasets (Joshi et al., 2020)

We evaluate our approach and existing ap-
proaches on two tasks: probing parametric knowl-
edge of pre-trained LMs for low-resourced lan-
guages (§4.2) and monolingual and cross-lingual
link prediction (§4.4). We also perform ablation
studies showing the benefit of RAG for mKGC
where structured data is constrained (§A.2). Over-
all, we find that mRAKL outperforms prior ap-
proaches on Amharic and Tigrinya by an 8 and
6 percentage point increase and that using cross-
lingual context improves over no-context settings.
Our contributions can be summarized as follows:

• We contribute a 3.5k triple KG for Tigrinya
and a 34k triple KG for Amharic. We also
contribute our question templates and gener-
ative and retrieval models trained for mKGC
(§3.1).2

• We propose a novel RAG-based approach to
2https://github.com/hhnigatu/mRAKL

mKGC that retrieves relevant passages from
unstructured monolingual data for KG com-
pletion (§3.2). We show the benefits of us-
ing our method for low-resourced languages
(§4.3).

• We propose a novel method for cross-lingual
entity linking through cross-lingual link pre-
diction, where given a head entity and relation
in one language, the tail is predicted in another
language (§4.4).

2 Related Work

KG Construction Prior to LLMs, KGs were
automatically constructed with multi-staged rule-
based pipelines typically including information ex-
traction, knowledge fusion, and knowledge graph
completion (e.g. Lehmann et al., 2015; Hoffart
et al., 2013; Dong et al., 2014). Such systems
are expensive to construct and maintain since they
demand significant human efforts or only consume
structured or semi-structured data which is easy
for rule-based systems to deal with (Carlson et al.,
2010; Vrandečić and Krötzsch, 2014; Zhong et al.,
2023). A recent trend explores ways to extract fac-
tual knowledge from LLMs with prompting and
fine-tuning methods (e.g. Bosselut et al., 2019;
Jiang et al., 2020; Saxena et al., 2022a; Kass-
ner et al., 2021; Zhou et al., 2022; Song et al.,
2023) both in monolingual and multilingual set-
tings which addresses the drawback of traditional
approaches. However, such approaches fall short
in dealing with low-resourced languages when data
is rarely seen in the training phase. mRAKL employs
RAG based approach to alleviate data scarcity.

13073

https://github.com/hhnigatu/mRAKL


A number of multilingual KG embedding-based
approaches have been proposed to tackle the cross-
lingual knowledge alignment and KG completion
problems (e.g Chen et al., 2021, 2017; Chakrabarti
et al., 2022). The key idea of these approaches
is to align the knowledge across KGs in different
languages into a unified embedding space so that
the link prediction can leverage the complementary
knowledge (Chen et al., 2020; Sun et al., 2020).
Nevertheless, these approaches assume a closed-
world framework which cannot take open-world
information and natural language knowledge into
consideration. Our system integrates the best of the
worlds by combining knowledge from multilingual
open-domain text through RAG and multilingual
KGs through cross-entity alignment.

Retrieval Augmented Generation RAG aug-
ments LLMs with non-parametric memories from
one or more external data sources. RAG has at-
tracted significant attention recently because it ad-
dresses several critical limitations of LLMs (e.g.
Guu et al., 2020; Gao et al., 2023; Lewis et al.,
2020); for example, it is expensive to correct out-
dated, erroneous facts within LLMs through fine-
tuning or re-training. RAG offers a way to cir-
cumvent this issue by providing up-to-date infor-
mation to a pre-trained model during generation.
Furthermore, RAG enables LLMs to focus on gen-
eralization and reasoning which reduces the size of
LLMs needed to achieve similar performance (Asai
et al., 2023). Given that low-resource languages
occupy the long tail of available knowledge dur-
ing the training phase of LLMs, RAG offers a way
to boost the performance for mKGC by retrieving
new, open-domain information instead of inferring
knowledge only from multilingual KGs. While sev-
eral research works focus on augmenting LLMs
with KGs (Pan et al., 2024; Yang et al., 2024), to
the best of our knowledge mRAKL is the first work
to explore how RAG with LLMs can help construct
and complete KGs in a low-resourced setting.

3 Proposed Method

Our proposed method is to reformulate mKGC as
a cross-lingual question-answering task and use
an RAG-based QA system for completion. We
first convert the (head, relation, tail) triples into
a <question, answer> format where the question
includes the head and relation and the answer is
the tail (§3.1). Using a retriever model, we extract
context from monolingual unlabeled datasets. We

then use the generator model to predict the tail
entity, given the extracted context and the question
(Figure 1). Below we first give background on our
languages of focus, then detail our data preparation
steps (§3.1) and then present mRAKL (§3.2).

Languages of Study Our main languages of
study are Tigrinya and Amharic, Afro-Semitic lan-
guages that use the Ge’ez script. The languages are
considered low-resourced in that there are limited
tools and data available to build language technolo-
gies for them (Yimam et al., 2020; Gaim et al.,
2023). Tigrinya is one of the official languages
of Ethiopia and Eritrea and is spoken by 9.7 mil-
lion people3 in total across the two countries and
their diasporas. Amharic is one of the official lan-
guages of Ethiopia, spoken by over 33.7 million
people as a first language and 25.1 million as a
second language (Basha et al., 2023). To enrich
the data for these languages, we chose two trans-
fer languages: Arabic and English. We selected
Arabic as a transfer language because (1) it is in
the same language family as Tigrinya and Amharic
(motivated by Ogunremi et al. (2023))and (2) we
hypothesize there are cultural and geographic ties
that would make the information more culturally
relevant (motivated by Zhou et al. (2022)). We se-
lect English as a second transfer language because
of the abundance of resources in the language.

3.1 Data Preparation

In this section, we will describe our data collection
process by detailing the steps we took for Tigrinya,
one of our target languages. We will then give the
statistics of the data for all of the languages in our
experiments in Table 2. The process when Amharic
is the target language is exactly the same as detailed
below for Tigrinya. When working on one of our
target languages, we use the other languages as
transfer languages; for instance, when Tigrinya is
the target language, Amharic, English, and Arabic
are transfer languages.

Relations: We first collected textual representa-
tions of the relations in Tigrinya from the Wikidata
Property Explorer.4 This resulted in 96 relations for
Tigrinya. We then added 24 relations that have tex-
tual representations in Amharic but not in Tigrinya
by manually translating the textual representations;
this resulted in 120 relations in total.

3https://www.ethnologue.com/language/tir/
4https://prop-explorer.toolforge.org/
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KG Extraction: We extracted the Tigrinya KG
from Wikidata using simple-wikidata-db.5 For each
entity in Wikidata with a corresponding Wikipedia
article title in the Tigrinya Wikipedia, we keep the
triples from Wikidata that have the entity as a head
or tail. We then filtered through the KG to keep
the triples with the relations from our set of 120
relations described above. We extracted a KG with
3.5k edges and 272 unique entities.

Template-Based Reformulation: We then man-
ually prepared question templates for each of the
120 relations6. Then, for each triple in the KG, we
plug in the textual representation of the head entity
into the template and use the textual representation
of the tail entity as an answer, resulting in a 3.5k
question-answer pair dataset. Figure 8 shows an
example of how we use our template-based refor-
mulation approach.

Extracting Context Given the head and relation
in the question, the goal of the generator model is to
predict the tail as the answer. To enhance the ability
of the generator model in correctly predicting the
tail, we use the retriever model to extract sentences
that will provide context. Since we do not have
labeled data, we devised a heuristic to extract con-
text for our question-answer pairs. We extracted
the context for each question by searching for the
tail entity in the first paragraph of the Tigrinya
Wikipedia article associated with the head entity.
We then kept a maximum of two sentences that had
the tail entity as context. We use our heuristic con-
text extraction method as an (im)perfect retriever
setup: while it does not guarantee the context will
always be retrieved (for example, when there is
no mention of the tail entity in the head entity’s
Wikipedia article), when it does provide context,
the retrieved context will certainly have the tail
entity. However, this is not representative of the
real-world task when we do not have access to the
tail entity to search the Wikipedia article. Hence,
we use the (im)perfect retriever setup to provide an
upper bound of performance (§A.2).

Data in Transfer Languages: We retrieved the
textual representations for the 120 relations we
collected as detailed above in Arabic and English
from Wikidata using the relation ID. For Amharic,

5https://github.com/neelguha/simple-wikidata-
db/tree/main

6See Appendix C for translation and manual question
preparation details.

KG Triples Head Tail

Tigrinya 3.5k 244 170
Amharic 34k 8568 5058

Table 1: Details on size of KGs in the two target lan-
guages.

Tigrinya KG Amharic KG
Language Wiki Head Tail Head Tail

Amharic 14.04K 79.50 86.47 100 100
Arabic 1.23M 95.49 99.41 79.56 94.36
English 6.84M 100 100 90.40 98.39
Tigrinya 506 100 100 3.60 4.03

Table 2: Percentage of the head and tail entities in each
of the target language KGs with textual representations
in each of the transfer languages.

we manually translated the 68 relations that were
unique to Tigrinya. Our final set of relations had
120 relations in the four languages of study. We
then manually prepared template questions for each
of the 120 relations in Amharic, English, and Ara-
bic. Table 1 gives details of the final dataset and
Table 2 gives statistics on the coverage of each KG
by the transfer languages. We then got the labels
for the head and tail entities in the Tigrinya KG
from Wikidata in Amharic, English, and Arabic;
extracting the 3.5k triples in our Tigrinya KG from
the three transfer languages’ KGs. Once we had the
final dataset, we split it to train, evaluation and test
sets with an 8:1:1 ratio. We use the evaluation set
for hyperparameter tuning and report results on the
test set which is unseen during training. We then
used the same strategy as described for Tigrinya
to perform the template-based reformulation and
context extraction for Amharic (see Appendix C).

3.2 mRAKL

Our proposed setup involves a retriever that ex-
tracts the necessary context and passes it to the gen-
erator which, given context and a template question
(i.e. a question with the relation and head entity),
generates the answer (i.e. the tail). Figure 1 shows
our complete setup.

Input Representation For what follows, we will
use t to refer to the target language. In the input
sequence notation below, LANt represents the three-
letter ISO language code for language t. We use
Q to represent the question text, A to represent the
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answer text, and C to represent the context text.
Our input sequences also use the special tokens
[C-LAN], [Q-LAN], and [A-LAN] to indicate the
start of a context, question, and answer respec-
tively7. We use the ‘?’ symbol to mark the end of a
question8 and ‘|’ to mark the end of a context. For
the retriever, we pass the questions Q as queries and
retrieve context C for each question. We concate-
nate the retrieved context C and the question Q as
follows:

[C-LANt]C | [Q-LANt]Q? [A-LANt]
∀ tϵ{Tigrinya,Amharic, English,Arabic}

The last element of the input sequence is the [A-
LAN] token, which indicates in which language
the model should generate answers. Hence, the re-
triever’s task is, given Q with the head and relation,
retrieve C that ideally includes the answer A which
is the tail entity. The generator’s task is, given C
which contains the tail entity and Q with the head
and relation, predict A which is the tail entity.

Training: To train mRAKL for link prediction, we
prepare our template-based question-answering
data as detailed in §3.1. For the triple (head, re-
lation, tail), the question has the head and rela-
tion, and the answer is the tail (Figure 8). For
the retriever model, we use BM25 (Robertson and
Zaragoza, 2009) and LaBSE(Feng et al., 2022) For
the generator model, we finetune the AfriTeVa-
base model with LoRA(Hu et al., 2022). During the
generator training, the model is trained with cross-
entropy loss. Similar to (Saxena et al., 2022b), we
do not use explicit negative sampling. We provide
both generator and retriever model training details
in Appendix B.

Inference: Given a query (head, relation, ?), we
first convert it to a question-answer format (§3.1).
We then feed the question, which has the head and
relation, to our retriever to extract context from
monolingual passages. We then feed the extracted
context, which ideally would have the tail entity,
to the generator. The generator takes the context
and question as input and produces a probability
distribution over all tokens. We use beam-search
during decoding with a beam size of 10 and take
the top n tokens (where n ϵ {1,3,10}) .

Given we are operating in a low-resourced con-
text, we hypothesize that our RAG-based approach

7This is inspired by prior work from (Zhou et al., 2022)
8Note that we use ? for Arabic questions.

will improve performance over a generator-only
approach by allowing the LM to learn the tail en-
tity from an extracted context. Additionally, the
multilingual setting allows for cross-lingual entity
linking, i.e given a head and relation in one lan-
guage, predicting the tail in another language. This
cross-lingual entity alignment enriches the dataset
as well as the learned knowledge representation.
Further, the modularity of the RAG pipeline allows
us to improve the retriever and generator models
separately; hence, we can utilize unlabeled, mono-
lingual data which is easier to acquire than labeled
and structured data (Joshi et al., 2020), to perform
mKGC.

4 Experiments and Results

In this section, we evaluate our proposed method
with two tasks: (1) Parametric Knowledge Prob-
ing, which is a way to test knowledge representa-
tions in an LM’s learned embeddings (§4.2) and
(2) Link Prediction, which is a standard task for
evaluating KG completion and construction. For
Link Prediction, we evaluate by (1) comparing our
method with that of prior work approaches (§4.3)
and (2) by looking at cross-lingual link prediction,
where we predict the tail entity in one language
given a head and relation entity in another language
(§4.4). We also perform additional analysis with
our (im)perfect retriever.

Overall, we find that our approach outperforms
prior methods by over a 4.9 percentage point in-
crease and that providing context improves over
a no-context setting by 6.7 and 12.22 percentage
point increase. We also find that multilingual and
cross-lingual approaches are more beneficial for
Tigrinya, where the data is limited and the transfer
languages cover the majority of the entities in the
target language (see §C). All results reported are
based on a single inference run.

4.1 Experimental Setup
Below, we describe the different experimental set-
tings we tried for our retriever and generator.

Retriever: We use the Wikipedia articles from
(Foundation) and for all languages use the 2024-
07-01 version 9. We experiment with the following
retrieval setups:

• (Im)perfect Retriever: As described in §3.1,
we use our (im)perfect retriever to provide an

9We access the data from
https://huggingface.co/datasets/olm/wikipedia
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approximate upper bound for how well our
system will perform with a good retriever.

• BM25: We used the implementation by Lù
(2024) for the BM25 indexes. We indexed the
full Wikipedia articles of all head entities for
retrieval. We built monolingual indexes for
each of the four languages. (see Appendix B
for details.)

• LaBSE: We use the LaBSE model (Feng
et al., 2022) as our retriever. LaBSE in-
cludes Amharic, Arabic, and English but not
Tigrinya. We finetune the LaBSE model with
contrastive loss by creating training dataset
using our (im)perfect retriever (see Appendix
B for details.)

Generator: We experiment with four different
setups for training the generator model. Since we
are interested in performance both on Tigrinya and
Amharic, we use each of the four setups for each
of those two target languages.

• No Context—question-answer pairs only with-
out context. In this case, the input to our
model is: [Q-LANt]Q? [A-LANt].

• Monolingual Self-Context—where question-
answer pairs have context in the target lan-
guage only; the input to our model is:
[C-LANt]C |[Q-LANt]Q? [A-LANt].

• Multilingual Self-Context—where question-
answer pairs along with the context
are in the same language, for all four
languages; the input to our model is:
[C-LANt′]C |[Q-LANt′]Q? [A-LANt′] ∀
t′ϵ{Tigrinya,Amharic, English,Arabic}.

• Cross-Lingual Context—the context and the
question are in the same language but the an-
swer may be in any of the four languages;
model input is: [C-LANt′]C |[Q-LANt′]Q?
[A-LANt′′] ∀ t′, t′′ϵ{Tigrinya,Amharic,
English,Arabic}.

4.2 Probing Parametric Knowledge

Task Description Probing parametric Knowl-
edge of LMs involves using prompts to get predic-
tions from a pre-trained LM(Petroni et al., 2019).
We perform this probing task in zero-shot on four
pre-trained LMs. Testing the models in zero-shot

Language → Tigrinya Amharic

Zero-Shot
mT5* - 0.49

AfriTeVa † 0.22 0.61
Aya* 0.67 1.52

GPT-4 2.23 5.83

Finetuned
mT5 2.01 23.32

AfriTeva 5.13 29.15

Table 3: Zero-shot and finetuned model H@1 results
for the no-context setup. * indicates model does not in-
clude Tigrinya but includes Amharic. † indicates model
includes both Tigrinya and Amharic. We omit the zero-
shot performance of mT5 on Tigrinya as it was worse
than AfriTeVa and the language is unseen for the model.

gives us insight into the parametric knowledge (Yu
et al., 2024) of the models for these languages. As
our prompts, we use the template-based questions
from our test set as described in §3.1.

Models in Comparison We compare GPT-
4o (OpenAI et al., 2024), Aya(Üstün et al., 2024),
mT5 (Xue et al., 2021), and AfriTeVa (Oladipo
et al., 2023) . For mT5 and AfriTeva, we use
the base models. AfriTeVa includes both target
languages in its pre-training while Aya and mT5
include Amharic but not Tigrinya. Arabic and En-
glish are included in all models.

Metric: We use H@1 as our metric. We count
it as a hit if the prediction contains the tail entity;
for instance, if the target is “Addis Ababa” and the
model prediction is “It is Addis Ababa,” we count
it as a hit10.

Results and Discussion All models perform
poorly in both languages in a zero-shot setting,
never surpassing 6% (Table 3). We find that the
large, generative models, GPT-4o and Aya, outper-
form the Seq2Seq models with GPT-4o having the
highest performance for zero-shot. For Tigrinya,
the mT5 model did not produce meaningful predic-
tions in the target language; we hypothesize this
is due to the language being unseen for the model
and omit the results from the table. We find that
AfriTeVa outperforms mT5 on our dataset both be-
fore and after fine-tuning. Based on these results,
we use AfriTeVa as our base model.

10For details on how we attempted to constrain model out-
puts to predict the tail entity only, refer to Appendix C.
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Tigrinya KG Amharic KG
H@1 H@10 H@1 H@10

KGT5-No-Context 6.91 28.57 32.58 52.57
KGT5-Description 5.8 23.44 32.91 43.32
KGT5-One-Hop 4.46 24.33 28.83 48.17

(ours) No-Context 5.13 26.11 29.15 54.81
(ours) Self-Context 11.83 34.59 41.37 61.87

Table 4: Comparison of our proposed method with that
of prior work for low-resourced languages where there
is limited structured data in a Monolingual setting.

4.3 Closed vs Open Domain Link Prediction

Task Description Link prediction in KG Con-
struction literature (Zhou et al., 2022) refers to
the task of predicting a tail entity given a head
entity and relation. In this section, we study the
impact of RAG for mRAKL. For a baseline compari-
son, we adopt the setting of KGT5 (Saxena et al.,
2022a) and KGT5-context (Kochsiek et al., 2023).
KGT5 is a monolingual model trained on the Wiki-
data5M (Wang et al., 2021) dataset. We use their
verbalization scheme for link prediction: given a
triple (head, relation, tail), the input to the model
is “predict tail: head | relation” and the
expected output is the tail entity. We train our base
model, AfriTeVa-base, with this scheme on our
dataset and compare it to our No-Context setup.
For comparison with our RAG-based system, we
adopt the setup from Kochsiek et al. (2023) where
the model is given additional context during train-
ing by (1) appending the description of each entity
from Wikipedia (KGT5-Description) and (2) ap-
pending the entities directly connected to the head
entity (KGT5-One-Hop).

Metric: We use H@1, H@3, and H@10 to de-
note Hit at the models’ top 1, top 3, and top 10
predictions. Hit is counted only if the prediction is
an Exact Match (EM) of the tail entity.

Results and Discussion As Table 4 shows, we
find that our proposed method with context out-
performs the adopted approach from prior work
by a 4.92 and 8.79 increase in percentage points
for Tigrinya and Amharic respectively for H@111.
While in the No-context case, the KGT5 approach
outperforms our no-context setting by 1.78 and
3.43 percentage points, we see that adding the

11Performance gain calculated by taking the difference be-
tween best-performing methods for each work.

structured context (i.e descriptions of entities from
Wikidata and one-hop connections) degrades the
performance for our target languages. Table 9
shows that structured context required by prior
work is not readily avaiable for these languages
and when it is avaiable, it rarely contains the tail
entity. We hypothesize this limited availability of
descriptions and one-hop connections in the low-
resourced languages leads to closed-domain link
prediction methods being limited for low-resourced
languages. Hence, we find that our approach of us-
ing unstructured data for retrieving context is a
better approach for low-resourced languages.

4.4 Cross-Lingual Link Prediction

Task Description In addition to the monolingual
link prediction task in Section 4.3, we propose and
perform a cross-lingual link prediction task where
the head and relation are in one language and the
tail is in another language (see §4.1). Here, we
do not compare to KGT5 or KGT5-Context as the
approach is for monolingual settings. Instead, we
compare two retrievers and a no-context setting.

Results and Discussion Table 5 shows perfor-
mance for the cross-lingual link prediction task.
We find that using the LaBSE retriever does not im-
prove performance over the BM25 retriever. How-
ever, both retriever options show a gain in perfor-
mance as compared to the no-context setup. We
also observe that the Hit@10 with Amharic as a
context is highest compared with other languages
as context depending on the available context and
the overlap with the target language. We provide
detailed analysis in Section A.2.

4.5 Additional Analysis

Effects of Multilingual Context As Table 6
shows, with the (im)perfect retriever, Multilingual
Self-Context—using multiple languages but match-
ing the language of any given prompt’s context,
question, and answer—improves performance over
training only with the target language data. The
performance boost is especially pronounced for
Tigrinya, where adding context results in a 4.69
percentage point increase compared to the Mono-
lingual Self-Context setting. As Figure 4 shows, for
the Tigrinya KG, we observe that Arabic and En-
glish each provide context for 25% of the dataset
while the Amharic and Tigrinya each provide con-
text for less than 10% of the test data. However, we
see that H@1 is the highest when Amharic provides
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Target lang. → Tigrinya Amharic
Context lang. → Amh Ara Eng Tir Avg. | Amh Ara Eng Tir Avg.

H@1
No-Context 11.64 12.08 14.06 14.06 12.97 | 35.89 31.51 36.63 8.29 33.12

LaBSE 12.10 10.29 13.17 13.62 12.30 | 34.27 30.29 36.07 10.49 32.19
BM25 15.75 12.30 14.73 13.84 14.15 | 38.52 33.58 38.22 11.17 35.27

H@3
No-Context 22.60 21.48 22.77 22.32 22.29 | 44.70 40.41 45.69 17.60 42.06

LaBSE 21.19 18.12 20.76 20.38 22.53 | 43.80 39.16 44.76 17.26 41.08
BM25 21.92 21.70 23.21 23.44 22.57 | 46.32 41.34 46.62 16.75 43.11

H@10
No-Context 39.72 36.91 38.83 38.16 38.40 | 54.65 49.86 56.04 29.95 52.14

LaBSE 39.50 36.02 36.38 37.95 37.45 | 52.48 48.28 53.52 30.80 50.22
BM25 37.67 35.35 38.17 38.62 37.45 | 54.97 50.25 55.44 30.12 52.18

Table 5: Cross-Lingual Link Prediction results broken down by the context language.

Tigrinya Amharic
None Target Avg. None Target Avg.

Mono 7.34 54.76 11.83 30.70 79.47 42.92
Multi 9.60 69.05 15.18 30.53 80.85 43.21

Table 6: Breakdown of H@1 results by the availability
of context in the target language with the (im)perfect
retriever. Results for Monolingual-Self Context (Mono)
and Multilingual-Self Context (Multi) settings.

context. As demonstrated in Table 2, 86.47% of the
tail entities in Tigrinya have corresponding labels in
Amharic. We further investigated the overlap of tail
entities between the two languages that are spelled
the same–i.e would have the same learned represen-
tation in the model–and found that 35.88% of the
tail entities in Amharic and Tigrinya share the same
spelling (Figure 11). This partially explains the
boost we observe for using Amharic context. Simi-
larly, for Amharic KG, Figure 5 shows that Arabic
provides context for 25% of the dataset while En-
glish provides context for 30%. Tigrinya provides
context for less than 1% of the data. Amharic,
the target language, provides context for 12% of
the test set. We see that performance is highest
when Amharic provides context. In both Amharic
and Tigrinya KGs, while questions without context
dominate the test set (43% and 34% respectively),
performance on those questions is the lowest, show-
ing the advantage of cross-lingual context.

Qualitative Analysis We qualitatively looked at
model predictions to get insights into what the mod-
els learned. In Figure 6, we show an example from
the BM25 retriever where the tail entity is in the

retrieved context for Arabic but not in the context
for Amharic (our target language) or English. The
Amharic context is unrelated to the query, “What
is Blue an instance of?”; the English context is re-
lated in that it talks about a blue dye, even though
it does not use the term ‘color’; the Arabic context
talks about the blue, red, and green colors of the
Azerbaijan flag, providing context that our head
entity “blue” is a type of color. In this example, we
see that our system benefits from the cross-lingual
transfer, where the entity names in the three lan-
guages are aligned and the model can correctly
predict the head entity in all three languages. This
is an instance of how our cross-lingual entity align-
ment (Sec. 4.4) works. While prior work (e.g. Zhou
et al., 2022) relies on explicitly aligning entities in
different languages, in our approach, the alignment
is done through the cross-lingual context provided
to the generative model. Refer to Appendix A for
additional qualitative analysis.

Further, we looked at cases where the transfer
language is English as compared to Arabic. Sup-
porting our hypothesis, we find that Arabic helps
with some queries that are regionally specific to the
target languages: for instance, queries like “What is
Afar’s writing script?” where the English provided
context outputs an incorrect prediction. Further, we
observe that the Arabic context helps for queries re-
lated to Middle Eastern and Asian contexts such as
“What is Arwad’s country?” and “What is Gwadar
Port’s country?” On the other hand, queries like
“What country is Madrid the capital of?” were
correctly predicted as “Spain” when English con-
text was provided, but “Afghanistan” when Arabic
context was provided. This suggests that the En-
glish context provides support for more Western
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Figure 2: Percentage of triples with the given relation
that had correct tail predictions for top 5 most frequent
relations in Amharic test set.

topics while the Arabic context provides support
for more culturally/regionally specific and Middle
East/Asian queries. Hence, there is potential for
future work to explore how to best select transfer
languages that support diverse cultures.

Bias in Data Prior work has demonstrated that
there are societal biases in Wikipedia across lan-
guages (Samir et al., 2024). Specifically in relation
to our languages of study, prior work has shown
that Wikipedia articles might contain “harmful and
abusive content.”(Nigatu et al., 2024). In light of
these prior works, it is crucial to interrogate our
findings and data. In this work, we specifically
looked at gaps between the KGs of each of the
target languages. We find that entities that exist
in Tigrinya KG but not in Amharic KG are mostly
regions in Eritrea like the Northern Red Sea Region
and Gash-Barka Region. Hence, using Amharic as
a transfer language provides data for entities shared
in common by Ethiopia and Eritrea but lacks repre-
sentation for entities that are exclusively related to
Eritrea. Similarly, we find that what is not covered
by the transfer languages for the Amharic KG is
mostly related to famous Ethiopians. Therefore,
while transfer languages can help provide context
for entities that are shared across the languages,
there are gaps in transfer language KGs for entities
that are specific to the target languages. We give
more details on this in Appendix C.

Analysis by Relation Type To understand which
relations were being correctly linked, we looked at
the triples for which our system correctly predicted
the tail. Specifically, we looked at the distribution
of the relations for which the triples were correctly
completed. We used the BM25 retriever model
setup for this analysis. For both target languages,
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Figure 3: Percentage of triples with the given relation
that had correct tail predictions for top 5 most frequent
relations in Tigrinya test set.

“diplomatic relations” is the most frequent relation
type; i.e majority of the triples in the test set have
the relation “diplomatic relations.”. In Figures 2
and 3, we show the distribution of the top 5 most
frequent relations in the Amharic and Tigrinya test
set respectively, along with the percentage of triples
with each relation that were correctly predicted by
the mRAKL system. In both target language cases,
triples with “diplomatic relations” and “neighbor-
ing country” have the least percentage of correctly
predicted tails. This could be because they have
a many-to-many relationship. On the other hand,
we observe that Amharic has higher percentage
of triples with top 5 most frequent relations cor-
rectly predicted, indicating the benefits of training
from more data as the model will have access to
additional context.

5 Conclusion

We propose mRAKL, a RAG-based approach for
mKGC in low-resourced language settings. We
have shown that a RAG-based finetuned LM can
retrieve facts that help with mKGC. In addition, our
cross-lingual entity alignment technique combines
complementary knowledge across languages and
increases the available corpus for RAG. Our exper-
imental results demonstrate that mRAKL increases
accuracy by up to 4.92 and 8.79 percentage points
for Tigrinya and Amharic, respectively, compared
with baselines. Our approach represents a step to-
wards alleviating the cultural knowledge scarcity
that LLMs typically display during pre-training.

Limitations

Our work has several limitations: First, when us-
ing the (im)perfect retriever, the extracted context
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may not be the exact context needed (see §3 and
Appendix B). However, it does correctly link the
head and relation to the tail entity. With the lim-
ited labeled data available for our languages of
focus, the heuristic method was the best option we
could come up with to provide an upper bound
on what mRAKL can achieve. Additionally, we fo-
cused our efforts on two low-resourced languages.
We do not make claims about the efficacy of our
method for other low-resourced languages; we only
had resources (human and computational) suffi-
cient to work on the two languages. However,
low-resourced languages differ in the available re-
sources; some languages may have even more lim-
ited monolingual data. To account for this, we
provide results with and without context. Addi-
tionally, the two languages are related and use the
same script. Future work can explore to what ex-
tent our approach can be extended to other low-
resourced languages. We also relied on manual
effort to construct the templates for each of the lan-
guages. While this requires human labor, we were
interested in providing high-quality data for these
languages. Future work could explore using auto-
mated methods (e.g using machine translation). Ad-
ditionally, our work does not look into co-reference
resolution, i.e, resolving multiple names of an en-
tity. Currently, our work relies on the generative
model to implicitly resolve multiple entity names.
We will explore more explicit co-reference resolu-
tion techniques in future work.
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A More Results

A.1 (im)perfect Retriever
Since we did not have labeled data, we used the
(im)perfect retriever as an upper bound for perfor-
mance. This allowed us to interrogate how well
our system performs in an ideal case and to per-
form a set of ablation studies. To check how well
the (im)perfect retriever performs compared to the
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Context Lan-
guage

(im)perfect
retriever

LaBSE

Tir 78.05 43.90
Amh 64.19 19.75
Ara 58.87 16.45
Eng 64.51 22.58

No-context in
(im)perfect

9.09 12.53

Table 7: Performance comparison of the (im)perfect re-
triever and the LaBSE retriever broken down by context
language.
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Figure 4: Effects of context from different languages on
Hits for Tigrinya.

other retrievers in our experiments, we compare
the performance of the (im)perfect retriever with
the LaBSE retriever breaking down the results by
context language. As Table 7 shows, we find that
the (im)perfect retriever outperforms the LaBSE
retriever regardless of what language the context
is in. However, the (im)perfect retriever, which
searches for the tail entity in the Wikipedia article
of the head entity, may not always retrieve context
(e.g if the head entity Wiki article does not explic-
itly mention the tail entity). In the cases where
the (im)perfect retriever does not fetch context, the
LaBSE retriever outperforms. Nonetheless, the
(im)perfect retriever provides an upper bound for
the cases where context is provided.

A.2 Multilingual Context

In this section, we provide figures and graphs to
support the results reported in Sec. . Figure 4
and Figure 5 give a breakdown of performance by
context language along with what percentage of the
context comes from which language.

A.3 Qualitative Examples

In this section, we provide qualitative evidence
that explains our system performance. In Figure
6, we show an example that demonstrates how our
system does cross-lingual entity alignment. Only
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Figure 5: Effects of context from different languages on
Hits for Amharic.

Context
Language

Context Prediction

Amharic
እና እኔም አልሰራ ካሉ ይቅር እንጂ የምን ክስ የምን ጣጣ ነው ብየ ተከራከርኩ   በርካታ
መጽሔቶችም የምን ጊዜም ታላቁ አርቲስት በማለት ይገልጹታል          ቀለም

Arabic
انتفض القيصر واقفا  للاحتجاج   وصاح القيصر في عجب   ماذا ماذا هيكل  نموذج اللون

أزرق  أحمر  أخضر أمر استخدام علم جمهورية أذربيجان  ينص على أن لون علم الدولة

دقيق

                          لون

English
That is what happened in this instance For instance  he hosted a dinner party
where he dyed all the food blue because he claimed there weren t enough
blue foods

         color

Query: ሰማያዊ የምን አይነት ነው?
      (What is Blue an instance of?)

Tail: ቀለም
   (Color)

Figure 6: Context from Arabic contains the tail entity
but context from Amharic and English does not; how-
ever, as a result of cross-lingual alignment, the genera-
tive model is correctly able to predict the tail entity in
all languages.

the Arabic context includes the target tail entity.
However, the generative model is able to predict
the tail entity in all three languages, suggesting that
it was able to correctly align the entity ‘color’ in
all the languages.

In Figure 7, we observe an example where the
Heuristic (im)perfect retriever and the BM25 re-
trieved the correct context, while the LaBSE re-
triever did not. Both the (im)perfect retriever and
BM25 were able to find a context that included the
head, relation, and tail; while the LaBSE model
context only has the head entity. The first sentence
retrieved by the LaBSE model translates to “Porto-
Novo, which was known as Ajashe, was the main
location for the Aja government.” While the con-
text contains information about the head entity, it
does not answer the query “What is Porto-Novo
a capital of?” In this case, the prediction of the
generative model with the LaBSE model was in-
correct. However, since our approach is modular,
the retriever can be improved separately which will
increase performance.

B Further Details on Methods

Here, we provide details on how we trained our
generator and retriever models. For BM25, we
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Retriever Context Prediction

Heuristic
ፖርቶ ኖቮ (Porto-Novo፤ ደግሞ Hogbonou /ሆግቦኑ/፣ Adjacé /አጃሽ/

ተብሎ) የቤኒን ዋና ከተማ ነው
         ቤኒን

BM25
ዋና ከተማዋ ፖርቶ ኖቮ ሲሆን የመንግሥቷ መቀመጫ ግን ኮቶኑ ከተማ ናት ፖርቶ
ኖቮ Porto Novo ደግሞ Hogbonou ሆግቦኑ Adjacé አጃሽ ተብሎ የቤኒን

ዋና ከተማ ነው
         ቤኒን

LaBSE

ፖርቶ ኖቮ በድሮ አጃች ሲባል የአጃ መንግሥት መቀመጫ ነበረ ኩዋውቴሞክ ብላንኮ
ብራቮ ጥር ፱ ቀን ፲፱፻፷፭ ዓ ም ተወለደ ሜክሲካዊ እግር ኳስ ተጫዋች ነው

በአርጀንቲኖስ ጁኒየርስ ቦካ ጁኒየርስ ባርሴሎና ናፖሊ ሲቪያ እና ኔዌል ኦልድ ቦይስ
በክለብ ህይወቱ የተጫወተ ሲሆን በናፖሊ ብዙ ሽልማቶችን በማግኘቱ በጣም ታዋቂ

ነው

        አርጀንቲና

Query: ፖርቶ ኖቮ የማን ዋና ከተማ ነው?
(What is Porto-Novo a capital of? )

Tail: ቤኒን
(Benin)

Figure 7: Example where the BM25 and Heuristic re-
triever were able to fetch context that includes the head,
relation, and tail while the LaBSE model context only
contains the head entity. As a result, the generative
model makes an incorrect prediction.

used the library by Lù (2024) with default settings.
Below, we describe our finetuning setup for LaBSE
and AfriTeva.

B.1 Finetuning LaBSE

While the LaBSE model (Feng et al., 2022) in-
cludes Amharic, Arabic and English, it does not
include Tigrinya. Since we do not have labeled
data for finetuning, we used the contexts from our
(im)perfect retriever to prepare training data for the
LaBSE model. The (im)perfect retriever extracts
sentences that have the tail entity from the introduc-
tion paragraph of the Wikipedia article for the head
entity. We call this retriever (im)perfect because:

• It may not always retrieve context. For in-
stance, if the tail entity is not mentioned at all
in the introduction paragraph of the Wikipedia
article, the (im)perfect retriever will not return
anything.

• Some of the sentences it retrieves may not be
a direct answer to the query. For example, if
the question is “What is Surafel Dagnachew’s
place of birth?”, the retrieved sentence may
be “Surafel Dagnachew plays for the football
team of Ethiopia.”. While it does not directly
answer the question, it does include the tail
entity.

Using the training data of both Amharic
and Tigrinya KG with context retrieved by the
(im)perfect retriever, we finetune the LaBSE model.
We use contrastive loss during training. Training
the model requires an anchor, which is the query
we are using for retrieval, and positive and neg-
ative examples. The extracted context from the

Parameter Value
training_batch_size 16
eval_batch_size 4

epochs 15 or 30
learning_rate 3e-4
lora_rank 4

lora_dropout 0.01
lora_alpha 32

Table 8: Hyperparamters for training mT5 and AfriTeVa
models.

(im)perfect retriever serve as the positive exam-
ple; i.e the model learns to increase the similarity
score between the anchor and this positive exam-
ple. To walk us through a training step, let us
take the triple (Surafel Dagnachew, place of birth,
Ethiopia). Once reformulated to question answer-
ing format, teh training data point becomes <What
is Surafel Dagnachew’s place of birth?, Ethiopia>.
For the negative examples, we first get all the sen-
tences that do not include the tail entity (in this
case, Ethiopia). We then prepare three types of
negative examples:

• Hard Negative: A sentence that does not have
any of the entities or relation (head and tail
entities or relation). (e.g “Barack Obama was
the president of the United States of Amer-
ica.”)

• Head Negative: A sentence that contains nei-
ther the tail entity nor the head entity but con-
tains the relation. (e.g “Barack Obama’s place
of birth is the United States of America.”)

• Relation Negative: A sentence that contains
neither the tail entity nor the relation but con-
tains the head entity. (e.g “Surafel Dagnachew
joined Fasil Kenema in 2018.”)

We finetuned the model for 50 epochs with a
learning rate of 3e-5 and warm up for the first 15%
of the training steps. We accessed the model and
conducted our finetuning through SentenceTrans-
formers(Reimers and Gurevych, 2019).

B.2 Model Training Hyperparameters
In Table 8, we give the hyperparameter details for
training mT5 and AfriTeVa models. For both mod-
els, we used the base model version which has
580M and 428M parameters respectively. Training
was done on two Titan RTX GPUs.
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Tigrinya (ሱራፊኤል ዳግናቸው , ቦታ ልደት, ኢትዮጵያ) (Q106368583, P19, Q115)

Step 1: Extract Triples
from Wikidata

Step 2: Get labels for the head, relation,
and tail in each language.

(  إثيوبيا ,مكان الولادة ,سورافيل داجناشيو ) 

(Surafel Dagnachew, place of birth, Ethiopia)

 (ሱራፌል ዳኛቸው , የትውልድ ቦታ, ኢትዮጵያ)

Step 3: Verbalize the triple as a question-answer
pair.

Tigrinya

English

Amharic

Arabic

ናይ ሱራፊኤል ዳግናቸው ቦታ ልደት ኣበይ እዩ?

ما هو مكان ولادة سورافيل داجناشيو ؟ 

What is Surafel Dagnachew's place of birth?

 የሱራፌል ዳኛቸው የትውልድ ቦታ የት ነው?

ኢትዮጵያ

إثيوبيا

Ethiopia

ኢትዮጵያ

Question AnswerLabelsLanguage
Triple

TigrinyaTigrinya

English

Amharic

Arabic

Language

Figure 8: Reformulating triples into question-answer pairs. In each step depicted above, we highlight the head
entity in red, the relation in blue, and the tail entity in orange. In Step 1, we start with a triple that has entity IDs and
Property ID extracted from Wikidata. In Step 2, we get the labels for each of the entity and property IDs in the four
languages; this gives us the textual representation of the entities and relations in the different languages. In Step 3,
we plug in the head entity into the corresponding template question that has the relation; i.e the head entity Surafel
Dagnachew is plugged into the template What is ___’s place of birth? and the tail entity, Ethiopia is the answer the
model will learn to predict.

C Data Description

C.1 Manual Data Preparation

For the Amharic data, the first author (L1 Amharic
speaker) prepared the template questions manually.
For the Tigrinya and English data, the first author
(L2 English and L3 Tigrinya speaker) prepared the
template questions. For the Tigrinya questions, two
L1 speakers checked and corrected any errors. For
the Arabic data, two L1 speakers created template
questions. For Amharic, Tigrinya, and Arabic, we
create questions in both male and female gender
when necessary as the three languages are gen-
dered.

C.2 Details on Knowledge Graph

As detailed in Table 2, there is a difference in
the percentage of head and tail entities in the tar-
get languages that are covered by the transfer lan-
guages. Additionally, the number of Wikipedia
articles available for each of the four languages of
study varies significantly (see Table 2. We took a
deeper look at the entities that exist in the target
language but do not exist in the transfer language.
For the Amharic KG, of the 797 head entities that
do not have textual representation in English, 268
have the tail entity “Human” and are names of
individuals. We observe that 113 of the individu-
als are names of famous Ethiopians like Birtukan
Dubale or Bahta Gebrehiwot or Ethiopian writers
like Mimi Sebhatu and Sheh Tolha Jafar. Those en-
tities are not covered by Tigrinya or Arabic. Of the
3125 head entities in Amharic KG not covered by
Arabic, 592 have tail entity “human” and are names
of individuals including famous Ethiopians as well

as writers like Harold MacGrath and James Sallis
which do exist in English KG. In the Tigrinya KG,
of the 16 head entities that do not exist in Arabic
KG, 7 of them are covered by Amharic KG and
include traditional musical instruments of Ethiopia
and Eritrea and locations in Ethiopia.

We also looked at the top 10 most frequent head
and tail entities in the two KGs. As Figures 9
and 10 show, The top 10 head entities are mostly
countries for both KGs. COVID-19 is also an entity
that appears in the Top 10 for both KGs. In terms
of top 10 tail entities, we see Amharic KG has
“human” as the most frequent entity, indicating the
KG mostly includes information about individuals
followed by “year” indicating there are a lot of head
entities that are years. The Tigrinya KG top 10 tail
entities are mostly comprised of country names,
indicating the KG is mostly represents information
about relationships between different countries.

D Zero-Shot Prompts

In this section, we give an example of the prompt
we used for the zero-shot experiment in §4.2. For
both Aya and GPT-4o, we used the same prompt.
For a given target language, we take the reformu-
lated question, Q, and design our prompt as fol-
lows:

Please provide an answer for the following
[LANGUAGE] question. Please keep your
response to three words maximum and output
the answer ONLY. Question: [Q] ?

Answer:

We attempt to constrain the model output to the
tail entity only by instructing the model to output
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Figure 9: Figure showing top 10 head and tail entities in Amharic KG. English translations for entities are provided
in parentheses.
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Figure 10: Figure showing top 10 head and tail entities in Tigrinya KG. English translations for entities are provided
in parentheses.
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Figure 11: Tail entities that are spelled the same in
Amharic and Tigrinya, allowing for shared representa-
tion in the model. We find that most of the shared tail
entities are names of countries, cities and regions.

Tigrinya Amharic

%
con.

%
tail

%
con.

%
tail

KGT5-Description 49.77 1.78 6.3 0.71
KGT5-One-Hop 48.83 0.89 25.77 1.65

Table 9: Percentage of context extracted from Wikidata
Description and through One-Hop connections along
with percentage of how many of the contexts have the
tail entity. (Con. refers to context.)

the answer only and asking it to keep the prediction
at a maximum of 3 words. With manual inspection,
we observed that the model might output additional
tokens or words. Hence, we adjusted our evalua-
tion function to count a prediction as correct if it
contains the tail entity.

D.1 Details on KGT5 Setting
We compared our approach with the scheme
used in KGT5 (Saxena et al., 2022a) and KGT5-
context (Kochsiek et al., 2023). When comparing
the Description and One-Hop connection-based
schemes for providing context, we found that the
performance did not improve or the two target lan-
guages. We hypothesized this could be due to the
fact that the knowledge graphs are too small for the
models to learn good enough representations on
their own and the requirement for structured and la-
beled data constrained how useful (Kochsiek et al.,
2023) approach would be for these low-resourced
languages. Table 9 corroborates this hypothesis.
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