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Abstract

Omnimodal Large Language Models (OLLMs)
have shown significant progress in integrating
vision and text, but still struggle with inte-
grating vision and audio, often exhibiting sub-
optimal performance when processing audio
queries compared to text queries. This dispar-
ity is primarily due to insufficient alignment be-
tween vision and audio modalities during train-
ing, leading to inadequate attention to visual
information when using audio queries. To miti-
gate this issue, we propose a Self-Knowledge
Distillation (Self-KD) training method where
the vision-text component of the OLLM serves
as the teacher and the vision-audio component
as the student. This enables the model to pro-
cess audio in a manner analogous to its text pro-
cessing. Our experimental results demonstrate
that Self-KD is an effective method for enhanc-
ing the vision-audio capabilities of OLLMs
by learning from the vision-text components,
which subsequently improves the interaction
between audio and images and results in im-
proved performance on multimodal tasks1.

1 Introduction

Recent years have witnessed significant advance-
ments in large language models (LLMs) (Achiam
et al., 2023; Touvron et al., 2023; Yang et al., 2024),
which have catalyzed the development of multi-
modal large language models (MLLMs) (Wang
et al., 2024b; Chen et al., 2024b; Liu et al., 2024;
Fang et al., 2024; Chu et al., 2024; Tang et al.,
2024). This progress marks a paradigm shift in how
machines understand and interact with the world,
with omnimodal large language models (OLLMs)
(Hurst et al., 2024; Team et al., 2023; Fu et al.,
2024; Xie and Wu, 2024; Fu et al., 2025; Li et al.,
2024, 2025a; Chen et al., 2024a; Luo et al., 2025)

*Work done during an internship at Unisound.
†Corresponding authors.
1https://github.com/isruihu/Self-KD
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Figure 1: An example of the OLLM correctly answering
text question but giving incorrect response to the same
question in audio form.

emerging as a new frontier. These models, ex-
emplified by GPT-4o (Hurst et al., 2024), demon-
strate advanced capabilities in visual, linguistic,
and auditory functionalities, promising more natu-
ral and comprehensive interactions. However, de-
spite these advancements, a critical gap remains
in the performance of OLLMs when processing
vision-text versus vision-audio inputs. Specif-
ically, OLLMs often exhibit suboptimal perfor-
mance on vision-audio tasks compared to their
vision-language counterparts. For instance, replac-
ing a text question with its audio equivalent can
result in contradictory responses from the mod-
els. As illustrated in Figure 1, when the text ques-
tion “What’s the name of the book on the
top of the pile?” is posed to Megrez (Li
et al., 2025a), the model accurately responds with
“Ariel”. However, when the same question is con-
verted into audio, it erroneously answers “Plays
pleasant”. This inconsistency is prevalent across
various OLLMs, indicating that the models exhibit
different behaviors when processing vision-text and
vision-audio inputs.

To systematically evaluate this gap, we synthe-
size text questions from existing vision-language
benchmarks into audio using Text-to-Speech (TTS)
technology. The results reveal that the vision-audio
performance of OLLMs significantly lag behind
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their vision-text performance. Notably, these in-
correct audio responses, as illustrated in Figure
1, share a common thread: they are consistently
image-relevant, despite being factually inaccurate.
This observation implies that the models are pro-
cessing both audio and visual cues but failing to
synthesize them into correct answers.

Furthermore, we visualize the attention weights
of OLLMs when processing input information and
observe that the models show higher attention to
query tokens in audio queries than in text queries,
while exhibiting lower attention to vision tokens
in audio queries compared to text queries. This
indicates that OLLMs struggle to effectively inte-
grate visual and audio information. It is hypoth-
esized that this observation arises from a relative
deficiency in the alignment between vision and
audio compared to vision and text. To evaluate
these alignments, we developed a new benchmark
MMAlign (See sec 3.2). The results confirm that
the alignment between vision and audio is indeed
weaker than that between vision and text. This
discrepancy stems from the fact that during the
alignment phase, OLLM only aligned vision and
text as well as audio and text, without directly align-
ing vision and audio. The model could only learn
to process vision-audio inputs during the vision-
audio SFT phase. Based on these results, we can
conclude that conventional vision-audio SFT alone
is insufficient for enabling the model to effectively
integrate vision and audio.

To mitigate this issue, we propose a Self-
Knowledge Distillation (Self-KD) training frame-
work. In this framework, the vision-text component
of the OLLM serves as the teacher model, while the
vision-audio component acts as the student model.
Unlike conventional vision-audio SFT, Self-KD
uses the vision-text outputs of the model as soft
labels to guide the training of the vision-audio com-
ponent. After distillation, the student component
learns the behavior of the teacher component, for
instance, allocating more attention to vision tokens,
thereby enhancing vision-audio performance. In
summary, our contributions are as follows:

• We identify and analyze the significant
gap in performance between vision-language
and vision-audio capabilities in OLLMs, at-
tributed to insufficient alignment and between
images and audio.

• We propose a Self-KD training framework
that leverages the vision-text component to

guide the training of the vision-audio compo-
nent, promoting better alignment and integra-
tion of visual and audio information.

• We conduct extensive experiments on vari-
ous models and datasets, demonstrating that
Self-KD significantly enhances vision-audio
performance compared to conventional vision-
audio SFT.

2 Evaluation of Audio-Vision Capability
for OLLM

Currently, the evaluation of OLLMs focuses sep-
arately on their vision-language (VL) and audio
capabilities, overlooking a holistic assessment of
their vision-audio (VA) capability. In this section,
we first generate VA benchmarks based on existing
VL benchmarks and then conduct a comprehensive
evaluation of OLLMs.

2.1 Setup

Datasets Preparation. We select MME (Fu et al.,
2023), HallusionBench (Guan et al., 2024), Re-
alWorldQA (xai, 2024), TextVQA (Singh et al.,
2019), ChartQA (Masry et al., 2022), DocVQA
(Mathew et al., 2021), and InfographicVQA
(Mathew et al., 2022) as the VL evaluation datasets.
We then synthesize the text questions in these
datasets into audio using TTS (Text-to-Speech)
technology. To ensure reproducible evaluation re-
sults, we use VLMEvalKit (Duan et al., 2024) uni-
formly for all evaluations with a zero-shot manner.

OLLMs. We select three open-source OLLMs,
VITA (Fu et al., 2024), VITA-1.5 (Fu et al., 2025),
and Megrez (Li et al., 2025a) for testing, with pa-
rameter sizes of 8×7B, 7B, and 3B, respectively.

2.2 Performance Gap

There is a gap between the vision-audio and
vision-language capabilities of OLLMs. We eval-
uate the OLLMs on both VL and VA datasets, with
the results presented in Table 1. All models exhib-
ite relatively strong performance under text-based
queries, achieving scores around 70. However,
when the same questions are posed in audio form,
the performance of all models declined to varying
degrees. Specifically, VITA exhibits the most sub-
stantial decline, with an average decrease of 62.2,
Megrez demonstrates the least decline, but still ex-
periences a reduction of 19.2. These results suggest
that current open-source OLLMs generally possess
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Table 1: Vision tasks performance of different OLLMs. In the query, "Text" indicates that the question is posed
using text, while "Audio" indicates that the question is posed using audio.

Model Query M
M

E
Tex

tV
QA

Hall
uB

CQAH

CQAA

Doc
VQA

Inf
oV

QA

RW
QA

Ave
rag

e

VITA-8x7b
Text 84.81 71.52 40.98 65.60 87.60 84.49 63.85 61.44 70.04

Audio 5.36 4.55 22.79 6.40 7.76 7.63 5.36 2.88 7.84
∆Gap 79.45 66.97 18.19 59.20 79.84 76.86 58.49 58.56 62.20

VITA-1.5-7B
Text 86.44 72.85 45.04 65.12 87.52 88.51 60.64 64.58 71.34

Audio 32.11 44.32 14.92 27.60 67.12 47.39 23.01 33.73 36.28
∆Gap 54.33 28.53 30.12 37.52 20.40 41.12 37.63 30.85 35.06

Megrez-3B
Text 80.21 90.66 52.30 48.72 82.32 78.56 47.91 70.98 68.96

Audio 57.52 51.25 36.48 36.88 71.60 63.38 30.57 50.07 49.72
∆Gap 22.69 39.41 15.82 11.84 10.72 15.18 17.34 20.91 19.24
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Figure 2: The "Yes" ratio of OLLMs in MME and Hal-
lusionBench datasets.

weaker capabilities in integrating images and audio
compared to integrating images and text.

Models exhibit a higher "Yes" bias when us-
ing audio to query compared to text: In Figure
2, we present the "Yes" ratio of OLLMs on the
MME and HallusionBench datasets. Both MME
and HallusionBench are yes-or-no datasets, and the
"Yes" ratio reflects the model’s output bias. The
ground truth "Yes" proportions are 50% for MME
and 42% for HallusionBench. For MME, the "Yes"
ratio for all models exceeds 50% with audio query,
indicating a higher preference for "Yes". In con-
trast, the "Yes" ratio for text queries is close to 50%,
suggesting that the model exhibits no significant
bias when using text queries. For HallusionBench,
the model demonstrates a moderate of "Yes" bias
when using text queries, which is further amplified
when using audio queries.

Models exhibit a tendency to provide relevant
but inaccurate answers to audio-based ques-
tions: In the VQA task, models are required to

Question: What’s the letter in the red
hat?

Response to audio query: TEXAS

Response to text query: T

Question: What’s the
least popular game in the

chart?

Response to audio query:
Puzzle

Response to text
query: Simulation

Question: How many
games in the chart have

over 40 ratings?

Response to audio query:
Senven

Response to text
query: Four

Q1 Q2

Figure 3: Examples of OLLMs provide relevant but in-
accurate answers to audio questions. (top) An example
from ChartQA. (bottom) An example from TextVQA.

integrate image and question to generate accurate
answers. We observe that when using text queries,
models can accurately combine the question and
the image to produce correct answers. However,
when using audio queries, although the answers
are relevant to the images and meet the question
requirements, they are often inaccurate.

For example, as shown in the top part of Fig-
ure 3, when querying VITA-1.5 with the audio
question “What’s the least popular game in
the chart?” from ChartQA dataset, the model
responded with “Puzzle”, which is a game listed
in the chart but not the least popular one. Sim-
ilarly, the response “Seven” represents the total
number of games rather than the correct answer to
the question “How many games in the chart
have over 40 ratings?”. The bottom part of
Figure 3 and Figure 1 show similar cases of Megrez
in the TextVQA dataset, indicating that this phe-
nomenon is widely present in current OLLMs.
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Figure 4: Layer-wise variation of attention weights assigned to different types of tokens (including query, vision,
and response) in OLLMs. “A→B” means the attention weights from A to B.

3 Why is OLLM’s Audio-Vision
Capability Weaker?

Given that OLLMs exhibit inferior performance on
vision-audio tasks compared to vision-text tasks,
what factors contribute to this discrepancy? In
this section, we first show that when processing
vision-audio inputs, the attention weights of query
tokens to vision tokens are lower than when pro-
cessing vision-text inputs. We then build a new
benchmark MMAlign to evaluate the alignment be-
tween the audio modality and the image modality,
as well as between the text modality and the vision
modality within OLLMs. The results show that the
alignment between audio and vision is significantly
weaker than that between text and vision. Finally,
we discuss the connection between the model train-
ing process and vision-audio capability, suggesting
that models need to enhance the integration of vi-
sion and audio during training.

3.1 Attention Weight Analysis

To find out the behavioral differences of the model
in processing vision-text and vision-audio inputs,
we measure the attention weights assigned to dif-
ferent token types at each layer. For each sam-
ple, we can represent the input and output as
“<system><image><query><response>”, where
the "<query>" can be in text or audio form. For
a causal language model, the model relies solely
on the preceding input information when generat-
ing sequences. Thus, the assignment of attention
weights can reflect the model’s behavior in process-
ing sequence information.

Query tokens pay less attention to vision
tokens under audio queries than under text

queries: In Figure 4(a), we present how the at-
tention weights from query tokens to image tokens
and to themselves vary across different layers in
Megrez (Li et al., 2025a). This reflects how the
model processes the input information to prepare
for output. Consistent with the findings of Bi et al.
(2024); Zhang et al. (2025), we observe that the
model’s attention to vision tokens is high in the
early layers, regardless of whether the query is text
or audio. However, in the middle and later lay-
ers of the model, when using an audio query, the
attention weights from the query tokens to the vi-
sion tokens are consistently lower than those with
a text query. In contrast, the model focuses more
on the query token itself. This suggests that the
model may struggle to effectively integrate audio
and visual information in the later layers, leading
to the inferior performance on vision-audio tasks
compared to vision-text tasks.

Response tokens show similar attention to in-
put tokens between audio and text queries: In
Figure 4(b), we present how the attention weights
from response tokens to image tokens, query to-
kens, and to themselves vary across different lay-
ers. The model’s attention to both vision and query
tokens shows little difference between audio and
text queries. This indicates that the model consid-
ers both the image and the query when generating
a response to an audio question, consistent with
our observations in Section 2.2, where we find that
the model’s responses to audio queries are relevant
to both the image content and the query content.
This further suggests that the primary cause of the
performance discrepancy lies in the insufficient in-
tegration of audio and vision information.
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GT Answer: The first one

Question:
First sentence: the white hose and the black fence.
Sencond sentence: the black hose and the white fence.
Question: Based on the image, which sentence is correct, the
first one or the second one?

GT Answer: The second one

Question:
First sentence: the clock tower is in front of the building.
Sencond sentence: the building is in front of the clock tower.
Question: Based on the image, which sentence is correct, the
first one or the second one?

Figure 5: Test samples of MMAlign. The top one is
relation type and the bottom one is attribute type.

3.2 MMAlign: Evaluation on Modality
Alignment

According to prior work (Bi et al., 2024), attention
distribution to some extent reflects the alignment
between different modalities. Therefore, we hy-
pothesize that within OLLMs, the alignment be-
tween vision and audio is weaker than that between
vision and text. To test this hypothesis, we con-
struct the MMAlign benchmark based on the ARO
dataset (Yüksekgönül et al., 2023) to compare the
degree of alignment between vision-text and vision-
audio within OLLMs. Specifically, ARO (Yük-
sekgönül et al., 2023) is a dataset for testing the
image understanding capabilities of VLMs, e.g.,
CLIP (Radford et al., 2021). Each sample contains
an image and two short captions, including one cor-
rect caption and one perturbed caption. Depending
on the type of perturbation, it can be divided into
relation perturbation, attribute perturbation, and
word order perturbation.

As shown in Figure 5, we build MMAlign by
combining the two captions into a single question,
asking the model to select the correct one from the
two sentences. To ensure the semantic correctness
of the sentences, we only consider the relation and
attribute types, resulting in a total of 600 samples.
Each sample contains a text question, its corre-
sponding audio version, and a correct answer.

Table 2 shows the results of OLLMs on MMA-
lign. The results for all models demonstrate bet-
ter performance with text queries than with audio
queries, indicating that the alignment between au-
dio and vision is still not on par with that between
text and vision. The models’ performance on at-
tributes is slightly better than on relations, indicat-
ing that the models’ understanding of the relation-
ships between objects in images is weaker than
their understanding of attributes.

Table 2: Results on MMAlign.

Model Query Relation Attribute Average

VITA Text 61.33 68.00 64.67
Audio 1.33 2.33 1.83

VITA-1.5 Text 74.00 77.33 75.67
Audio 31.33 34.33 32.83

Megrez Text 54.33 59.67 57.00
Audio 50.00 52.00 51.00

3.3 Limitation of the Training Process of the
current OLLMs

The training process for current OLLMs (Fu et al.,
2025; Li et al., 2024) can be divided into four steps:

• Vision-Text Alignment: This step aims to
bridge the gap between vision and text, en-
abling the model to understand visual infor-
mation and align it with text embeddings.

• Vision-Text SFT: This step further trains the
model to understand image content and an-
swer image-related questions based on instruc-
tions, building on the foundation of visual
alignment.

• Audio-Text Alignment: This step aims to
bridge the gap between audio and text, en-
abling the model to understand audio inputs.

• Vision-Audio SFT: This step further trains the
model to understand audio and answer image-
related questions based on audio instructions,
building on the foundation of audio alignment.

Unlike vision and text, vision and audio have not
been directly aligned at any stage. This is because,
due to the characteristics of LLMs, we can only
construct the training loss based on text. As a result,
we are unable to directly model the alignment task
between vision and audio. Therefore, we expect
the model to learn to organically integrate vision
and audio to complete downstream tasks during the
vision-audio SFT stage. However, our experimen-
tal results show that the current vision-audio SFT
does not achieve the same effect as vision-text SFT.

4 A Simple Improvement:
Self-Knowledge Distillation from
Vision-Text to Vision-Audio

Our analysis shows that vision-text surpasses
vision-audio in both modality alignment and down-
stream task performance. A natural way to bridge
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Figure 6: Illustration of our proposed Self-Knowledge Distillation training framework.

this gap is through knowledge distillation (Hin-
ton, 2015), where the vision-text component of the
OLLM serves as the teacher and the vision-audio
component as the student. Since both originate
from the same model, we refer to this method as
Self-Knowledge Distillation (Self-KD) of OLLM,
which can be used to enhance the effect of vision-
audio SFT. Figure 6 illustrates the Self-KD training
framework.

Vision-Audio SFT. We can represent a vision-
text SFT dataset as [XT , Y ], where XT are inputs
and Y are text answers, the current common prac-
tice is to convert the text question in XT into au-
dio to obtain vision-audio inputs XA and train the
model on [XA, Y ]. The conventional vision-audio
SFT loss function can be expressed as:

LSFT = Exa∼XA,y∼Y [− log pS(y|xa)] , (1)

where pS is the vision-audio component of the
OLLM, comprising the vision encoder, audio en-
coder, and the LLM. After vision-audio SFT, the
OLLM is expected to learn to process vision-audio
inputs. However, our results show that with con-
ventional vision-audio SFT, the model’s ability to
integrate vision and audio to generate correct re-
sponses remains insufficient.

Self-KD. We define pT as the vision-text com-
ponent of the OLLM, which includes the text em-
bedding layer, the vision encoder and the LLM
of the OLLM. Given that pT outperforms pS , we
use pT as the teacher model and pS as the student
model, employing KL divergence as the loss func-
tion for self-knowledge distillation. The formula is

as follows:

LSelf-KD = KL(pT ∥ pS)

= Exa∼XA,xt∼XT ,y∼Y

[
log

pT (y|xt)
pS(y|xa)

]
.

(2)

As shown in Figure 6, unlike conventional knowl-
edge distillation, where the teacher and student
models use the same input, in Self-KD, the teacher
model’s input xt is the vision-text sample, while
the student model’s input xa is the corresponding
vision-audio sample. For the final training, we can
combine the SFT loss and the Self-KD loss, and
use a hyperparameter to control their proportions:

L = αLSelf−KD + (1− α)LSFT . (3)

5 Experiment

5.1 Experimental Setup
To verify the effectiveness of Self-KD, we chose
to expand the audio modality on existing LVLMs
to obtain OLLMs because they have already com-
pleted alignment and SFT on vision-text data.

Models. We select the InternVL2 series (Chen
et al., 2024c) and Qwen2VL series (Wang et al.,
2024a) as our base models due to their excellent
performance and the availability of multiple sizes.
Following (Li et al., 2024; Chu et al., 2024), we
use the Whisper-large-v3 model (Radford et al.,
2023) as the audio encoder and a one-layer MLP
as the projector to convert audio features to LLM
embeddings.

Training. For audio-text alignment, we col-
lect ASR datasets such as LibriSpeech (Panayotov
et al., 2015), Common Voice (Ardila et al., 2019),
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Table 3: Performance comparison between conventional vision-audio SFT and Self-KD training (KD ratio=1). The
first row for each model shows the performance using text queries.

Model Method M
M

E
Tex

tV
QA

Hall
uB

RW
QA

CQAH

CQAA

Doc
VQA

Inf
oV

QA

Ave
rag

e

InternVL2-1B
- 67.2 57.62 24.64 49.93 44.48 72.4 48.32 32.87 49.68

SFT 27.52 16.58 16.27 25.75 17.92 29.52 17.67 18.07 21.16
Self-KD 47.63 43.09 19.23 27.19 29.84 42.96 36.14 24.63 33.84

InternVL2-2B
- 68.05 63.84 30.02 53.99 49.76 72.8 54.69 38.41 53.94

SFT 43.47 26.16 19.45 28.76 18.32 13.2 18.21 12.61 22.52
Self-KD 40.69 51.55 23.14 35.69 32.64 40.88 40.24 27.8 36.58

InternVL2-4B
- 76.99 64.04 35.65 57.12 59.36 80.48 56.79 44.58 59.38

SFT 50.39 35.53 27.5 38.17 23.6 33.76 27.83 20.95 32.22
Self-KD 54.29 53.33 28.64 38.43 39.68 48.88 43.19 31.99 42.3

InternVL2-8B
- 76.74 75.31 39.73 69.52 91.44 84.99 61.66 59.87 69.91

SFT 44.02 45.76 27.08 28.08 43.20 48.78 36.42 36.34 38.71
Self-KD 43.78 63.37 31.49 43.60 69.76 71.36 49.52 38.69 51.45

Qwen2VL-2B
- 74.98 74.82 39.69 59.22 53.44 86.08 81.08 48.89 64.77

SFT 54.3 54.82 28.17 40 36.32 61.6 59.45 34.98 46.21
Self-KD 57.41 67.77 32.82 45.1 41.12 68.72 67.91 39.77 52.58

Qwen2VL-7B
- 83.4 77.09 47.39 70.98 70.16 90.8 89.75 71.5 75.14

SFT 71.14 73.27 43.01 51.37 62.88 88 85.04 67.28 67.75
Self-KD 70.04 73.87 43.74 50.46 64.96 89.28 85.69 68.08 68.27

GigaSpeech (Chen et al., 2021), and Libriheavy
(Kang et al., 2024), totaling 988k samples. For
vision-audio SFT and self-KD training, we first
sample 50k instruction-following samples from
llava-1.5-mix-665k (Liu et al., 2024) and then con-
verte the text questions into audio. See Appendix
A for more training details.

5.2 Main Results

We conducted extensive experiments on different
types and sizes of base models. Based on the results
in Table 3, we can draw the following conclusions:

The gap between VL and VA capabilities is
widespread. After performing audio-text align-
ment and audio-vision SFT, the gap between VL
and VA capabilities persists in various models. This
suggests that even with effective audio-text align-
ment, audio cannot yet fully replace text when in-
teracting with images.

Model’s VL capability is directly proportional
to its acquired VA capability after audio-vision
SFT. For example, InternVL2-8B has the best VL
performance (69.91) in its series, and after SFT
with the same data, its VA performance (38.71)
is also the best. This suggests that models with
stronger VL capabilities tend to achieve better VA
performance after vision-audio SFT. Therefore,
when developing OLLMs, it is advisable to pri-
oritize enhancing their VL capabilities.

Self-KD training can reduce the gap between
a model’s VL and VA capabilities. The results
in Table 3 show that, with the same training data,
using Self-KD compared to conventional SFT can
enable the model to achieve better VA performance.
Similarly, the effectiveness of Self-KD is also di-
rectly proportional to the model’s VL capability,
which is understandable because Self-KD uses the
model’s VL component as the teacher. The im-
provement of Self-KD on the Qwen series is rela-
tively smaller than that on the Intern series. This
may be because the Qwen series models have bet-
ter alignment between vision and text, as indicated
by their performance at the same scale. Thus, a
standard vision-audio SFT can yield satisfactory
results after audio-text alignment.

5.3 Further Analysis

Self-KD aligns the model’s behavior when it pro-
cesses vision-audio and vision-text inputs. To
examine the behavioral differences between mod-
els trained with Self-KD and conventional SFT,
we visualize the attention weights of the models.
We refer to the teacher component as the "base
model" and the model with audio-text alignment
but without vision-audio SFT as the "ASR model".
As shown in Figure 7, the ASR model exhibits
higher attention to query tokens and lower atten-
tion to vision tokens compared to the base model.
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(c) InternVL2-8B

Q V: Base Model
Q V: SFT Model

Q V: KD Model
Q V: ASR Model

Q Q: Base Model
Q Q: SFT Model

Q Q: KD Model
Q Q: ASR Model

Figure 7: Layer-wise variation of attention weights assigned to different types of token. Q->V means attention from
query tokens to vision tokens, Q->Q means query tokens to query tokens.

Table 4: Comparison of conventional vision-audio SFT
and Self-KD training on MMAlign.

Model Relation Attribute
SFT Self-KD SFT Self-KD

InternVL2-1B 42.67 50.67 45.33 47.33
InternVL2-2B 49.00 50.00 47.67 49.67
InternVL2-4B 47.67 52.33 50.67 50.00
InternVL2-8B 53.33 57.33 54.67 56.00
Qwen2VL-2B 50.67 51.33 51.33 55.00
Qwen2VL-7B 71.00 71.33 58.33 61.67

Average 52.39 55.50 51.28 53.44

After vision-audio SFT, this gap narrows, but only
marginally. In contrast, the model trained with
Self-KD shows a smaller difference in attention
allocation relative to the base model. This indicates
that Self-KD effectively brings the model’s behav-
ior with vision-audio input closer to its behavior
with vision-text input. Figure 9 in the Appendix B
further illustrates this behavioral consistency.

Self-KD enhances the alignment between vi-
sion and audio. As shown in Table 4, compared
to conventional vision-audio SFT, models trained
with Self-KD achieved better overall results on
MMAlign. This indicates that, even though we did
not directly align audio and vision during training,
learning from the teacher component’s behavior
can indirectly promote the alignment between au-
dio and vision.

5.4 Ablation Study

KD Loss Ratio. Figure 8 shows the results for dif-
ferent values of the KD loss ratio α (see Appendix
C for detailed results). Performance improves as
the KD ratio increases, with the best average results
achieved at a KD ratio of 0.75. This indicates that
KD and SFT can mutually enhance each other’s
effectiveness.
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Figure 8: Ablation results for KD ratio α.

6 Related Works

Omnimodal Large Language Models. Recent
advancements in multimodal large models have pri-
marily focused on Vision-Language Models, e.g.,
CLIP (Radford et al., 2021), followed by models
such as Intern-VL (Chen et al., 2024b), which use
MLPs to integrate vision encoders and LLMs for
enhanced semantic alignment. Audio-Language
Models, like Qwen-Audio (Chu et al., 2024), com-
bine audio encoders with LLMs to directly map
audio signals to text. Recently, Omnimodal Large
Language Models (OLLMs) have emerged, inte-
grating vision, audio, and text by aligning their
encoders during training for end-to-end process-
ing. Models such as VITA (Fu et al., 2024, 2025),
Mini-Omni2 (Xie and Wu, 2024), MiniCPM-o
(MiniCPM-o Team, 2025), Baichuan-Omni (Li
et al., 2024, 2025b) and Qwen2.5-Omni (Xu et al.,
2025) have demonstrated strong multimodal per-
formance.
Knowledge Distillation in MLLMs. Knowledge
distillation (Hinton, 2015; Gu et al., 2024; Wang
and Yoon, 2021) has recently been applied to multi-
modal large language models (MLLMs). For exam-
ple, LLaVA-MoD (Shu et al., 2024) and LLaVA-
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KD (Cai et al., 2024) use knowledge distillation to
transfer the performance of large teacher models
to smaller student models. This paper proposes
a self-knowledge distillation method, dividing the
same model into teacher and student components
to bring the vision-audio capabilities of OLLMs
closer to their vision-text capabilities.

7 Conclusions

This paper investigates the issue of integration of
audio and vision in OLLMs. We find that, for vi-
sual question answering tasks, performance with
audio queries is significantly lower than with text
queries. Further analysis reveals that this disparity
arises from insufficient alignment between images
and audio during training, leading to inadequate
attention to images when using audio queries. To
address this, we propose a Self-Knowledge Distil-
lation training method, where the vision-text com-
ponent serves as the teacher and the vision-audio
component as the student. This approach aims to
align the model’s vision-audio capability with its
vision-text capability. Experimental results show
that our method effectively improves the interac-
tion between audio and images during model in-
ference, outperforming existing baseline models in
benchmark performance.

8 Limitations

This paper propose a self-knowledge distillation
training method for OLLMs, however, there are
two limitations in this work. Firstly, under the
knowledge distillation paradigm, we need to gen-
erate soft labels through teacher model inference,
which increases the training cost compared to con-
ventional SFT. Second, the vision-audio (VA) per-
formance of models after Self-KD still falls short
of their vision-text (VL) performance, suggesting
that there is still room for improvement in OLLM
training.
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The children in the image are wearing a variety
of colorful outfits. Here is a detailed
description of each child's attire:
1. **First Child (Leftmost)**: The child is
wearing a striped sweater with horizontal
stripes in shades of red, white, and possibly a
dark color. The sweater is paired with blue
jeans.
2. **Second Child**: This child is wearing a
bright yellow sweater. The sweater has a
simple, solid color design without any patterns.
3. **Third Child**: The child is wearing a blue
long-sleeved shirt. The shirt has a collar and a
button-down front.
4. **Fourth Child**: This child is wearing a red
sweater with a distinctive pocket on the front.
The sweater has a simple, solid color design.
5. **Fifth Child**: The child is wearing a
multicolored sweater with horizontal stripes in
shades of green, orange, and blue. The sweater
has a collar and a button-down front.
Each child's outfit is vibrant and colorful,
contributing to a cheerful and lively
appearance in the image.

The children are wearing a variety of
colorful clothes. Starting from the left:
1. The first child is wearing a red and
white striped sweater with a white
shirt underneath.
2. The second child is wearing a
yellow sweater.
3. The third child is wearing a blue
sweater.
4. The fourth child is wearing a red
sweater with a small white pocket on
the front.
5. The fifth child is wearing a green
and orange striped sweater.
Each child's outfit is distinct and adds
to the vibrant and cheerful
atmosphere of the image.

The children in the image are
wearing a variety of colorful
clothes. One child is wearing a
red sweater, another is wearing
a yellow sweater, and a third
child is wearing a blue sweater.
Additionally, there is a child
wearing a red shirt and another
child wearing a green shirt. The
children's clothing choices
showcase a range of colors and
styles, making the group
visually appealing and diverse.

Audio: Describe the color
of the dress of the kids.

Base Model (text query)Conventional SFT Model Self-KD Model

Figure 9: An example shows the output differences between three models: conventional SFT model, Self-KD model,
and base model. The Self-KD model has very similar output to the base model.

Table 5: Ablation results of different KD loss ratio.

Model KD ratio M
M

E
Tex

tV
QA

Hall
uB

RW
QA

CQAH

CQAA

Doc
VQA

Inf
oV

QA

Ave
rag

e

InternVL2-1B

0 27.52 16.58 16.27 17.92 29.52 17.67 18.07 25.75 21.16
0.25 26.52 22.70 16.78 21.12 35.12 37.48 24.45 28.76 26.62
0.5 27.31 29.23 17.80 24.08 41.04 42.82 25.50 27.97 29.47
0.75 46.04 40.68 18.22 27.20 45.52 49.62 28.77 28.24 35.53
1.0 47.63 43.09 19.23 29.84 42.96 36.14 24.63 27.19 33.84

InternVL2-2B

0 43.47 26.16 19.45 18.32 13.20 18.21 12.61 28.76 22.52
0.25 47.35 37.56 19.62 23.52 26.48 43.67 21.60 31.63 31.43
0.5 38.71 47.36 22.61 26.00 37.52 52.73 27.17 33.99 35.76
0.75 43.85 54.04 25.07 28.80 45.04 58.45 31.66 34.25 40.15
1.0 40.69 51.55 23.14 32.64 40.88 40.24 27.80 35.69 36.58

A Training Details

The entire training process is completed on eight
A100 GPUs. For audio-text alignment, we set the
batch size to 128, which takes about 4 hours. For
vision-audio SFT and Self-KD, we set the batch
size to 64, and each training session takes approx-
imately half an hour and one hour, respectively.
The learning rate is set to 4e-5 throughout the train-
ing process, and we employ a cosine-type learning
rate decay strategy. Both training stages are con-
ducted for only one epoch. To avoid degrading the
model’s vision-language performance, we freeze
the LLM and vision encoder, and only train the
audio encoder and its corresponding MLP layer.

B Case Study

In Figure 9, we present an example comparing the
output differences between models trained with

conventional vision-audio SFT and trained with
Self-KD. We use the output of the base model as a
reference. Faced with the request “Describe the
color of the dress of the kids”, the base
model can accurately describe the dress of each
kid. The Self-KD model also describes each child
but with less detail compared to the base model,
while the SFT model can only provide a general
description of the overall image.

C Ablation Study

Table 5 shows the detailed results of different KD
loss ratios. When the KD ratio is relatively high,
the models achieve better results. Specifically,
when the KD ratio is set to 0.75, the models achieve
the best average performance.
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