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Abstract

Document Image Translation (DIT), which
aims at translating documents in images from
source language to the target, plays an im-
portant role in Document Intelligence. It re-
quires a comprehensive understanding of doc-
ument multi-modalities and a focused con-
centration on relevant textual regions during
translation. However, most existing methods
usually rely on the vanilla encoder-decoder
paradigm, severely losing concentration on key
regions that are especially crucial for complex-
layout document translation. To tackle this is-
sue, in this paper, we propose a new Query-
Response DIT framework (QRDIT). QRDIT
reformulates the DIT task into a parallel
response/translation process of the multiple
queries (i.e., relevant source texts), explicitly
centralizing its focus toward the most relevant
textual regions to ensure translation accuracy.
A novel dynamic aggregation mechanism is
also designed to enhance the text semantics
in query features toward translation. Extensive
experiments in four translation directions on
three benchmarks demonstrate its state-of-the-
art performance, showing significant transla-
tion quality improvements toward whole-page
complex-layout document images.

1 Introduction

Document image translation is a fundamental task
in which model translates documents in images
from source language to the target (Zhang et al.,
2023). It plays a critical role in various applica-
tions such as cross-lingual document retrieval, sum-
marization, and information extraction (Cui et al.,
2021). However, performing DIT in real-world sce-
narios faces many difficulties including intricate
layouts, complex multi-modality semantics, and
cross-lingualities, etc.

Basically, DIT is formulated as an image/text-
to-text transformation task. Early works (Afli and
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Figure 1: Comparison of different DIT frameworks. (a)
Existing methods directly input the image and OCR
results to a text-only or multi-modal encoder-decoder,
overlooking the focus on key regions during translation.
(b) In contrast, our proposed QRDIT based on Query-
Response framework is capable of allocating dominant
focus on key regions and extracting the most relevant
texts to ensure accurate source texts & translations.

Way, 2016; Hinami et al., 2021; Shekar et al., 2021)
directly use text contents extracted by optical char-
acter recognition (OCR) engine as the inputs of text
translation model, and have been proven adequate
for simple-layout text images such as single-line
movie subtitle or multi-line, single-paragraph text.
To better exploit multi-modal information of doc-
uments, recent methods propose to incorporate vi-
sual layout by encoding image pixels (Liang et al.,
2024; Tian et al., 2023; Zhu et al., 2023) or lay-
out positions (Zhang et al., 2023), and combine
them with text features, achieving good results in
DIT. However, as shown in Fig. 1, when trans-
lating whole-page documents with complex lay-
outs, contents of each sentence change greatly in
their textual regions, often taking up a relevant but
local area of the whole document space. There-
fore, a favorable DIT framework should first be
aware and capable of concentrating on the most rel-
evant region for each sentence and then generating
the translation conditioning on these key regional
texts. Nevertheless, these vital steps are severely
overlooked in prior methods since they lack ex-
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plicit objectives or modules targeting the relevant
regional concentration and thus suffer degraded
performance when translating complex-layout doc-
uments. Therefore, how to incorporate relevant re-
gional identification and concentration capabilities
into DIT models to centralize their focus toward
the most relevant regional texts, has become a vital
step to improve whole-page complex-layout DIT.

To address this problem, this paper presents
the Query-Response Document Image Translation
(QRDIT) network. It reformulates DIT as a novel
query-response procedure where specific modules
& objectives are introduced for relevant regional
concentration. Specifically, QRDIT converts DIT
into a response process of queries (i.e., relevant
regional texts), which includes a query stage and a
response stage. First, the query stage extracts doc-
ument multi-modal features, and then carries out
sequence labeling to identify each query’s prefix
word. All prefixes interact with the multi-modal
feature through a DETR-like (Carion et al., 2020)
cross-attention to form query embeddings. Then,
the text area relevant to each source sentence is
identified by adaptively gathering the most rele-
vant words, of which word-level relevance scores
for each query are computed and employed as the
gathering measure. Then, at the response stage,
model first utilizes a dynamic gate-based aggrega-
tion to enhance the text semantics in query features.
This mechanism alleviates the feature deviation
issue (caused by prior query tasks), keeping fea-
tures oriented at the translation goal. Finally, these
enhanced query features are fed into a translation
decoder, which employs a per-query strategy to
simultaneously generate translation result as re-
sponse for each query/source sentence. The query
and response stages are integrated as an end-to-
end framework with feature flowing across them
consecutively. Such a query-response framework
successfully incorporates regional concentration
capability into DIT and therefore leads to signifi-
cant improvements. Extensive experiments in four
translation directions on three public benchmarks
demonstrate QRDIT’s SOTA performance. Our
contributions are:

• We propose a new end-to-end DIT framework
(QRDIT). It reformulates DIT into a parallel
response procedure for the multi-queries, each
composed of texts from most relevant region.

• We introduce a dynamic aggregation mecha-
nism to enhance the query feature’s text se-

mantics toward the final translation goal.

• Experiment results on multiple directions and
datasets show that with intrinsic relevant re-
gional concentration ability, our model signif-
icantly outperforms prior SOTAs.

2 Task Formulation

The inputs of DIT include document image I and
its OCR results - text words T = {ti}Li=1 (L is #
words) and word bounding boxes B = {bi}Li=1 .
Each box bi = (xtl, ytl, xbr, ybr)i reports the top-
left layout position (xtl, ytl)i and bottom-right lay-
out position (xbr, ybr)i of i-th word ti on the image.
Given these multi-modal inputs (I , T , and B) for a
document image, DIT aims to generate its target-
language document-level translation Ŷ :

Ŷ = argmax
Y

|Y |∏

j=1

Pθ (yj | y<j , I, T,B) (1)

where Y = {yj}|Y |
j=1 is target sequence. yj /y<j is

current/previous target tokens. Pθ(·) is the model.

3 Methodology

As shown in Fig. 2, by reformulating the DIT
task as a novel query-response procedure, our pro-
posed QRDIT consists of 1) an OCR stage, 2) a
query stage for query extraction, and 3) a response
stage for response/translation generation. Firstly,
the multi-modal information including text, lay-
out, and image are obtained from preconditioned
OCR results. The words and bounding boxes are
sorted with a “top-left to bottom-right” rule to keep
a fixed input format. Afterward, in query stage,
inputs are deeply aggregated as multi-modal doc-
ument representation, based on which the prefix
word of each query (i.e., source sentence) is identi-
fied. Then, with each prefix acting as the “anchor”,
the most relevant regions are allocated predomi-
nant concentrations and words within that region
are picked up (with an adaptive extraction strategy)
to complement the query. Finally, all translation
queries are semantically enhanced and then prompt
response modules to generate their translations in
parallel, which are concatenated as the final docu-
ment translation results while also preserving each
translation’s layout position.

7139



Document Transformer

Transformer Encoder

N Query Prefix Feat.

Transformer Decoder

MLP

⊗

N Query Mask Emb.

Translation Decoder
传真 封面 页 公司 ：Philip Morris 有限 公司

Layout Emb.

Image Emb.

Text Emb. 

OCR

Q1
Q2

QN
...

Multi-Modal
Feat.

Text Words, 
Bounding Boxes 

& Image

Formalized Document Translation Results
传真 封面 页

日期 ：1999 年 1 月 14 日 
文件 编号 ： 1129.01
收件人 ：
Alice  和  Bob

公司 ：Philip Morris 
股份 有限 公司

...

OCR Processing Query Extraction Response/Translation Generation

Query Prefix Identification

Document Feat. Extraction

Relevant Regional Concentration

Adaptive Query Extraction

Adaptive τ

Dynamic 
Gate

Query Feat.
Text Emb.

Text-Enhanced Feat.
Text Semantic Enhancement

Pre-Query Response
Q1

R1

QN

Translation Decoder
RN

Figure 2: System overview of QRDIT. It realizes the whole-page complex-layout DIT by reformulating the DIT
task as a novel Query-Response procedure: 1) In Query stage, model aggregates multi-modal document features,
identifies query prefixes as “anchors”, concentrates on each query’s relevant regions and adaptively extracts regional
texts as translation queries. 2) In Response stage, model responds to each query (after text semantics enhancement)
to generate translations in parallel, and finally formalizes the document-level translation as task results.

3.1 Query Extraction with Relevant Regional
Concentration

The query stage aims to prompt model to allocate
its concentration predominantly on relevant textual
regions, thereby locating the complete while non-
redundant source texts to guarantee correct trans-
lation. This goal is progressively achieved through
the following four sub-processes.
Multi-Modal Document Feature Extraction: We
leverage advanced document transformers (e.g.,
LayoutLMv3), which have been pre-trained on
massive document images, for feature extraction.
Specifically, given the image, text words, and
bounding boxes, embedding for each modality is
obtained following Huang et al., 2022. For example,
given a word bounding box b = (xtl, ytl, xbr, ybr),
its layout embedding is derived by looking up lay-
out embedding tables according to layout positions:

El = Lin([Embx(xtl, xbr); Emby(ytl, ybr)]) (2)

where Embx/y(·) is the layout embedding table for
x/y direction, Lin([·; ·]) is concatenation and lin-
ear mapping. All modality embeddings including
text, layout, and image are fed into the pre-trained
document transformer for feature contextualization
and deep fusion. The output Fm is employed as
the multi-modal document feature.
Query Prefix Identification: Given Fm, model
first identifies each query’s prefix word, which will

further act as the “anchor” word to locate relevant
regions for complete query extraction. Specifically,
the query prefix identification is modeled as a se-
quence tagging problem over Fm:

F pref = MHSA(Fm);P pref = Sigmoid(F pref )
(3)

where MHSA(·) is multi-head self-attention
(Vaswani et al., 2017). P pref

i is i-th word’s classifi-
cation probability. Those words with P pref

i ≥ 0.5
are determined as positive predictions (i.e., prefix
words), each corresponding to a query.
Relevant Regional Concentration: All query pre-
fix’s features are fed to the relevant regional con-
centration module to compute each prefix’s concen-
tration scores, which will serve as the criterion for
complete query extraction. Specifically, we adopt
a DETR-style (Carion et al., 2020) transformer de-
coder where multi-head self-attention first models
the interactions among query prefixes (with atten-
tion mask excluded to enable bidirectional atten-
tion) and then a multi-head cross-attention models
interactions between query prefixes and document
feature sequence Fm. This process yields N per-
query embeddings in parallel. Then, a Multi-Layer
Perceptron (MLP) with 2 hidden layers converts
per-query embeddings to N query mask embed-
dings εmask. Finally, we obtain i-th query’s con-
centration scores si ∈ RL over Fm via dot product
between query mask embeddings εmask ∈ Rd×N
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and document feature Fm ∈ Rd×L:

s⊤i = Sigmoid(εmask[:, i]
⊤ · Fm) (4)

where Sigmoid(·) is employed to normalize score
values to the range [0, 1].
Adaptive Query Extraction: Given the concentra-
tion score for a query, one could deterministically
select the top-k words with highest scores from the
input sequence to find the complete query. Never-
theless, since the number of words varies for differ-
ent queries, this fixed strategy might suffer incom-
plete recall issue for some queries while excessive
recall issue for the others. However, in our exper-
iments, we find that the concentration scores ex-
hibit remarkable discrimination property between
query words (with considerably high scores) and
non-query words (with quite low scores). In view
of this, we propose the adaptive query words ex-
traction strategy. It simply conducts the k-means
(k = 2) algorithm on the concentration scores, par-
titioning them into two clusters to discriminate high
concentration scores from low scores. Through this
process, this strategy derives an adaptive thresh-
old τ to filter out non-query words, only preserv-
ing and concentrating on words with significantly
high scores. By collecting each query words’ fea-
tures from Fm, we derive N feature sequences
Q = {qk}Nk=1, each corresponding to a query.

3.2 Response Generation for Translation

The above sub-processes in query stage convert the
OCR outputs to structured and semantically intact
source sentences. They serve as translation queries,
prompting the response modules to generate trans-
lations through the following two sub-processes.
Text Semantics Enhancement: While the query
stage requires document multi-modalities, the trans-
lation stage deserves more textual information. For
this, we propose to enhance text semantics in query
features to alleviate their deviation from the transla-
tion goal caused by prior query stage. Specifically,
the text embeddings Et (from document feature
extraction module) are assumed to contain rich text
semantics and thereby employed to enhance the
query features via a dynamic gate aggregation:

η = Sigmoid(wq q + wtE
t
q + b) (5)

q′ = η ⊙ q + (1− η)⊙ Et
q (6)

where q is a given query’s feature (subscript k
is omitted for brevity), Et

q is the textual embed-

dings for words in this query. wq, wt, b are learn-
able weights and bias. η is the gate factor, which
dynamically controls the proportion of q and Et

q.
q′ is the required text-enhanced query feature.
Per-Query Response: Given the k-th query feature
q′k, a transformer decoder deems it as the feature
of source sentence for cross-attention to generate
its translation as the response for this query. Note
that all queries are responded to in parallel to re-
alize translating all source sentences in one pass
and promote inference efficiency. Finally, all query-
response pairs could be organized with layout posi-
tion of query prefixes indicating their locations on
the image (as in Fig. 2), or could be concatenated
to formalize the document-level source text and
translation as model output.

3.3 Loss Function

Query Prefix Identification Loss: The prefix iden-
tification process is supervised by a sequential
position-wise binary classification loss:

Lpref =
1

L

L∑

i=1

CE(P pref
i , prefi) (7)

where P pref
i and prefi are model probability and

golden label for i-th word. CE(·) is cross-entropy.
Relevant Regional Concentration Loss: The loss
function for regional concentration process is:

Lreg =
1

NL

N∑

i=1

L∑

j=1

CE(si,j , s
∗
i,j) (8)

where si,j is model predicted score (calculated by
Eq. 4) for i-th query at position j, s∗i,j ∈ {0, 1} is
golden score. s∗i,j is 1 only if the word at position j
belongs to the i-th query, otherwise it is 0.
Response Loss: Loss function for response process
is essentially a translation loss (Ltrans).
Overall Loss: Above loss functions are summed
for our model’s end-to-end joint training:

L = Lpref + Lreg + Ltrans (9)

4 Experiments

4.1 Experiment Settings

Datasets: We comprehensively conduct model
evaluations and comparisons on three public DIT
benchmarks across five domains and four trans-
lation directions. The three benchmarks include
DIT700K, DITrans, and M3T.
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Figure 3: Image examples from the three used datasets.

Dataset DIT700K DITrans M3T

Domain/Subset En Web Doc. Zh Web Doc. Report News Ad. Industrial, etc

Trans. Direction En→Zh/De Zh→En/Fr En→Zh En→Zh/De

# Image 619K 99K 902 396 377 143

# Word/Image 237 431 245 219 123 263

# Sent./Image 30 28 24 16 16 31

Trainset

# Images 618K 98K 722 316 302 -

Layout Score 82.16 87.44 72.97 76.16 61.18 -

Testset - Simple Layout

# Images 512 128 - - - -

Layout Score 86.72 91.88 - - - -

Testset - Complex Layout

# Images 512 128 180 80 75 143

Layout Score 74.29 73.62 69.35 74.92 55.31 51.77

Table 1: Statistics of the three used datasets. #Word/
Image is counted on English (En) words and Chinese
(Zh) characters respectively for En and Zh documents.

- DIT700K (Zhang et al., 2025): The most large-
scale dataset that contains 718K (619K in En-
glish, 99K in Chinese) document images crawled
from the websites. The samples in DIT700K
are parsed and annotated automatically with
an elaborate document analysis pipeline, pro-
viding translation references in multiple target
languages which support four translation direc-
tions: English-to-Chinese/German (En→Zh/De),
Chinese-to-English/French (Zh→En/Fr).

- DITrans (Zhang et al., 2023): A multi-domain
dataset that contains 1,675 document images with
fine-grained labels for document layout analysis
and translation tasks. The samples in DIT700K are
manually collected to have complex and diverse
layouts spanning three domains (Report, News, and
Ad.). Translation labels are also manually anno-
tated. This dataset supports the En→Zh translation

task.
- M3T (Hsu et al., 2024): A multi-domain DIT

testset whose document images are sourced from
multiple document banks (e.g., RVL-CDIP indus-
trial documents, etc). The samples in M3T are man-
ually annotated in multiple target languages and
we select its En→Zh/De directions for evaluation.

Tab. 1 shows the statistics and data split details
of the three datasets. Fig. 3 present some document
examples.
Setups: Models are evaluated in both simple and
complex-layout setups. For this, we follow Wang
et al., 2021 to compute a BLEU score between
the layout-agnostic document texts serialized via
simple rule (top-left to bottom-right) and the layout-
preserving document texts parsed via ground-truth
layouts to obtain a criterion (termed layout score)
that reflects layout complexity (lower scores indi-
cate more complex layouts that are difficult to be
depicted via a simple parsing rule). Then, exam-
ples in DIT700K with the highest/lowest layout
scores are selected as simple/complex-layout test-
sets, each having 512 examples. As for DITrans
and M3T, their examples are manually selected and
have complex layouts, so we split DITrans with the
ratio Train: Test = 4: 1 and keep all examples in
M3T as test examples given that M3T is essentially
a testset. Following Zhang et al., 2023, page-level
BLEU and chrF++ are employed as evaluation met-
rics.
Baselines: Prior text/vision/layout-based methods
are comprehensively compared with QRDIT.

- Text-Based Method - TextMT: It is a text-
only encoder-decoder translation model that only
utilizes the text modality of document images.

- Vision-Based Methods: a) DonutTrans: It
is based on the document understanding model
Donut (Kim et al., 2022), which utilizes a vision
transformer (ViT) (Dosovitskiy et al., 2020) for
image encoding and a text decoder for document
content parsing/generation. We use DIT datasets to
fine-tune the pre-trained Donut to be a DIT expert.
b) DIMTDA (Liang et al., 2024): It is the SOTA
vision-based DIT model that dynamically assem-
bles visual and layout features from two pre-trained
ViTs, followed by a translation decoder.

- Layout-Based Methods: a) LayoutEnc-Dec
model series: They employ the pre-trained layout-
aware transformers (e.g., LayoutLMv3) as en-
coders to leverage document multi-modalities (text
and visual layout) for DIT, and employ a text de-
coder to generate translation. We experiment with
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DIT700K-En (En→Zh) DIT700K-En (En→De)

Simple-Layout Complex-Layout Average Simple-Layout Complex-Layout Average
Method Modality BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF # Params
†DonutTrans1 V 32.87 44.54 24.28 33.77 28.58 39.16 34.27 56.96 25.81 49.97 30.04 53.47 131M
DIMTDA2 V 34.39 46.03 25.16 34.41 29.78 40.22 36.32 58.99 26.85 51.27 31.59 55.13 216M
TextMT[Roberta3] T 33.24 46.06 25.96 37.55 29.60 41.81 36.28 60.53 26.47 56.19 31.38 58.36 149M
LayoutLM4-Dec T+L 36.18 48.99 27.54 38.04 31.86 43.52 38.02 61.90 29.77 57.65 33.90 59.78 136M
†LayoutXLM5-Dec T+L+V 36.50 49.68 28.63 39.42 32.57 44.55 39.75 63.34 30.04 58.06 34.90 60.70 387M
LiLT[Roberta]6-Dec T+L 36.32 48.97 30.21 41.02 33.27 44.99 38.44 61.76 31.23 58.00 34.84 59.88 152M
LayoutLMv37-Dec T+L+V 37.76 48.23 28.81 39.74 33.29 43.99 39.79 63.46 30.59 58.26 35.19 60.86 149M
LayoutDIT8 T+L 38.09 48.68 29.15 40.57 33.62 44.63 39.88 64.25 31.54 60.70 35.71 62.48 141M

QRDIT[LayoutLMv37] T+L+V 39.19 50.24 31.72 42.82 35.46 46.53 41.39 65.61 34.26 63.13 37.83 64.37 154M

DIT700K-Zh (Zh→En) DIT700K-Zh (Zh→Fr)
†DonutTrans1 V 30.73 57.37 18.84 40.32 24.79 48.85 22.93 43.96 15.57 38.06 19.25 41.01 137M
DIMTDA2 V 32.68 59.27 21.79 46.77 27.24 53.02 26.12 48.97 18.80 44.40 22.46 46.69 221M
†TextMT[InfoXLM9] T 29.45 57.17 17.22 41.04 23.34 49.11 24.51 51.35 15.58 38.31 20.05 44.83 293M
†TextMT[XLM-Roberta10] T 29.91 58.67 18.19 41.64 24.05 50.16 26.29 52.37 15.57 37.83 20.88 45.10 301M
†LiLT[XLM]6-Dec T+L 35.57 60.85 26.23 49.56 30.90 55.21 30.41 56.46 23.36 45.95 26.88 51.21 304M
†LayoutXLM5-Dec T+L+V 37.61 63.10 27.91 51.07 32.76 57.09 32.18 57.46 23.41 45.00 27.80 51.23 393M
†QRDIT[LayoutXLM5] T+L+V 41.79 64.35 37.29 61.81 39.54 63.08 35.14 58.80 31.57 56.32 33.36 57.56 410M

Table 2: Results of DIT700K’s four directions (En→Zh/De, Zh→En/Fr). Bold/underline indicate the best/second
best. V, T, L respectively denote vision, text, and layout information that are leveraged as model input. †Multi-lingual
model. []: Pre-trained weights used for model initialization. # model params for directions En→Zh and Zh→En
are reported. 1(Kim et al., 2022); 2(Liang et al., 2024); 3(Liu et al., 2019); 4(Xu et al., 2020); 5(Xu et al., 2021);
6(Wang et al., 2022); 7(Huang et al., 2022); 8(Zhang et al., 2023); 9(Chi et al., 2021); 10(Conneau et al., 2019).

Dataset DITrans (En→Zh) M3T (En→Zh) M3T (En→De)

Subset/Domain Report News Ad. Average RVL-CDIP DocLayNet Average RVL-CDIP DocLayNet Average
Method BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF

TextMT[Roberta] 23.16 37.55 20.39 32.20 15.61 26.74 19.72 32.16 9.85 22.26 13.80 27.28 14.79 24.77 10.54 32.81 12.73 38.29 11.64 35.55
LayoutLM-Dec 25.05 38.69 21.10 33.50 18.24 29.94 21.46 34.04 11.77 22.76 15.77 29.00 13.77 25.88 12.34 35.24 15.94 41.66 14.14 38.45
LayoutLMv3-Dec 26.74 39.67 22.52 35.04 21.32 32.52 23.53 35.74 12.69 21.39 18.91 31.77 15.80 26.58 12.43 37.13 18.56 44.59 15.50 40.86
LayoutDIT 28.25 39.98 23.29 34.44 22.55 32.56 24.70 35.66 14.44 23.80 19.68 31.97 17.06 27.88 13.44 36.90 18.37 43.18 15.91 40.04

QRDIT[LayoutLMv3] 29.41 41.86 24.62 37.76 26.49 37.90 26.84 39.17 15.94 26.02 20.04 32.53 17.99 29.28 16.10 38.58 20.00 47.43 18.05 43.00

Table 3: Results of DITrans’ three domains (En→Zh) and M3T’s two subsets (En→Zh and En→De).

several widely-used layout-aware transformers in-
cluding the representative LayoutLM (Xu et al.,
2021), the two-stream LiLT (Wang et al., 2022),
the models further include vision information be-
yond layout - LayoutXLM (Xu et al., 2021) and
layoutLMv3 (Huang et al., 2022). Baselines are de-
noted as LayoutEnc-Dec (e.g., LayoutLMv3-Dec).
b) LayoutDIT (Zhang et al., 2023): It is an im-
proved variant of LayoutLM-Dec which decom-
poses LayoutLM-Dec decoder to a three-step de-
coder to alleviate long-context and wrong-order
problems and shows advanced DIT performance.

Refer to App. A for more details about model
implementation.

4.2 Comparisons with Existing Methods

QRDIT is evaluated on above three public bench-
marks including DIT700K, DITrans, and M3T.
DIT700K: Results on DIT700K are reported in

Tab. 2. Methods all perform better under simple-
layout setups than complex-layout setups, demon-
strating layout complexity effects on DIT. In En-
Zh direction, text-only or vision-only methods
(e.g., TextMT, DIMTDA) perform worst due to
their overlook or inadequate leverage of the crucial
layout information. Compared with them, meth-
ods from LayoutLM-Dec to LayoutDIT achieve
better results since they have incorporated more
comprehensive multi-modality information. No-
tably, by concentrating on local regions and extract-
ing the most relevant regional texts as translation
queries, QRDIT achieves the best results. Specif-
ically, compared with its backbone LayoutLMv3-
Dec, QRDIT brings 1.43/2.91 BLEU improvement
under Simple/Complex-Layout setups. Its SOTA
performances are also consistently observed in
En→De and Zh→En/Fr directions.

DITrans and M3T: Results on DITrans and M3T
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DIT700K-En (En→Zh)

Setup
Query Prefix Query Words Extraction
Identification Query Words Non-Query Words
P R F1 P25 M P75 P25 M P75

Simple 93.98 92.33 92.52 96.66 97.10 98.89 1.71 2.72 5.28
Complex 93.46 89.73 90.62 88.95 95.17 96.91 2.00 3.84 7.97

DIT700K-Zh (Zh→En)
Simple 94.80 88.72 90.67 89.65 94.94 96.59 4.69 7.52 13.09
Complex 90.98 89.64 88.50 87.12 91.27 93.60 7.71 12.02 15.97

DIT700K-En (En→De)
Simple 93.79 92.19 92.38 94.73 96.80 97.80 1.68 2.67 4.89
Complex 93.34 89.63 90.57 87.82 95.61 96.37 2.01 3.77 7.71

DITrans-Report (En→Zh)
Complex 95.81 93.93 94.42 83.72 92.90 97.26 1.88 3.92 9.41

DITrans-News (En→Zh)
Complex 93.46 93.81 93.24 86.88 91.78 94.21 2.06 4.03 8.32

Table 4: Evaluation results of query extraction ability.

Query Extraction Strategy
Simple-Layout Complex-Layout
BLEU chrF BLEU chrF

k′=0.5 16.88 30.01 16.33 28.44
Top-k [k = k′ × Lsent.] k′=1.0 21.86 35.79 18.76 31.38

Deterministic k′=1.5 29.34 42.51 25.37 37.34
Extraction Strategy k′=2.0 31.19 44.10 26.70 38.57

(Lsent.: Avg. Sent. Length) k′=2.5 29.86 43.16 24.10 36.23
k′=3.0 28.70 42.35 23.54 34.94

Adaptive Extraction Strategy ours 39.19 50.24 31.72 42.82

Table 5: Comparing different query extraction strategies.

are summarized in Tab. 3. Note that all models are
continually trained with DITrans training data us-
ing their pre-trained checkpoints on the large-scale
DIT700K for warming-up. As for M3T, since it is
essentially a testset without sufficient training data,
all models are tested using their checkpoints trained
on DIT700K. As Tab. 3 shows, models’ perfor-
mances are relatively lower than those on DIT700K
due to the more complex layouts (as Tab. 1 shows)
and much fewer or unavailable training data in DI-
Trans and M3T. Similarly, LayoutLMv3-Dec out-
performs TextMT due to its multi-modality pre-
training on massive documents. Our QRDIT still
achieves the best results in all test subsets/domains,
achieving new SOTA performance.

4.3 Analysis on Query Modules
Our model’s improvements stem from the concen-
trations of relevant regions and accurately extracted
regional words. Therefore, this section deeply in-
vestigates modules and processes in query stage.
Quantitative Evaluation of Query Extraction:

We first provide quantitative results of the two
key sub-processes - query prefix identification
and query words extraction. Specifically, 1) for

query prefix identification, we evaluate model’s
prefix/non-prefix classification capability, of which
the metrics are Precision (P ), Recall (R), and F1.
2) For query words extraction, we inspect model’s
concentration scores allocated on the golden rel-
evant regions (i.e., ground-truth words of each
sentence) and irrelevant regions. The statistics for
each region’s concentration scores (averaged over
the entire testset), including 25/75-th percentile
(P25, P75) and Median (M ), are reported.

As Tab. 4 shows, QRDIT achieves high F1

(≥ 90%) for query prefix identification. Condi-
tioning on these accurate prefixes, the subsequent
query words extraction is also well accomplished,
exhibiting high median (≥ 90%) for query words
and low median (≤ 15%) for non-query words,
demonstrating that model effectively distributes
the majority (≥ 90%) of its concentrations to rel-
evant regional words, thereby obtaining the intact
and non-redundant source texts.
Visualizing Relevant Regional Concentration:
We further analyze our model’s relevant regional
concentration results as well as its translation re-
sults against the baseline model LayoutLMv3-Dec.
As Fig. 4 shows, in the first case, LayoutLMv3-Dec
ignores the separation between the two columns,
leading to falsely mixed, cluttered source text and
false translation. In contrast, QRDIT accurately
locates the relevant regional words by allocating
remarkable concentration scores to them, thereby
obtaining correct queries/source texts and transla-
tions. Likewise, in the second case, LayoutLMv3-
Dec overlooks the table structure while QRDIT ef-
fectively captures table cells. The effectiveness of
query modules in our framework is notably demon-
strated with these examples.
Ablation on Adaptive Extraction Strategy: The
proposed adaptive extraction strategy aims to ac-
curately select the query words while filtering out
non-query words for a given query prefix, rely-
ing on their concentration scores. We also com-
pare it with the deterministic strategy (on DIT700K
En→Zh task), which selects the words with top-k
highest scores. Here the parameter k is a multiple
(the multiplier factor is denoted as k′) of the aver-
age sentence length Lsent. in each document. E.g.,
k′ = 1 means that the # words for each query is
equivalent to Lsent.. As Tab. 5 shows, performance
rapidly increases as k′ improves, but reaches a satu-
ration at k′ = 2.0 and then a slight decrease. These
results align with our motivation, since determin-
istically setting a fixed k for all queries violates
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Model Document Image Extracted Query / Source Text Translation Results

Layout
LMv3-

Dec

QRDIT 
(Ours)

Layout
LMv3-

Dec

QRDIT 
(Ours)

Query #1: The management areas were 
further validated through the workshops 
held with rural and small systems, 
sponsored by EPA and USDA. 

Response #1: 通过 由 环保 
局 和 美国 农业 部 赞助 的 
农村 和 小型 系统 举办 的 
研讨会  ，  进一步  验证  了 
管理 区域 。

Query #3: Community Sustainability 
& Economic Development 

Response #3: 社区 可持
续性 & 经济 发展

Source Text: Operational Resiliency The 
management areas were further validated 
through the Community Sustainability & 
Economic workshops held with rural and 
small systems, Development sponsored 
by EPA and USDA. 

Query #2: Operational Resiliency Response #2: 操作 弹性

Translation: 运营 弹性 管理 
领域 通过 由 环保 局 和 美
国 农业 部 赞助 的 农村 和 
小型 系统 发展 举办 的 社
区 可持续性 和 经济 研讨会 
得到 了 进一步 的 验证 。

Source Text: Aspects Indicator Main 
idea (topic) Students can find the main 
idea of the passage.

Translation: 方面 指标 主
旨（主题） 学生 可以 找
到 文章 的 主旨。

Query #1: Aspects Response #1: 方面

Query #4: Students can find the main 
idea of the passage. 

Query #3: Main idea (topic) 

Query #2: Indicator 

Response #4: 学生 可以 
找到 文章 的 主要 思想 。

Response #3: 主要 思想 
（ 主题 ）

Response #2: 指示

Figure 4: Two visualization DIT cases on document images with two columns (top) and a table (bottom). For brevity,
the images have been cropped to only showcase text regions of interest. For each case, we present the extracted
queries/source texts and translations from our model QRDIT and baseline LayoutLMv3-Dec. Particularly, QRDIT’s
concentration scores on relevant regional words are plotted in green color (darker colors symbolize greater scores).

the prior that # words varies for different queries,
thereby probably suffering incomplete or exces-
sive recall issue for some queries. In contrast, our
adaptive strategy significantly outperforms deter-
ministic strategy by selecting query words through
adaptive threshold.

4.4 Analysis on Response Modules
Ablation on Semantics Enhancement: The pro-
posal of text semantics enhancement in response
stage aims to enhance the textual information
by aggregating text embedding and query feature
through dynamic gate. To investigate its effects, we
compare it with other options on DIT700K En→Zh
task. As Tab. 6 shows: 1) Dynamic enhancement
(model a) significantly outperforms primitive query
feature without enhancement (model b), verifying
its positive effect. 2) Model (a) also outperforms
model (c) which discards the query feature but only
uses text embedding from encoder. We infer that
although text embedding contains rich textual infor-
mation, discarding its aggregation with query fea-
ture destroys the query-response modules’ joint co-
ordination, therefore deteriorating performance. 3)

Simple-Layout Complex-Layout
Tag Model BLEU chrF BLEU chrF

(a) w/ Dynamic Gate Agg. ours 39.19 50.24 31.72 42.82

(b) w/o Agg. (Use Query Feat.) 37.34 48.02 29.86 40.57
(c) w/o Agg. (Use Text Emb.) 32.82 44.32 25.13 36.80
(d) w/ Mean Pooling Agg. 33.05 44.25 25.20 36.51
(e) w/ Concat Projection Agg. 38.41 49.60 30.98 42.25

Table 6: The effects of text semantics enhancement.

Two other aggregation techniques - stationary mean
pooling (model d) and concat projection (model e)
- also show worse results (mean pooling aggrega-
tion is even worse than using query feature without
aggregation in model b), verifying the advantages
of dynamic gate aggregation.
Evaluating the Efficiency Promotion from Per-
Query Response: Benefiting from the per-query
response strategy, QRDIT achieves the parallel re-
sponse to all queries in one pass, leading to pro-
moted efficiency. For quantitative comparison, we
evaluate the average time (on NVIDIA A100) that
model consumes for each training step (as training
efficiency) and for each test image (as inference
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Figure 5: Quantitative evaluation of model efficiency.

efficiency). Results are shown in Fig. 5, which
demonstrates that: 1) The training efficiency of
QRDIT is on par with baseline models, causing
only 16% more training time than LayoutLMv3-
Dec. The extra time is consumed by some inter-
mediate predictions (e.g., the predictions for query
prefixes and relevant regions). 2) The efficiency of
inference (in auto-regressive mode) is lower than
training (in teacher-forcing mode). However, our
model notably shows ∼ 5× higher inference ef-
ficiency than baseline models, demonstrating the
significant efficiency promotion from the per-query
response in our framework.

5 Related Work

Deep neural models have demonstrated significant
effectiveness and driven the expansion of machine
translation from plain text to multimodal domains
(Liang et al., 2024; Ma et al., 2023a,b,c; Yu et al.,
2024, 2025; Zhang et al., 2023; Zhao et al., 2023).
As a multimodal machine translation task, Doc-
ument Image Translation (DIT) involves the col-
laborative processing of document text and visual
layout. There have been many works oriented at
the simple-layout single-line/paragraph text image
(e.g., movie subtitle or street view text) translation.
Most of them attempt to alleviate the image-text
modality gap in feature space, with techniques such
as multi-modal codebook (Lan et al., 2023), cross-
modal knowledge transfer (Zhu et al., 2023) or
distillation (Ma et al., 2023c), and multi-modal
contrastive learning (Ma et al., 2023a). Some re-
cent studies (Lan et al., 2024; Tian et al., 2023)
begin exploring the image-format output for both

text translation and visual style preserving. How-
ever, these methods may suffer deteriorated perfor-
mance for whole-page complex-layout documents
due to the lack of visual layout modeling toward
complex layouts. For complex-layout documents,
early cascade solutions rely on an OCR-translation
pipeline (Afli and Way, 2016) or add an extra lay-
out parser (Hinami et al., 2021) for layout analy-
sis. Many recent works have verified incorporating
visual layout into an end-to-end DIT model by en-
coding image pixels (Liang et al., 2024) or word
positions (Zhang et al., 2023). Nevertheless, these
methods lack special awareness of key text areas
during translation. As a resolution, our proposed
framework deploys specific modules and objectives
toward relevant regional concentration to ensure
more accurate source texts & translations.

6 Conclusion

This paper proposes the Query-Response frame-
work. It integrates relevant regional concentration
capabilities, achieving accurate relevant text extrac-
tion and improving translation. We also propose a
dynamic aggregation mechanism to enhance query
feature text semantics toward translation. Experi-
ments in four directions on three datasets demon-
strate QRDIT significantly outperforms prior meth-
ods and achieves new SOTA performance.

Limitations

Since our model relies on the LayoutXLM back-
bone model to process non-English (e.g., Chinese)
document images, its model size is accordingly
enlarged (compared with its English counterpart
that relies on LayoutLMv3) due to LayoutXLM’s
multi-lingual embedding table. In our future work,
we will attempt to compress the vocabulary and
embedding table of LayoutXLM toward a specific
language via techniques such as vocabulary transfer
learning or embedding table clipping to maintain
a compact model without redundant parameters,
which would be of practical value for realistic sce-
narios where translating massive documents in a
specific language is required.
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A Implementation Details

Model Architecture: The four key modules includ-
ing the document feature extraction module, query
prefix module, regional concentration module, and
response/translation module all utilize the stacked
transformer encoder or decoder layers as the struc-
ture. Specifically, we set their layer numbers to 6,
1, 2, and 4, respectively. Following prior literature
(Wang et al., 2022; Xu et al., 2020), the resolution
of the input image is normalized to 1000×1000 pix-
els. Baseline models and ours are initialized with
corresponding document transformers that have
been pre-trained on massive documents. E.g., our
model employs the pre-trained LayoutLMv3 (for
En→Zh/De) or LayoutXLM (for Zh→En/Fr) to ini-
tialize its feature extraction module. Other modules
are randomly initialized for training.
Pre-training and Fine-tuning: As described in
Sec. 4.2, to improve performance, we first pre-train
QRDIT on the large-scale DIT700K. After pre-
training, model is further fine-tuned on the DITrans
dataset for adaptation or zero-shot tested on the
M3T dataset. Both pre-training and fine-tuning em-
ploy the multi-task losses as described in Sec. 3.3.
We utilize the Adam optimizer with an initial learn-
ing rate of 1×10−4 for pre-training and 4×10−5 for
fine-tuning, and incorporate a linear decay sched-
ule to stabilize convergence. Model is pre-trained
on DIT700K for 2 epochs with a batch size of 10.
As for fine-tuning, model is tuned for 20 epochs
with a smaller batch size of 6 to ensure optimal
performance and sufficient training steps for con-
vergence. Following prior literature (Zhang et al.,
2023), during inference, beam search (beam size
is set to 4) is leveraged by the response/translation
module to improve translation quality.

B Comparison with Advanced Large
Models

Since large models have exhibited inspiring abili-
ties across various text and multi-modality tasks,
this section aims to evaluate their DIT perfor-
mance to provide knowledge of their DIT capa-
bilities as well as to conduct a comparison with
our model. To this end, we choose the DIT700K
and DITrans datasets as the benchmark. Specifi-
cally, the English/Chinese complex-layout subsets
from DIT700K and the Report/News-domain sub-
sets from DITrans are included, with a total of
256 image examples (64 examples are randomly
picked up from each subset). As for the large mod-
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Model DIT700K-En DIT700K-Zh DITrans-Report DITrans-News Average
En→Zh Zh→En En→Zh En→Zh

BLEU chrF BLEU chrF BLEU chrF BLEU chrF BLEU chrF

GPT4-o1 42.35 42.65 46.58 42.00 32.90 29.52 32.89 33.28 38.68 36.86
Gemini-1.5-Pro 44.07 43.71 43.68 41.43 30.90 30.59 30.98 32.17 37.41 36.98
QRDITBase,154M 36.79 47.56 39.65 62.31 28.19 39.65 23.57 36.97 32.05 46.62
QRDITLarge,345M 46.30 55.59 49.90 73.56 35.44 44.74 32.42 46.87 41.02 55.19

Table 7: Comparison with advanced large models for
document image translation.

els, we choose two representative and most ad-
vanced1 large models - GPT4-o12 and Gemini-1.5-
Pro3 - as the test models. Models are instructed
to generate the translation of the input document
image, with the prompt “You are a professional
translator, please accurately and fluently translate
the text on the image from English/Chinese to Chi-
nese/English: {Document Image}”, referring to lit-
erature (Jiao et al., 2023). As for our model, we
scale its model size (within a reasonable range) to
stimulate and improve its performance while keep-
ing it a small-scale DIT expert to compare it with
these general-purpose large models. Specifically,
we mainly scale the feature extraction, regional con-
centration, and response/translation modules’ layer
numbers (from their primitive 6, 2, and 4 layers
to 12, 6, and 12 layers, respectively). This scaled
version is denoted as QRDITLarge.

The evaluation results are shown in Tab. 7. 1)
Although being devised and trained as a multi-
task generalist, both GPT4-o1 and Gemini can ade-
quately tackle the challenging DIT task, especially
on DIT700K web documents (e.g., Gemini’s 44.07
BLEU on DIT700K-En, GPT4-o1’s 46.58 BLEU
on DIT700K-Zh). 2) With appropriate scaling, our
task-specific DIT model QRDITLarge consistently
shows the best results on all test subsets, resulting
in the SOTA average overall performance. These
results demonstrate that the task-specific training
and the explicit modeling of relevant regional con-
centration with our query-response framework can
lead to a small-size expertise DIT model with supe-
rior parameter efficiency and DIT capability com-
pared with the large models. However, we also ap-
prove of large models’ simple and unified architec-
tures and their fluent translation generation abilities.
Therefore, in our future study, we will investigate
the cooperation between small expertise models
(like our QRDIT) and the large generalist models,
such as prioritizing our model before a large model

1Up to our test date December 2024.
2https://chatgpt.com/
3https://gemini.google.com/app

for document sentence positioning and extraction
to provide well-formalized document structure for
the large model-based document understanding or
translation.
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