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Abstract

Aligning language models with human prefer-
ences presents significant challenges, particu-
larly in achieving personalization without incur-
ring excessive computational costs. Existing
methods rely on reward signals and additional
annotated data, limiting their scalability and
adaptability to diverse human values. To ad-
dress these challenges, we introduce Persona-
judge, a novel discriminative paradigm that
enables training-free personalized alignment
with unseen preferences. Instead of optimiz-
ing policy parameters through external reward
feedback, Persona-judge leverages the intrinsic
preference judgment capabilities of the model.
Specifically, a draft model generates candidate
tokens conditioned on a given preference, while
a judge model, embodying another preference,
cross-validates the predicted tokens whether to
be accepted. Experimental results demonstrate
that Persona-judge, using the inherent prefer-
ence evaluation mechanisms of the model, of-
fers a scalable and computationally efficient
solution to personalized alignment, paving the
way for more adaptive customized alignment.
Our code is available here.

1 Introduction

Aligning large language models (LLMs) has shown
tremendous potential in following human instruc-
tions and reflecting human preferences (Stiennon
et al., 2020; Ouyang et al., 2022a; Bai et al., 2022).
However, aligning with a unified preference often
overlooks the need to accommodate individuals, as
individual preferences can vary significantly due
to factors such as cultural, educational, religious,
and political backgrounds (Gordon et al., 2022;
Cheng et al., 2023; Chen et al., 2024¢). Personal-
ized alignment (Jang et al., 2023) addresses this gap
by tailoring language models to individual human
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Figure 1: In contrast to previous paradigms, Persona-
judge gets rid of the need for additional training of
policy models or reliance on external reward signals.

preferences and values, which is crucial for human-
Al interaction and user-focused applications (Kirk
et al., 2024; Sorensen et al., 2024). Policy-based
methods (Zhou et al., 2024; Li et al., 2020), such
as Reinforcement Learning from Human Feedback
(RLHF) (Ouyang et al., 2022a) and Direct Prefer-
ence Optimization (DPO) (Rafailov et al., 2024),
as illustrated in Figure 1(a), use training signals
from explicit or implicit rewards to optimize policy
models. However, these methods struggle to scale
to changing personalized preferences, with chal-
lenges including the construction of high-quality
preference datasets and the substantial computa-
tional costs associated with optimizing the policy.

To achieve personalized alignment efficiently, ex-
isting works utilize reward signals to guide (Chen
et al., 2024e), linearly combine the predictive dis-
tributions of different base models to generate the
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Figure 2: An illustration of the inference phase for Persona-judge. Given the target preferences and the current
context, different preference prefixes are first assigned to the same base model. In each sequence-length iteration,
the two models alternate in the roles of the draft and judge models, which allows for the calculation of the likelihood
of accepting the next token based on distinct probability distributions.

next token (Shi et al., 2024), or Yang et al. (2024a)
train an external corrector to avoid direct optimiza-
tion of the policy model parameters. However,
these approaches still rely on external feedback and
preferences pre-defined during the training phase,
which restricts their ability to generalize to unseen
preferences. Furthermore, despite enhancing the
efficiency of personalized alignment, existing meth-
ods still require training additional models.

In this paper, we introduce Persona-judge (Fig-
ure 1(c)), a generalizable and training-free person-
alized alignment framework. Persona-judge lever-
ages the intrinsic ability of the model to discern
preferences by directly employing existing LLMs
as judges, thus eliminating the need for external
reward signals. Inspired by speculative decod-
ing (Leviathan et al., 2023), Persona-judge adopts
a draft-and-judge pipeline, where the same base
model serves both as the draft model and the judge
model. Specifically, Persona-judge interprets the
preference representation of the output as the accep-
tance of the predicted token. Different preferences
are used to prompt the same base model, with the
base model taking turns serving as the draft model
to generate a sequence, the judge model to verify
whether the predicted tokens are accepted.

Experimental results demonstrate that Persona-
judge, by exclusively utilizing the model’s intrinsic
preference judgment capabilities, achieves perfor-
mance comparable to training-based methods in a
completely training-free setting. Furthermore, it

exhibits remarkable generalization ability across
diverse and unique preferences, highlighting its
exceptional scalability.

2 Persona-judge

Inspired by related works in LLM-as-a-Judge (Ap-
pendix B.2), we aim to effectively implement such
judgment-like behavior without introducing addi-
tional external training while retaining the advan-
tages of prompt-based approaches, to ensure fast,
efficient, and scalable alignment.

2.1 Preferences Based Embeddings

Traditional prompt-based methods achieve align-
ment by directly incorporating preferences descrip-
tions, which are straightforward and effective (Jang
et al., 2023). However, the process by which the
model balances alignment across different prefer-
ences remains opaque, resulting in a lack of inter-
pretability. When given prefix, as input to LLM,
with preferences P and Py to align, the prompts
related to P and Py can be represented as prefix 4
and prefix, respectively. Additional details are
provided in Appendix C.1.

2.2 Inference

How to make judgments on the predicted token
in a manner akin to preference-based decision-
making? In essence, this involves evaluating the
overlap between the probability distributions of
different preference outputs. Given the descrip-
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Algorithm ‘

‘ Helpful Harmless

(T} Average
Armo RM GPT-4 | Armo RM GPT-4

Base 0.61 1.06 - 097 0.83 - 0.87
MORLHF (Li et al., 2020) 4 031 091 14% | 088 0.84 4% 0.73
MODPO (Zhou et al., 2024) v v | 056 089 52% | 096 077 80% 0.80
Personalized soups (Jang et al., 2023) v vV | 038 072 72% 092 073 92% 0.33
Rewarded soups (Rame et al., 2024) | ¢/ v | 050 087 34% | 095 087 64% | 0.80
RiC (Yang et al., 2024b) v v v | 054 090 40% | 097 090 70% 0.83
MetaAligner (Yang etal., 2024a) | ¢V ¢/ ¢ v | 055 139 66% | 0.89 0.54 74% 0.84
MOD (Shi et al., 2024) v vV vV | 055 093 60% | 096 092 84% 0.84
Aligner (Ji et al., 2024) v vV | 067 132 T2% | 097 063 70% 0.90
Steering (Konen et al., 2024) v 063 1.17 38% 096 081 66% 0.89

Args (Khanov et al., 2024) v v v - 1.09  74% - 098 94% -
Persona-judge-Base 0.59 1.21 80% 1.01 079 88% 0.90
Persona-judge Vv vvy 0.63 129 84% 098 0.82 98% 0.93

Table 1: Experiments of predefined preferences on Psoups dataset.
olicy-agnostic means the algorithm is independent of the model parameters,

eneralizability denotes zero-shot alignment capability on unseen objectives,
additional training. (§ree from RM means not relying on external reward signals.

ous alignment of multiple objectives,

ulti-objective indicates support for simultane-

raining-free represents no need for
"—" indicates not applicable. The

best and second best results are highlighted in bold and underline.

tions of preferences Pp and Pg encoded by the
language model as prefix, and prefixg, along with
the original input prefix,, in the ¢ = 0 iteration,
the model designated as the draft model, repre-
senting the Py preferred LM, autoregressively gen-
erates the next token based on prefix;, thus pro-
ducing a Pj preferred sequence, as illustrated
in Figure 2. It is important to note that either
Pa or Pp can be the prefix of the draft model
in the first round, as in each iteration, the draft
model and the judge model alternate roles, as
prefix;,” ~ (prefix , prefixy) + prefix;.

Similarly to Equation (1), each token in the
preferred sequence is associated with a cor-
responding probability:  (¢1,q1), ..., (ti, @)
LLMgyaf (prefix; ;).

After sampling t ~ ¢(t), a similar process
is applied to sample ¢t ~ p(t) using the judge
model. If ¢(t) < p(t), the sampled token is
retained. However, if ¢(t) > p(t), we reject
p(?)

the sample with probability 1 — ‘%<, and resam-
ple the next token from the adjusted distribution
P/ (t) = norm(max (0, p(t) — ¢(t))). As proved in
Appendix C.2, for any distributions p(t) and ¢(t),
the tokens sampled in this manner have t ~ p(t).

Given a sequence of candidate tokens ¢, ..., %;,
we first calculate the distribution p(t¢) by running
the judge model. Concurrently, we speculatively
calculate the distribution of the next token 9 by
running the judge model on the prefix concatenated
with ¢1. Once both calculations are complete, we
proceed with the decision process as previously out-

lined: If ¢; is rejected, we discard the computation
for to and resample ¢; from the adjusted distribu-
tion. If ¢; is accepted, both tokens are retained, and
we continue with the next step of computation and
decision-making. The algorithm of Persona-judge
is provided in Appendix 2.3.

Algorithm 1 PreferenceJudgmentStep
Require: LLMgyraft, LLMjudge, prefix

1: > Sample ¢; from LLMg,af autoregressively.

2: fori=1to Ado

3: qi(t) < LLMarag (prefix + [t1,...,ti—1])

4: ti ~ qi(t)

5: end for

6: > Run LLMjyqgc in parallel.

7o pi(t), .. pata(t) —
LLM;juqge (prefix), . . . , LLMjuage (prefix + [t1, . . ., £x])

8: > The number n of reserved tokens.

D €el,...,ex ~U(0,1)

n+min{i—1[1<i<A\r >

: > Resample if needed.

tp'(t) = pnsa(t)

. if n < A then

: p'(t) < norm(max(0, pn+1(t) — gnt1(t)))

. end if

: > Return one new token from LLM;qge, and n tokens
from LLMg,ast.

D tpgr ~ p'(t)

: return prefix + [t1,...

pi(t)
q; (t)

FU{Ah)

7tn7t71+1]

2.3 Algorithm Details

Algorithm 1 illustrates the process of sampling be-
tween the first and (A + 1)-th tokens at once.
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3 Evaluation of Persona-judge

3.1 Experimental Settings

Datasets and baselines. For evaluation, we use
the P-Soups and HelpSteer2 dataset. The P-
Soups encompasses a wide range of content and
has been filtered and modified by Jang et al.
(2023) based on the Koala evaluation. Help-
Steer2 (Wang et al., 2024c) comprises 1,000 high-
quality prompts, and we applied a filtering cri-
terion based on the length of input to exclude
certain entries. We utilize MORLHF (Li et al.,
2020), MODPO (Zhou et al., 2024), Personalized
soups (Jang et al., 2023), Rewarded soups (Rame
et al., 2024), Rewards-in-Context (RiC) (Yang
et al., 2024b), MetaAligner (Yang et al., 2024a),
MOD (Shi et al., 2024), Aligner (Ji et al., 2024),
Steering (Konen et al., 2024) and Args (Khanov
et al., 2024) as baselines for alignment with prede-
fined preferences tasks. All experiments in this pa-
per use Llama-3-Base-8B-SFT as the backbone (ex-
cept for model-agnostic experiments). In particular,
all experiments in this paper use Llama-3-Base-8B-
SFT as the backbone (except for model-agnostic
experiments). In Appendix D.1, we further discuss
the scalability of the proposed method concerning
a broader range of foundational models and unseen
preferences.

Evaluation metrics. We use two open-source re-
ward models, together with ArmoRM (Wang et al.,
2024b) from Huggingface, to evaluate the dimen-
sions of "Helpful" and "Harmless". For these re-
ward models, we report the scores that assess the re-
sponses from various perspectives. For scalability-
related experiments, we primarily employ GPT-as-
Judge, a widely recognized evaluation metric from
previous studies (Yang et al., 2024a; Jang et al.,
2023), to assess personalized preferences with win
rates. A detailed description of the evaluation met-
rics, reward models, and GPT-4 judgments can be
found in Appendix D.2.

3.2 Main Results

Comparison of key features. In Table 1, we
compare the proposed method with the previous
work in five key features. Persona-judge eliminates
the need for policy optimization and dependency
on reward signals, enabling adaptation to unseen
objectives. During token generation, it employs
a novel "judge" mechanism to align preferences,
allowing for scalable alignment across multiple

Base Model Creative Touching Vivid
Psoups dataset

Qwen2.5-0.5B-Instruct 88% 86% 70%
TinyLlama-1.1B-Chat-v1.0 80% 72% 60%
Gemma-2-2b-it 80% 84% 80%
Llama-3.2-3B-Instruct 74% 78% 74%
Qwen2.5-3B-Instruct 86% 84% 86%
Tulu-2-dpo-7b 92% 86% 80%
Llama-3-Base-8B-SFT 62% 68% 54%
Llama-3.1-Tulu-3-8B 84% 68% 86%
Gemma-2-9b-it 82% 88% 90%
HelpSteer2 dataset

Qwen2.5-0.5B-Instruct T7% 84% 84%
TinyLlama-1.1B-Chat-v1.0 47% 79% 64%
Gemma-2-2b-it 75% 73% 76%
Llama-3.2-3B-Instruct 75% 73% 72%
Qwen2.5-3B-Instruct 75% 79% 84%
Tulu-2-dpo-7b 88% 80% 75%
Llama-3-Base-8B-SFT 86% 86% 73%
Llama-3.1-Tulu-3-8B 58% 64% 76%
Gemma-2-9b-it 77% 74% 84%

Table 2: Performance of Persona-judge on Psoups and
HelpSteers2 over different base models. The responses
are simultaneously aligned on all objectives, and then
evaluated on each objective. The percentages represent
the win rate of Persona-judge against the direct applica-
tion of the same prompts.

objectives, theoretically leading to an unlimited
number of concurrently aligned targets.

Alignment on pre-defined preferences. As
shown in Table 1, we fix the positions of the draft
model and the judge model without any further
transformation, and the results of this base config-
uration are also presented. The findings indicate
that Persona-judge has made substantial progress in
achieving goal alignment, with an average score of
0.93 across four open-source reward models, out-
performing all baselines. In contrast, the base con-
figuration excels in the single objective, achieving
comparable overall performance. These results pro-
vide strong evidence of the superior performance
of Persona-judge in personalized comparison tasks.

Alignment on unique preferences. Table 2
shows the comparison with the direct prompt
method on three preference objectives. Persona-
judge achieves significant improvements on the
majority of objectives and across models with vary-
ing parameter sizes. In particular, Persona-judge
shows an average advantage of 87% across the
three objectives on Psoups with Gemma-2-9b-it,
marking the most substantial improvement among
all models tested. These findings highlight the over-
all effectiveness of Persona-judge across various
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Value ‘ Helpful ‘ Harmless ‘ Average
‘ Armo RM ‘ Armo RM ‘

Psoups dataset

A=11]0591 1.126 | 1.002 0.811 0.883
A=210581 0904 | 0974 0.832 | 0.823
A=3]0564 1.126 | 1.018 0.773 | 0.870
A=41]0.631 1.294 | 0984 0.822 | 0.933
A=51]0597 0939 | 1.001 0.804 | 0.835
A=0610587 1.094 | 0992 0.865 | 0.885

Table 3: Sensitivity analysis on \.

upstream models and its feasibility for plug-and-
play multiobjective alignment. More evaluation of
adaptability can be found in Appendix D.4.

Ablation study. Draft model predicts the tokens
step by step based on the prefix, iterating over a
total of A tokens. Table 3 illustrates the impact
of variations in A on alignment. As the predicted
sequence length changes, the output fitting to pref-
erences exhibits fluctuations, with the optimal per-
formance observed when the value of A is set to 4.
Increasing the sequence length does not result in
better performance, possibly due to early rejection
during the initial positions, which prevents the com-
plete sequence’s semantics from being evaluated.

4 Conclusion

This paper presents Persona-judge, a novel ap-
proach for personalized alignment that eliminates
the need for external reward signals or policy fine-
tuning. By leveraging the model’s inherent capabil-
ity for preference judgment, Persona-judge effec-
tively aligns multidimensional preferences in the
prediction of the next token, making it a promising
solution for adaptive personalized alignment.

Limitation

Although the proposed method achieves person-
alized alignment in a manner that is training-free
and highly scalable, the limitations are as follows.
As discussed in Section 2.1, the exploration of the
model’s intrinsic ability to judge token preferences
enables a completely training-free approach; how-
ever, this results in the output quality being depen-
dent on the base model’s own capacity to recog-
nize preferences. Additionally, as discussed in Ap-
pendix D.5, current embedding methods for multi-
objective preferences are relatively basic. Thus,
improving the embedding of preferences remains
an area that warrants further investigation. The
ideal scenario for personalized alignment would

involve having sufficient data to support model
training for each unique preference. However, this
is clearly impractical. Although the performance of
persona-judge exhibits some fluctuations, it ensures
a strong baseline level of alignment while also pro-
viding the community with a potential judgment-
based solution paradigm. Then, as illustrated in
Appendix D.4, the challenge of interpreting more
complex preferences remains an issue that requires
resolution, although it is beyond the scope of this
work’s discussion.

Potential Risks

Persona-judge aims to provide a potential solution
for the field of personalized alignment. To date,
no identifiable risks associated with Persona-judge
have been observed. All experiments were con-
ducted using publicly available datasets, and all
models utilized are open-source on Huggingface.
In addition, all participants involved in this work
underwent comprehensive training on how to con-
duct evaluations in an effective and ethical manner.
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A Preliminary

A.1 Standard Speculative Decoding

As LLMgyage and LLMarger denote the draft and
target model, respectively, they share the same vo-
cabulary V = {1, ..., V'}. Given the input prefix, an
autoregressive sampling of n tokens is as follows:

<t17p1)7"'7(tn7pn) = LLM(preﬁx), (])

where t1,...,t, € V are the sampled tokens and
Piy.,pn € RY are the corresponding softmax
probabilities. Furthermore, the parrallel forward is
denoted as:

i), (D)

and the next probability vector p,, 41 is generated.

In each decoding window length, the draft model
generates N candidate tokens based on the current
prefix using a specific sampling strategy:

(tb q1)> ceey (tN7 QN) = LLMdraft (preﬁx), (3)

where 1, ..., t v are the sampled candidate tokens
and ¢ € RY for i = 1,..,N are the corre-
sponding probability vectors within the vocabu-
lary. The target model then processes the pre-
dicted tokens in parallel, similarly, resulting in
P1,--sPN = LLMjarget (prefix). Thus, the prob-
abilities of token ¢; under draft model and target
model are g[t;] and pl[t;] respectively. For each
predicted token ¢;, the verification works as:

Ply oy Pnt1 = LLM(prefix; ¢y, ...

plti]
q[t:]
it is worth noting that the previous tokens of token
t; must all be accepted.

) for ¢; € [0, 1], 4

€; < min(l,

A.2 Challenges in Personalized Alignment

Existing personalized alignment methods make a
trade-off between additional high-cost training and
complex inference times. Regardless of the strategy
employed, the reliance on constructing preference
datasets or reward models is unavoidable. This
dependency, however, limits users’ ability to cus-
tomize preferences, resulting in poor scalability.
For unseen preferences, current approaches typi-
cally require retraining or rely on simple prompts.
Furthermore, the decoding-time method leverages
signals from the reward model to guide predictions
of the next token. However, repeated invocation of
the reward model for each token prediction intro-
duces significant overhead, highlighting a potential
need to optimize the inference speed.

B Related Work

B.1 Personalized Alignment

LLM alignment ensures Al systems follow hu-
man intentions and values (Stiennon et al., 2020;
Bai et al., 2022; Ouyang et al., 2022b; Achiam
et al.,, 2023; Chen et al., 2025). Among tradi-
tional preference-based alignment algorithms (Sti-
ennon et al., 2020; Yuan et al., 2023; Rafailov et al.,
2024), Reinforcement Learning from Human Feed-
back (RLHF) and Direct Preference Optimization
(DPO) are among the most prominent approaches.
Both methods rely on explicit or implicit human
feedback to fine-tune the model output, aligning
them with human preferences. RLHF follows a
three-stage process: it begins with supervised fine-
tuning (SFT) of an initial model, followed by train-
ing a reward model to capture human preferences,
and finally employs reinforcement learning (RL)
techniques, such as Proximal Policy Optimization
(PPO) (Schulman et al., 2017) to optimize the
model based on the reward function. In contrast,
DPO (Rafailov et al., 2024) simplifies the RLHF
pipeline by introducing a reparameterization of the
reward model, reframing the optimization prob-
lem as a classification loss. This reformulation
improves training efficiency and stability, making
DPO more accessible. However, despite these ad-
vances, both RLHF and DPO remain computation-
ally intensive and require substantial amounts of
annotated data.

However, within a single task, users’ goals and
values often differ. As Al systems are increasingly
used by diverse groups, they need to meet a wider
range of needs. In short, we require Al systems that
are pluralistic and fair, and that can reflect diverse
human values (Chen et al., 2024d,c; Luo et al.,
2024a,b; Fan et al., 2024a). Thus, personalized
alignment is proposed to align with individual pref-
erences and value of diverse users (Kirk et al., 2023;
Yao et al., 2023; Kirk et al., 2024; Han et al., 2024;
Li et al., 2025; Qiu et al., 2025). Some methods
have introduced multidimensional reward functions
to enable joint optimization between varying pref-
erences (Zhou et al., 2024; Wang et al., 2024a; Guo
et al., 2024). In addition, methods that incorporate
combinations have been proposed to integrate mul-
tiple preference dimensions into model parameters
or predictions (Jang et al., 2023; Rame et al., 2024;
Park et al., 2024; Shi et al., 2024; Barreto et al.,
2025). Furthermore, decoding-time approaches
balance training cost and inference efficiency or
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apply post-processing techniques to refine person-
alized alignment (Chen et al., 2024e; Khanov et al.,
2024; Lee et al., 2024; Hwang et al., 2023; Jafari
et al., 2024; Yang et al., 2024a). However, these
methods inherently rely on external reward signals
or pre-trained optimization strategies, limiting their
ability to flexibly adapt to unique human prefer-
ences.

B.2 LLM-as-a-Judge

Evaluating natural language generation (NLG) sys-
tems presents significant challenges, and assess-
ing the personalization of LLMs introduces even
greater complexity. Recently, the LLM-as-a-Judge
paradigm (Zheng et al., 2023) has been proposed as
a general evaluation metric that does not require ad-
ditional references, demonstrating high agreement
with human annotators in various NLP tasks (Li
et al., 2024; Fan et al., 2024b). This approach
takes advantage of the advanced capabilities of
state-of-the-art LLM, such as GPT-4 (Achiam et al.,
2023), and has been widely adopted in the evalua-
tion of LLM personalization (Andukuri et al., 2024;
Shao et al., 2023). MT Bench (Zheng et al., 2023)
incorporates role-playing components, but is lim-
ited to cases where the model simulates specific
professional roles. Dong et al. (2024) has investi-
gated the effectiveness of LLMs as personalized
judges by introducing confidence scores in judg-
ment output, thus ensuring precise and exploring
the model’s ability to assess preferences. However,
these studies primarily evaluate complete outputs
at each iteration, with minimal exploration of im-
plementing LLM-as-a-Personalized-Judge during
decoding-time. This limitation arises because in-
ference generates transient and discontinuous se-
quences, making it infeasible to directly employ
LLMs for token-level prediction alignment.

C Persona-judge Details

C.1 Details of Prefix

Although the workflow of Persona-judge utilizes
only prefix, and prefixg to be attached to the in-
put, the proposed method primarily explores the
model’s intrinsic ability to discern preferences.
This approach offers a distinct alternative to prior
work, which demonstrates limited scalability with
respect to unique preferences while also differ-
ing from the simplistic prompt-based paradigms.
Therefore, in Section 3, we freely combine vari-
ous preferences and conduct a series of scalability

experiments, where different combinations of pref-
erence are used alternately as prefix, and prefixg.

C.2 Correctness of Persona-judge

In this section, we demonstrate that for any distribu-
tions ¢(t)and p(t), the tokens sampled through the
aforementioned process are identically distributed
to those obtained by direct sampling from p(t).
Note that

p'(t) = norm(max(0, p(t) — q(t)))
__ p(t) —min(g(t), p(t))

>_p(p(t') — min(q(t), p(t')))

min(q(t),p
_ 20~ minta(®.00)

—

where « denotes the acceptance probability. The
normalization constant of the adjusted distribution
P/ (t) over the judge model is 1 — av. As:

Pt=1t)=
P(accepted,t = t') + P(rejected,t = t'), (6)

where

and

P(rejected,t =t') = (1 —a)p/(t)
= p(t) -~ min (g (¢) .0 (1)) . ®
In general, P(t = t') = p(t').
D Experiment Details
D.1 Datasets and Model settings

All experiments on predefined and unseen prefer-
ences are performed on the Psoups (Jang et al.,
2023) and HelpSteers2 (Wang et al., 2024c)
datasets with 4 NVIDIA A40 GPUs. We use
Llama-3-Base-8B-SFT! as the backbone, while
the baselines for experiments on predefined pref-
erences have already been introduced in the
main text. To validate the scalability of the
proposed method, we utilize models from vari-
ous series and parameter sizes, which are pub-
licly available on Hugging Face. These models

"https://huggingface.co/princeton-nlp/Llama-3-Base-8B-
SFT
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Figure 3: Comparison of baseline methods and Persona-
judge over predefined preferences on HelpSteers2
dataset.

are listed in ascending order of parameter size
as follows: Qwen?2.5-0.5B-Instruct?, TinyLlama-
1.1B-Chat-v1.0%, Gemma-2-2B-it*, Llama-3.2-3B-
Instruct’, Qwen2.5-3B-Instruct®, Tulu-2-dpo-7B’,
Llama-3-Base-8B-SFT®, Llama-3.1-Tulu-3-8B°,
and Gemma-2-9B-it'?. During the decoding phase,
we utilize greedy decoding with top-k candidates.

D.2 Evaluation Details

Reward model details. We utilize the open
source "Helpful"!! and "Harmless"'? reward mod-
els from Huggingface. In terms of ArmoRM, we
use the dimensions "0" and "10" for "Helpful" and
"Harmless".

GPT-4 evaluation details. Despite ongoing
discussions regarding positional bias, self-
reinforcement bias, length bias, prompt sensitivity,
and cost issues associated with the LLM-as-
a-Judge paradigm, it remains the predominant
framework for personalized evaluation of
LLM (Wu and Aji, 2023; Verga et al., 2024; Kim
et al., 2024; Stureborg et al., 2024). We follow the
methodology of Yang et al. (2024a) to use GPT-4
for our evaluation. Each GPT-4 query includes
both a system prompt and a user prompt. The

*https://huggingface.co/Qwen/Qwen2.5-0.5B-Instruct
3https://huggingface.co/TinyLlama/TinyLlama-1.1B-
Chat-v1.0
*https://huggingface.co/google/gemma-2-2b-it
>https://huggingface.co/meta-llama/Llama-3.2-3B-
Instruct
®https://huggingface.co/Qwen/Qwen2.5-3B-Instruct
"https://huggingface.co/allenai/tulu-2-dpo-7b
8https://huggingface.co/princeton-nlp/Llama-3-Base-8B-
SFT
*https://huggingface.co/allenai/Llama-3.1-Tulu-3-8B
https://huggingface.co/google/gemma-2-9b-it
'"Ray2333/gpt2-large-helpful-reward_model
12Ray2333/gpt2-large-harmless-reward_model

system prompt describes the properties of the
agent and its specific task, while the user prompt
presents a question and provides responses from
two different approaches. We establish a random
seed to mitigate any potential bias introduced by
the order in which responses are provided by GPT,
ensuring that the results are not influenced by
preconceived sequencing effects. An example of
a prompt used in the GPT-4 evaluation is shown
below.

Type Content

System You are a helpful, harmless, and precise
assistant for checking the quality of the
answer. Please avoiding any potential
bias and ensuring that the order in which
the responses were presented does not af-
fect your judgment.

You will be presented with one query
and two different responses to this query.
QUERY: Question | RESPONSE 1: As-
sistant 1’s Answer | RESPONSE 2: Assis-
tant 2’s Answer. Consider the following
aspect: Aspects, then return the number
of the better response. If tied, return 0.
You must only return 1, 2, or O.

User Aspects
Humour: The response should be cheer-
ful and amusing.

User Question
Got any creative ideas for a 10 year old’s
birthday?

The Start of Assistant 1’s Answer

The End of Assistant 1’s Answer

The Start of Assistant 2’s Answer
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Base Model ‘ Helpful Harmless Humor ‘ Correct Informative Professional ‘ Creative Touching Vivid ‘ Overall
Psoups dataset

Qwen2.5-0.5B-Instruct 78% 88% 90% 44% 76% 86% 88% 86% 70% 78%
TinyLlama-1.1B-Chat-v1.0 | 54% 62% 62% 82% 72% 70% 80% 72% 60% 68%
Gemma-2-2b-it 80% 96% 80% 60% 58% 50% 80% 84% 80% 74%
Llama-3.2-3B-Instruct 42% 98% 82% 40% 84% 96% 74% 78% 74% 74%
Qwen2.5-3B-Instruct 82% 92% 82% 68% 72% 52% 86% 84% 86% 78%
Tulu-2-dpo-7b 88% 98% 96% 98% 66% 94% 92% 86% 80% 89%
Llama-3-Base-8B-SFT 86% 96% 94% 40% 66% 78% 62% 68% 54% 72%
Llama-3.1-Tulu-3-8B 92% 76% 82% 54% 60% 58% 84% 68% 86% 73%
Gemma-2-9b-it 90% 88% 82% 64% 92% 92% 82% 88% 90% 85%
HelpSteer2 dataset

Qwen2.5-0.5B-Instruct 45% 86% 83% 63% 68% 66% 77% 84% 84% 73%
TinyLlama-1.1B-Chat-v1.0 | 49% 55% 76% 82% 60% 74% 47% 79% 64% 65%
Gemma-2-2b-it 60% 83% 77% 93% 89% 92% 75% 73% 76% 80%
Llama-3.2-3B-Instruct 86% 99% 64% 45% 82% 62% 75% 73% 72% 73%
Qwen2.5-3B-Instruct 68% 98% 82% 47% 90% 92% 75% 79% 84% 79%
Tulu-2-dpo-7b 59% 96% 66% 85% 68% 62% 88% 80% 75% 75%
Llama-3-Base-8B-SFT 72% 75% 78% 59% 73% 84% 86% 86% 73% 76%
Llama-3.1-Tulu-3-8B 77% 72% 63% 56% 90% 90% 58% 64% 76% 72%
Gemma-2-9b-it 63% 99% 68% 58% 95% 93% 77% 74% 84% 79%

Table 4: Performance of Persona-judge on Psoups and HelpSteers2 over different base models. The responses
are simultaneously aligned on all objectives, then evaluated on each objective. Below shows the ratio of win-rate
between Persona-judge outputs against the prompt responses, and the last column shows the average level. The
percentages represent the win rate of Persona-judge against the direct application of the same prompts.

The End of Assistant 2’s Answer

D.3 Experiments on Predefine Preferences

Figure 3 illustrates the performance of Persona-
judge on HelpSteers, aligned with unified human
value preferences. The experimental results are
consistent with previous findings, demonstrating
that the proposed method achieves results com-
parable to training-based methods, but in a more
flexible and efficient manner. Methods leverag-
ing external pre-trained correctors perform better
on certain dimensions, potentially due to the re-
ward model used for evaluation having a length
preference, which may introduce some bias. How-
ever, overall, Persona-judge continues to exhibit
irreplaceable advantages and strong performance.

D.4 Experiments of Scalability

In this section, we present the performance of
Persona-judge across a broader range of value
preferences. As shown in Table 4, Persona-judge
demonstrates a significant advantage over the direct
prompt method, while also exhibiting the ability
to seamlessly scale to any human preference with-
out the need for additional training. The model
generally achieves higher win rates on "Harmless"
compared to more challenging objectives like "Hu-
mor" or "Vivid". Furthermore, larger models ex-
hibit stronger inherent capabilities to understand
these preferences. Extensive results indicate that
the scalability of Persona-judge is evident not only
in its model-agnostic nature but also in its ability
to generalize and adapt to diverse human values.

D.5 Results of Inference Cost

As a decoding-time algorithm, Persona-judge pri-
marily focuses its computation on next-token pre-
diction. When aligning across multiple dimensions,
different preferences are freely combined, simi-
lar to how prompt-based methods express multi-
objective preference alignment in a single input.
However, the sampling process and the final deci-
sion still rely solely on Draft and Judge.

In Table 5, we provide specific experiments for
reference, where 2-objectives refer to alignment
with both "vivid" and "creative", while 3-objectives
represent alignment with "touching", "vivid", and
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Objective Times(s)
single-vivid | 8.82 (x0.45)
2-objectives | 8.91 (+0.37)
3-objectives | 9.13 (+0.39)

Table 5: The result of inference time when the prefer-
ence dimensions increase.

"creative" simultaneously. We believe that the
slight increase in the inference time is due to the
longer input length, which is also a common phe-
nomenon when performing alignment via direct
prompting. However, how to achieve more reli-
able embedding to extend to preferences in more
dimensions remains an open question for future
work.
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