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Abstract

Recent advances in Large Language Models
(LLMs) have led to remarkable improvements
in language understanding and text genera-
tion. However, challenges remain in enhanc-
ing their performance for underrepresented lan-
guages, ensuring continual learning without
catastrophic forgetting, and developing robust
evaluation methodologies. This work addresses
these issues by investigating the impact of Con-
tinued Pretraining (CPT) on multilingual mod-
els and proposing a comprehensive evaluation
framework for LLMs, focusing on the case
of Galician language. Our first contribution
explores CPT strategies for languages with
limited representation in multilingual models.
We analyze how CPT with Galician corpora
improves text generation while assessing the
trade-offs between linguistic enrichment and
task-solving capabilities. Our findings show
that CPT with small, high-quality corpora and
diverse instructions enhances both task per-
formance and linguistic quality. Our second
contribution is a structured evaluation frame-
work based on distinguishing task-based and
language-based assessments, leveraging exist-
ing and newly developed benchmarks for Gali-
cian. Additionally, we contribute new Galician
LLMs, datasets for evaluation and instructions,
and an evaluation framework.

1 Introduction

As researchers continue to push the boundaries of
what large language models (LLMs) can achieve,
several key limitations have emerged that deserve
further investigation: how to improve the ability of
LLMs to handle underrepresented languages (Ki-
ulian et al., 2024; Nguyen et al., 2024), how to
ensure that they learn new knowledge and abili-
ties without forgetting the knowledge and abilities
they already possess (Alexandrov et al., 2024; Shi
et al., 2024), and how to enhance evaluation so as to
measure their generalization capabilities across dif-
ferent tasks. Our work addresses these challenges

by exploring the impact of continued pretraining
(CPT) and proposing a comprehensive framework
for evaluating LLMs.
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Figure 1: The proposed approach involves three stages:
corpus creation using a mix of instructions and raw text,
model training via continual and instruction-based pre-
training, and evaluation through automatic and human
assessments.

The first contribution of this work is an investiga-
tion into the impact of CPT on LLM performance,
particularly for languages that are underrepresented
in the base multilingual model, such as Galician.
We will explore different strategies for doing CPT
of Galician corpora in multilingual base models
that have little or no knowledge of Galician. We hy-
pothesize that CPT with text in such a minority lan-
guage improves the ability of the base multilingual
model to generate text in that language. However,
if instructions are not incorporated into the train-
ing corpus during CPT, the model risks losing its
ability to perform task-solving activities effectively.
By comparing the effects of CPT with and with-
out instructions, we aim to provide insights into
balancing linguistic enrichment and task-solving
capabilities.

The second contribution of our work is a com-
prehensive framework for evaluating LLMs, simil-
eval', designed to assess their performance across

'Available in
simil-eval

https://github.com/proxectonos/
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the three dimensions introduced in Chang et al.
(2024): what to evaluate, how to evaluate, and
where to evaluate. For the first question, what to
evaluate, we distinguish between two different as-
pects: the tasks that the model performs and the
language that the model generates. Task-based eval-
uation measures the ability of a model to respond
to questions, solve problems, and perform activ-
ities. Complementing this, language-based eval-
uation assesses the quality of the generated text,
emphasizing coherence, fluency, and grammatical-
ity. These two aspects are in line with the dis-
tinction made in cognitive sciences between func-
tional linguistic competence, that is, non-language-
specific skills required for real-life language use,
and formal linguistic competence, that is, knowl-
edge of linguistic rules and patterns (Mahowald
et al., 2024). In the present work, we will evalu-
ate several LLMs in Galician to examine the rela-
tionship between task performance and language
quality and determine whether correlations exist be-
tween these two aspects. To tackle the second ques-
tion, how to evaluate, we will analyze and make
use of different strategies and metrics, including
log-likelihood-based evaluation, which evaluates
performance based on the probability assigned to
correct answers, similarity-based evaluation, which
compares generated outputs against expected re-
sponses using metrics such as cosine similarity or
semantic overlap, and human-based evaluation. All
these "hows’ are essential to have a holistic view of
the quality of the evaluated models. Finally, for the
where to evaluate, we will explore all the bench-
marks that are freely available to evaluate LLMs
in Galician language. Some of them have been
developed for the present study, as they were not
available until now.

By addressing these two main contributions, our
work offers insights into the interplay between CPT,
instruction pre-training, and evaluation method-
ologies. More precisely, we found that CPT on
small, high-quality corpora provided with diverse
instructions achieves competitive performance in
task-based evaluations while enhancing linguistic
quality in generative tasks. Although this study
focuses on Galician, the proposed methodology
(Figure 1) and evaluation framework are language-
agnostic and can be applied to other underrepre-
sented languages with similar resource constraints,
providing a general approach to developing more
robust and adaptable LLMs with improved linguis-
tic competence and task-solving capabilities.

Other relevant specific contributions are the fol-
lowing: 1) the development of new generative
LLMs with 8B parameters for the Galician lan-
guage with CPT, ii) three new Galician datasets
for LLM evaluation, iii) synthetic datasets instruc-
tions in Galician, and iv) an evaluation framework,
called simil-eval, with a set of similarity-based met-
rics. All contributions are released under free and
open-source licences.

This work is organized as follows. Section 2 de-
scribes, on the one hand, studies on the relationship
between CPT and instructions and, on the other,
the characteristics and challenges of the main eval-
uation frameworks. Section 3 introduces the main
features of the models we have elaborated with
CPT, our similarity-based evaluation framework,
and the datasets we have used and elaborated for
evaluation along with the human evaluation proto-
cols. Then, in Section 4, we describe the experi-
ments carried out, show the results and discuss the
main findings. We finish in Section 5 with some
concluding remarks, future work, and limitations.

2 Related work

In this section we will review the most relevant
studies on the relationship between CPT and the
use of instructions and will analyze different meth-
ods to evaluate LLMs.

2.1 Instructions and CPT

The enhancement of LLMs through CPT and
instruction fine-tuning has been extensively ex-
plored in recent studies. One of the challenges of
these studies lies in providing models with general
instruction-following capabilities.

Some approaches focus on how to improve the
pre-training of the model to allow the introduction
of new knowledge and, at the same time, learning
to answer questions and multitask through instruc-
tions. Cheng et al. (2024) proposed Instruction
Pre-Training, augmenting raw text with instruction-
response pairs synthesized by a generative model.
This enables LLMs to pre-train on simulated mul-
titask corpora, aligning learning objectives with
task-specific behaviors. Training from scratch with
this method enhances base model performance and
improves fine-tuning gains. Similarly, Nayak et al.
(2024) developed synthetic instruction datasets for
zero-shot adaptation, refining high-quality syn-
thetic instruction generation for Instruction Pre-
Training. Jindal et al. (2024) examined trade-offs
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between CPT and instruction fine-tuning, identi-
fying efficient strategies to maintain knowledge
and instruction-following capabilities with mini-
mal cost. Revisiting CPT, Shi and Lipani (2023)
introduced Prompt-based Continued Pretraining,
integrating task-related texts with prompt templates
during unsupervised pretraining. This approach sig-
nificantly enhances fine-tuning performance across
tasks, outperforming state-of-the-art methods in
simplicity and effectiveness.

Recent work by Hu et al. (2024) on MiniCPM
proposes scalable instruction tuning strategies, in-
cluding an annealing mechanism for better task
alignment during training. This highlights the
growing interest in optimizing instruction signal
integration at various model scales, a principle also
relevant to our approach.

The integration of insights from these studies
informs our work, particularly regarding the hy-
pothesis that CPT in underrepresented languages
can improve linguistic capabilities while risking
a decline in task-solving skills if instructions are
omitted. So, our present study builds upon prior
research by combining the strengths of instruction
synthesis and instruction pretraining to explore the
nuanced effects of CPT with structured instructions
on LLM performance.

2.2 Challenges in the evaluation of LL.Ms

Evaluating LLMs is challenging due to their sen-
sitivity to prompt design, formatting, and task-
specific instructions. Even minor variations impact
outcomes, making reproducibility and interoper-
ability essential. Weber et al. (2023) notes that
prompt-based methods yield inconsistent perfor-
mance, limiting generalization. To address this,
several libraries simplify evaluation. Biderman
et al. (2024) describe Im-eval as a flexible bench-
marking framework, supporting interoperability
and custom leaderboards. This aligns with a grow-
ing recognition in recent work (Ming et al., 2024;
Jietal., 2025) of the need to expand multilingual
capabilities and ensure that evaluation frameworks
fairly reflect linguistic diversity, particularly in un-
derrepresented and low-resource language settings.
Built on Im-eval, IberoBench (Baucells et al., 2025)
offers a multilingual benchmark for Basque, Cata-
lan, Galician, European Spanish, and Portuguese,
covering 62 tasks and 179 subtasks for standardized
0-shot and 5-shot evaluations. Zhu et al. (2024) in-
troduce PromptBench, designed for adversarial and
dynamic evaluations with modular tools for custom

pipelines.

While effective for structured tasks, these tools
struggle with free-text evaluation. Metrics like
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) often misalign with human judgments, fail-
ing to capture coherence, relevance, and fluency
(Deutsch et al., 2022). BERTScore (Zhang et al.,
2020) and MoverScore (Zhao et al., 2019) improve
contextual understanding but still lack nuance in
assessing originality.

When automated metrics fall short, human eval-
uation becomes essential. Novikova et al. (2017)
argue that human judgments better capture coher-
ence, fluency, and creativity, making them the gold
standard. Chern et al. (2024) explore LLM-based
evaluation (LLM-as-a-Judge), leveraging their lin-
guistic capabilities, though further validation is
needed to ensure alignment with human assess-
ments. In the present work, as their performance
on low-resource languages like Galician is often
inferior to their performance on high-resource lan-
guages due to limited training data, they will not
be used.

Along with the Im-eval platform, which will be
of particular help in evaluating structured tasks with
probabilistic metrics, we will also make use, espe-
cially in text generated by the models, of similarity-
based measures. In addition, we will calculate the
degree of correlation between these two types of
metrics with each other, as well as with respect to
human evaluation.

3 Methodology and datasets

3.1 CPT and Instruction Pre-Training

To conduct a proper study, we use models obtained
from the same base model by applying different
corpora during the CPT phase. Llama-3.1-8B? was
chosen as the base model due to its strong perfor-
mance in multilingual settings. Since training only
in a new language can lead to catastrophic forget-
ting of other language capabilities (Koloski et al.,
2024), we include in the training corpus not only
Galician texts but also texts in Spanish and English
(present in the original Llama-3.1-8B), as well as
Catalan and European Portuguese, given their lin-
guistic proximity to Galician as Ibero-Romance
languages. We use different corpus combinations
to assess the impact of text quality, language pro-
portion, and instruction pretraining during CPT.

2https: //huggingface.co/meta-1lama/Llama-3.
1-8B
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Due to the limited availability of resources in some
of the languages, the instruction datasets® were
synthetically generated using different techniques,
either by adapting existing datasets or creating new
ones from scratch:

Model-large*: Pretrained using all available raw
text corpora in Galician and the other selected lan-
guages, ensuring a balanced distribution to prevent
knowledge degradation.

Model-small-1 (high-quality corpus): Trained on
a high-quality Galician corpus while maintaining a
balanced distribution for the other languages.
Model-small-2 (close languages): Uses a high-
quality Galician corpus with a significant propor-
tion of Portuguese data, while the rest of the lan-
guages remain balanced.

Model-small-instr-1° (small instruction pretrain-
ing): Enrich the corpus of Model-small-1 by incor-
porating examples of entity recognition and ques-
tion answering exclusively in Galician.
Model-small-instr-2 (instruction pretraining for
translation): Enrich the corpus of Model-small-1
by incorporating examples of translation tasks (EN-
GL, ES-GL) alongside standard pretraining.
Model-small-instr-3® (multitasking instruction
pretraining): Enrich the corpus of Model-small-
instr-1 by incorporating more instruction-following
tasks, such as sentiment analysis, across all lan-
guages in the corpus.

It is important to note that the corpus used to
train the Model-large contains more than 20 billion
words, while the rest of the models have around
350 million words of plain text and a maximum of
35 million words of instructions. More information
on the proportion of languages and instructions
used in each model can be found in Appendix C.
In addition, the specifications used during the CPT
of the models are available in Appendix D.

3.2 Evaluation datasets for Galician

Evaluating the performance of LLMs requires well-
defined benchmarks that assess their ability to gen-
erate coherent, fluent text as well as their profi-
ciency in completing structured tasks. Evaluation
approaches can be broadly categorized into gen-

3https://github.com/proxectonos/instruction_
datasets

*https://huggingface.co/proxectonos/Llama-3.
1-Carballo

5https://huggingface.co/proxectonos/Llama-3.
1-Carballo-Instri

6https://huggingface.co/proxectonos/Llama—3.
1-Carballo-Instr3

erative evaluation and task-based evaluation, each
serving distinct objectives. Generative evaluation
focuses on assessing the linguistic quality of open-
ended model outputs, measuring aspects such as flu-
ency, coherence, and grammatical accuracy rather
than correctness (Sheng et al., 2024). This type
of evaluation is particularly relevant for tasks such
as dialogue generation, storytelling, and creative
writing, where multiple valid outputs may exist. In
contrast, task-based evaluation assesses a model’s
ability to complete structured, objective tasks, such
as translation, summarization, mathematical rea-
soning, and factual question answering (Guo et al.,
2023). Unlike generative evaluation, task-based
evaluation relies on gold-standard references, al-
lowing for more objective assessment using estab-
lished metrics such as BLEU, ROUGE, and Exact
Match (Rajpurkar et al., 2016).

Building on the distinction between generative
and task-based evaluation, we focus on Galician
to analyze LLM performance in a low-resource
language setting. To this end, we select a sub-
set of IberoBench datasets covering summariza-
tion (summarization_gl), mathematical reason-
ing (mgsm_direct_gl), truthfulness (truthfulqa_gl),
translation (flores_gl), multiple-choice reading
comprehension (belebele_gl), linguistic accept-
ability (galcola), paraphrasing (parafrases_gl and
paws_gl) and question answering (openbookga_gl).
In addition, we incorporate three new datasets: xs-
torycloze_gl for commonsense reasoning,’ xnli_gl
for semantic inference,® and calame_gl,’ the Gali-
cian version of Calame-pt (Lopes et al., 2024),
which evaluates a model’s ability to predict the
final word of a sentence when provided with suffi-
cient contextual information for both humans and
models to make an accurate guess.

3.3 Metrics

When evaluating the performance of autoregressive
language models, we employ different automatic
metrics tailored to each task type. For multiple-
choice tasks, log-likelihood is the primary metric,
assessing the model’s ability to assign higher proba-
bilities to correct answers. Surprisal, another proba-
bilistic measure, is used to evaluate the predictabil-
ity of generated text sequences. Finally, seman-

7https://huggingface.co/datasets/proxectonos/
xstorycloze_gl

8https://huggingface.co/datasets/proxectonos/
xnli_gl

https://github.com/proxectonos/calame-gl
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tic similarity measures (such as BERTScore and
MoverScore) are applied to both multiple-choice
and generative tasks to assess output quality be-
yond lexical overlap, capturing contextual and the-
matic coherence. Complementing these automatic
metrics, we also incorporate human qualitative eval-
uations, which are essential for assessing fluency,
coherence and overall text quality.

In the next subsections, we will describe each of
these evaluation metrics in detail.

3.3.1 Probabilistic metrics

We consider two probabilistic metrics for the eval-
uation of the models: log-likelihood and surprisal.

Log-likelihood computes the probability as-
signed by the model to a sequence of to-
kens. Given an input consisting of tokens x =
(zo,x1,...,Tn—1), and a target sequence of tokens
y = (Y0,Y1, - Ym—1), the log-likelihood is de-
fined as:

m—1

log P(y|a) = > log P(y;|, yo, - -
=0

Yi-1) (D)

where P(y;|z,yo,. - .,yi—1) represents the proba-
bility assigned by the language model to the i-th
token in the target sequence, conditioned on the
input sequence x and the preceding tokens in y.

The surprisal of a token y, in a sequence
y = (Y0,Y1,--.,Yn—1) is closely related to the
log-likelihood. It can be defined as the nega-
tive log-probability of the token, i.e., S(y,|y) =
—log P(yn|y), where the reference and target se-
quences are the same. This metric is particularly
useful for evaluating the quality of a text, as the
surprisal of a token reflects how unexpected or
surprising that token is within its context in the
sequence.

3.3.2 Similarity-based metrics

To assess whether the generated text adequately
responds to a task, we use three similarity-based
metrics that leverage embeddings to determine how
closely a model’s output aligns with reference texts:
1) Cosine Similarity: this metric measures the simi-
larity between the last-layer embeddings of two text
fragments, such as a model-generated response and
its reference counterpart. Higher values indicate
greater resemblance. 2) BERTScore: this metric
uses a modified cosine measure with BERT embed-
dings to capture deeper semantic relationships than
basic cosine. 3) MoverScore: by utilizing BERT-
based embeddings, this metric estimates the effort

required to transform one text into another. A lower
transformation effort suggests a higher degree of
similarity.

To evaluate these metrics, we developed a new
framework, simil-eval, designed for simplicity and
interpretability while also improving transparency
in model assessment. In this framework, the model
is prompted to complete a text, and its output is
compared to a reference, which can be adapted
for various tasks. This approach is particularly
effective for multiple-choice tasks since, instead
of selecting an option by letter or number, the
model generates a response that is then compared
to the available choices using similarity measures,
and the most similar option is selected as the cor-
rect answer (examples in Appendix A). While Im-
eval serves a similar purpose by relying on log-
likelihood, similarity-based evaluations tend to be
more intuitive for human interpretation.

Beyond similarity-based metrics, our framework
also incorporates surprisal, previously introduced
as a probabilistic metric. To further explore its
effectiveness, we adapted the galcola dataset, origi-
nally designed for linguistic acceptability judgment
(de Dios-Flores et al., 2023). In this adaptation, we
compute the surprisal of sentence pairs—one gram-
matically correct and the other unacceptable, defin-
ing a new metric, difsur, in Equation 2, where x, is
an acceptable sentence and x,, is its unacceptable
counterpart.

S(xne) — S(zq)

difsur = {8 (za). S(@na)}

x 100 (2)

As difsur computes the relative difference in sur-
prisal between a grammatical (z,) and ungrammat-
ical (x,,) version of the same sentence, normalized
by the maximum surprisal value, it is able to en-
sure a more fair and scale-independent evaluation
than using just surprisal on either grammatical or
ungrammatical sentences. Indeed, difsur explicitly
evaluates whether the model distinguishes correct
from incorrect syntax, penalizing models that as-
sign similar probabilities to both, showing higher
values in models with more correction in writting.
This makes it especially valuable for the evalua-
tion of LL.Ms in applications where grammatical
correctness is critical, providing a more comprehen-
sive assessment of a model’s linguistic competence
beyond traditional similarity measures.
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3.3.3 Human evaluation metrics

To complement automated evaluations, we con-
ducted human assessments focusing on linguistic
quality and task-specific performance.

Linguistic quality: To evaluate the perceived
quality of model-generated text from a linguistic
perspective, we conducted a human perception ex-
periment based on the methodology from Gamallo
et al. (2024), with some modifications adapted to
our objectives. Unlike the original study, which
compared authentic and synthetic continuations,
our evaluation focused solely on model-generated
outputs. This modification was necessary to en-
able a direct model-to-model comparison, ensur-
ing that variations in linguistic quality and coher-
ence resulted exclusively from model differences
rather than disparities between human and machine-
generated text. Evaluators were presented with
continuations from different models for the same
context, minimizing biases from authentic refer-
ences. Despite this adjustment, we preserved key
elements of the original methodology, such as text
selection, splitting strategies, and counterbalancing,
to maintain rigor.

The evaluation was conducted by four native
Galician speakers, each tasked with assessing the
outputs of a single model. Guided by detailed anno-
tation instructions, they evaluated model-generated
continuations according to two predefined cate-
gories: 1) Form error: the text is fully comprehen-
sible but contains structural or grammatical issues
easily identifiable by a non-expert reader. (2) Con-
tent error: The text has inconsistencies in meaning,
either in relation to the context or within the text
itself, which may hinder comprehension.

For form errors, evaluators reported the num-
ber of errors identified in each continuation. Con-
tent errors were assessed with a binary classifi-
cation, marking any detected inconsistency as er-
roneous, even if some parts of the text remained
topic-accurate.

Task-specific: To assess the models’ perfor-
mance on open-ended tasks like summarization,
mathematical reasoning, and truthfulness, we con-
ducted a separate human evaluation. This evalua-
tion was based on model-generated results from the
automated Im-eval assessment, using IberoBench’s
open-ended tasks for Galician. The evaluation was
carried out using Label Studio (Tkachenko et al.,
2020-2022), an open-source annotation platform
that provided an intuitive interface for annotators

and allowed easy export of results in a structured
format.

To conduct this evaluation, four native Galician
speakers were each assigned to a specific model
and tasked with assessing all three tasks associated
with that model. Each evaluator reviewed a set
of 50 items, which included the input prompt, the
gold-standard reference, and the model-generated
output. They were then instructed to classify the
output as valid or invalid following these guide-
lines: For summarization, a summary was consid-
ered valid if it conveyed at least one key point of the
text. Minor grammatical errors were disregarded
unless they hindered readability. A summary was
deemed invalid if it simply replicated the first para-
graph without summarizing the text. For truthful-
ness, a response was valid if it aligned in meaning
with any of the correct answers. For mathematical
reasoning, an exact match was required for validity,
meaning the response had to include the correct
answer, but not necessarily a strict character-by-
character match with the gold standard.

For all tasks, evaluators used the gold-standard
reference as a guide rather than requiring exact
matching, assessing outputs based on task-specific
validity criteria. Any additional generated text was
disregarded as long as the output met the specified
criteria. Moreover, evaluators could also provide
comments to contextualize their assessments.

4 Experiments

The objective is to evaluate language models with
a significant proportion of Galician in their training
data, focusing exclusively on pretrained models
and excluding those with instruction tuning. The
selected models vary in size and linguistic scope,
from monolingual Galician models to multilingual
models covering several European languages: CPT
models: this group includes our models described
in section 3.1; Llama-3.1-8B: the base model for
CPT training, which is a multilingual model cover-
ing eight languages, including Spanish and Brazil-
ian Portuguese; Salamandra-2B'° and Salamandra-
7B'!: multilingual models focused on European
languages including Galician, making them partic-
ularly relevant for assessing Galician language ca-
pabilities; Carballo-Bloom'?: a monolingual 1.7B
Galician model, offering insights into the perfor-

https://huggingface.co/BSC-LT/salamandra-2b

11https://huggingface.co/BSC—LT/salamandra—7b

12https://huggingface.co/proxectonos/
Carballo-bloom-1.3B
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mance of a Galician-specific model compared to
larger multilingual ones.

4.1 Results

Figure 2 shows the hit rates obtained in vari-
ous multiple-choice tasks by the analyzed mod-
els, using MoverScore within simil-eval and log-
likelihood in Im-eval. It is important to note that
for belebele_gl and openbookqga_gl, a random se-
lection would yield a hit rate of 0.25, while for
xstorycloze_gl, it would be 0.5. In the case of
truthfulga_gl, establishing a reference is more chal-
lenging, as the number of possible options varies
between 4 and 10 depending on the question, and
it results in an average random hit rate of approx-
imately 0.196. Similar results are observed when
using alternative similarity measures, such as co-
sine, as shown in Figure 7 in Appendix B. This
appendix also includes the results for BertScore for
average similarity (Figure 8), which also follow the
trend of the other similarity metrics, but are more
difficult to interpret.

On the other hand, Figure 3 illustrates the dis-
crepancies between automated evaluation results
(Im-eval) and human qualitative assessment across
three generative tasks. Metrics are accuracy and
BLEU while the latter was divided by 100 to adjust
the scale. To reduce the human evaluation burden,
we chose the two small models with the best perfor-
mance in quantitative evaluation. The Y-axis rep-
resents the difference between the two evaluation
methods, where positive values indicate that Im-
eval overestimates the performance of the model
compared to human evaluation, while negative val-
ues denote the opposite. These results show that
Im-eval consistently assigns lower scores than hu-
man evaluation in the summarization task across all
models, except for Model-large, where both evalu-
ations yield similar scores. This could suggest that
metrics like BLEU might not be entirely suitable
for assessing this type of task. As for the other
tasks, differences are less pronounced, but Im-eval
seems to slightly underestimate the performance
of Model-small-instr-1 and Model-small-instr-3,
while overestimating that of Llama-3.1-8B. These
variations suggest that the reliability of Im-eval for
evaluating generative tasks may depend on the spe-
cific model and the particular challenges of each
task.

Finally, Figure 4 presents several comparisons
between human error evaluation and surprisal-
based metrics. In Figure 4a, the difsur values are

shown for each automatically evaluated model. Ad-
ditionally, for the models assessed by humans, the
ratio of texts without form errors and without con-
tent errors is also included, scaled to 5 for readabil-
ity. The higher the bars associated with a model,
the better its performance, as this indicates a higher
difsur value and a greater proportion of error-free
texts. In contrast, Figure 4b displays the surprisal
of the last word in calame_gl alongside the ratio of
texts with form or content errors. In this case, lower
bars are preferable, as they indicate that the model
is less surprised by the expected word (calame_gl)
and that the generated texts contain fewer errors
according to human evaluation.

4.2 Discussion

The results shown in the previous subsection allow
us to infer very relevant information about, on the
one hand, the use of instructions in CPT and, on the
other hand, the effectiveness of the metrics tested
from their comparison with human evaluations.

Concerning the task-based evaluation shown
in the two plots of Figure 2, we observe that
the larger base multilingual models without CPT
(Salamandra-7B and Llama-3.1-8B) outperform,
as expected, smaller models: multilingual base
model (Salamandra-2B) and Galician Carballo-
Bloom built with CPT. They also clearly outper-
form in almost all tasks Model-large and the two
small models without instructions (Model-small-
1 and 2). However, the small models with non-
translation instructions, namely Model-small-instr-
1 and 3, have acceptable performance close to both
Llama-3.1-8B and Salamandra-7B. This demon-
strates that the use of a variety of instructions in
the training corpus during CPT is useful and allows
the models not to lose the ability to solve tasks of
different types. It is worth noting, however, that the
instructions for translations used in Model-small-
instr-2 only benefit the translation task, but do not
help the model perform other types of tasks (see
the performance on the flores_gl dataset in Table 2
of Appendix E).

On the other hand, if we compare the results of
the similarity metric in Figure 2a and the proba-
bility metric in 2b, we find that there is a strong
correlation between the two. Specifically, the Pear-
son correlation is 0.87. From this, we deduce that
it is possible to use similarity-based techniques,
which are more interpretable and transparent than
those based on probability, on generated responses
without losing performance efficiency.
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Figure 2: Hit rates obtained using simil-eval (Figure 2a) and Im-eval (Figure 2b).
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Figure 3: Difference between Im-eval and qualitative
evaluation across three generation tasks

Figure 3, devoted to showing the relationship
between probability (which correlates with simi-
larity) and human evaluation, shows that there is
a low correlation in the tasks that were evaluated
manually. The overall Pearson correlation is 0.17.
This indicates that it is not yet possible to rely on
automatic metrics to evaluate the performance of
the models in the evaluated tasks, and therefore, au-
tomatic methods must be rethought to improve the
metrics. The fact that similarity-based metrics are
more transparent and interpretable can help meet
this objective.

Regarding the evaluation of the linguistic quality
of the generated text, it is possible to infer from
Figure 4 that all the models trained with CPT in
Galician, both large and small, substantially im-
prove the base model Llama-3.1-8B. From this,
we conclude that CPT is an appropriate method
for adapting a model to a new language or variety.
Moreover, the two plots in Figure 4 allow us to
observe that none of the metrics used to evaluate
linguistic quality, namely difsur in Figure 4a and
last word surprisal in Figure 4b, correlates properly
with the human evaluation, with a Pearson in both
cases < 0.25. It is important to note that in the
case of difsur, the correlation with human assess-
ment is generally good except in one critical case,

Model-small-instr-3, where the negative value, not
expected in this case, causes the overall correla-
tion to be very low. This suggests the necessity of
further investigation into the automatic metric to
enhance its performance or identify a more robust
and stable alternative. In the case of the metric
applied to calame_gl, which computes surprisal on
the last word (Figure 4b), the main error lies in
the attribution of a low score (and therefore, in this
case, high quality) to the base model Llama-3.1-8B,
which is not to be expected since this model has
quality problems in the generation of texts in Gali-
cian. As in the previous metric, it will be necessary
to investigate whether the metric can be improved
or should be discarded as an automatic method to
assess the linguistic quality of generated texts.

5 Conclusions

In this work we evaluated the impact of CPT on
multilingual language models, comparing their per-
formance using both automatic and human evalua-
tion metrics. Larger base multilingual models out-
perform models that were adapted to a specific lan-
guage with CPT in task-based evaluation, though
CPT models trained with small and high-quality
corpora, as well as with diverse instructions, show
competitive results in task-based evaluation while
they improve the linguistic quality in generative
tasks. Some discrepancies between automatic and
human evaluations indicate the need to refine the
current metrics, both those that measure task per-
formance and those that assess linguistic quality.
In the current state of evaluation metrics, we must
conclude that humans are still necessary to assess
the results of LLMs more fairly.

5.1 Future work

In future work, we aim to enhance our models
adapted via CPT through other tuning techniques,
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Figure 4: Comparison between two metrics and human assessment to compute the linguistic quality of texts.

such as instruction tuning, reasoning with reinforce-
ment learning, or annealing, ensuring improved
task performance without compromising linguistic
quality. Additionally, we will refine our automatic
metrics for evaluating linguistic quality, addressing
potential discrepancies with human assessments.
To further validate these metrics, we will leverage
LLM-as-a-Judge systems, comparing their evalu-
ations against both traditional automatic metrics
and human judgments. This multi-perspective eval-
uation will help us develop more reliable and in-
terpretable assessment methodologies for LLM-
generated text.

Limitations

While this work makes significant contributions to
understanding the impact of CPT on LLMs and
proposes a comprehensive evaluation framework,
several limitations arise. The study focuses primar-
ily on Galician, a low-resource language. While
the findings provide valuable insights, they may
not fully generalize to other underrepresented or
typologically distinct languages. Further research
is needed to validate the proposed methods across
a broader range of languages. Moreover, due to the
scarcity of high-quality instruction datasets in Gali-
cian, synthetic data generation techniques were em-
ployed. While these methods enabled the inclusion
of diverse tasks, the quality and authenticity of syn-
thetic data may not fully replicate human-created
datasets, potentially affecting the robustness of the
models. Finally, while human evaluation adds valu-
able insights beyond what automated metrics can
capture, it also has some important limitations in
this study. The evaluation was carried out by four
native Galician speakers, each assigned to assess

outputs from a single model across 50 examples
per task. While this setup ensured consistency and
linguistic expertise, it also limited the diversity of
perspectives and the overall scale of the evalua-
tion. In addition, the evaluation covered only a
small number of tasks and examples, which may
not fully capture the range of possible model behav-
iors. These aspects should be taken into account
when interpreting the results, and future work could
benefit from involving more annotators, expanding
task coverage, and increasing the number of evalu-
ated items.
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A Examples of simil-eval outputs

ID 479 - Generated answer: placed in good soil
Score with option 1: planted in zinc pills: ©.5524
Score with option 2: plated in the sea: 0.5374
Score with option 3: placed in good soil: ©0.9996
Score with option 4: made out of soil: 0.5544

Mean score with question 479: 0.66093

Score with correct option 3: ©.9996

Figure 5: Example output of simil-eval for MoverScore scores in a QA task.

--FINAL COSINE RESULTS--

Mean similarity score: 0.62045

Mean similarity score with correct options: 0.6217
Percentage of correct answers (over 1): 0.2626

Figure 6: Example output of simil-eval for final results of cosine score.

B Additional evaluation results
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Figure 7: Cosine hit rates using simil-eval.

Comparison of Mean Cosine, MoverScore, and BERTScore for OpenBookQA
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Figure 8: Comparison of the mean similarity of embeddings obtained with simil-eval using BertScore, Cosine and
MoverScore in openbookga_gl.
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Comparison of models based on generated continuations without errors
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Figure 9: Number of error-free model-generated continuations in form and content out of 60 evaluated texts for
each model.

Frequency of form and context errors in model-generated continuations
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Figure 10: Normalized frequency of form and content errors in model-generated continuations. Form errors
represent individual incorrect words, while content errors classify entire continuations as erroneous based on
meaning. Frequencies are normalized by the total number of evaluated continuations (60) per model. Form error
frequencies indicate the average number of incorrect words per generated continuation, which can exceed 1.0. In
contrast, content error frequencies represent the proportion of continuations containing at least one content error,
making them inherently bounded between 0 and 1.0. The y-axis is clipped at 2.5 for readability, with higher values
marked accordingly.
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C Corpora composition

Model- Model- Model- Model- Model- Model-

large small-1 small-2 small-instr-1 small-instr-2 small-instr-3
Plain Text
Galician 2570 232 232 232 232 232
Portuguese 3000 29 47 29 29 29
English 3500 29 35 29 29 29
Spanish 3390 29 16 29 29 29
Catalan 3390 29 16 29 29 29
Instructions - - - 5.5 34.5 30

Table 1: Corpus distribution by language and type of text used to train the models presented in 3.1 (in million
tokens).

D CPT configurations

To pretrain the models on Galician, we maintained consistent hyperparameter configurations across
all experiments, except for model-large, where some adjustments were made due to its larger corpus
size. Models model-small-1,2 and model-small-instr-1,2,3 were trained using two nodes, each with two
NVIDIA A100 GPUs, while model-large was trained on five such nodes. To distribute the training load
efficiently, we utilized DeepSpeed (Rajbhandari et al., 2020) with ZeRO stage 2. The effective batch size
was 320 for model-large and 128 for the small models. The learning rate started at 10~* and decayed
linearly. All models were trained for a single epoch with a fixed sequence length of 2048 tokens. Finally,
training was conducted using BF16 mixed precision.

E Evaluation results using Im-eval

The following table below (Table 2) presents the evaluation results obtained with Im-eval across multiple
datasets. Model names were shortened due to space constraints, with these equivalences: Salam =
Salamandra, Model Lg = Model-large, Model Sm = Model-small and Model SmI = Model-small-instr.
New datasets introduced in the present work are highlighted in blue.

Carballo Salam Salam Llama Model Model Model Model Model Model

Bloom 2B 7B 3.1-8B Lg Sm1 Sm2 SmI1 SmI2 SmI3
Multiple-choice tasks (accuracy)
belebele_gl 0.231 0.229 0.374 0.807 0.320 0.431 0.272 0.563 0.293 0.500
galcola 0.498  0.497 0.533 0.588 0.524 0.489 0.488 0.553 0.508 0.576
openbookqa_gl 0.258  0.264 0.332 0.316 0.308 0.298 0.198 0.310 0.294 0.324
parafrases_gl 0.571 0.561 0.558 0.626 0.565 0.588 0.558 0.571 0.578 0.561
paws_gl 0.533 0.514 0.603 0.667 0.609 0.629 0.488 0.655 0.605 0.628
truthfulqa_gl (mc1) 0.257 0.235 0.228 0.278 0.235 0274  0.277 0.255 0.255 0.268
truthfulqa_gl (mc2) 0.358  0.339 0.328 0.383 0.332 0.371 0.381 0.351 0.346 0.361
xnli_gl 0480 0.478 0.505 0.501 0.500 0.496 0.398 0.520 0.477 0.509
xstorycloze_gl 0.624  0.619 0.736 0.680 0.713 0.656 0.509 0.690 0.643 0.686

Text-generation tasks (BLEU)

summarization_gl 1.308  2.031 2.308 7.992 0.281 3.256 0.486 3.978 2.634 4.0198
truthfulqa_gl (gen) 0.858  0.453 9.219 13.734 1.182 0.411 0.662 0.411 0.705 7.326
flores_gl 11.763  9.086 12.826 2579 20771 14.664  0.711 22.669 16.317 3.110

Exact match tasks (accuracy)

mgsm_direct_gl 0.000  0.024 0.028 0.060  0.044  0.024 0.016 0.020 0.036 0.040

Table 2: Evaluation results using Im-eval.
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F Additional information about datasets

In addition to existing benchmark datasets, this work introduces three new Galician datasets as part of our
contributions: xnli_gl, xstorycloze_gl, and calame_gl.

* xnli_gl: The Galician extension of the XNLI dataset, designed for evaluating cross-lingual sentence
classification and transfer learning. The task involves classifying sentence pairs (a premise and a
hypothesis) into one of three semantic categories: entailment, contradiction, or neutral. The dataset
was automatically translated and subsequently revised by professional translators. It contains 5,009
test entries.

*» xstorycloze_gl: A Galician adaptation of XStoryCloze, a commonsense reasoning dataset used for
evaluating story comprehension, story generation, and script learning. Initially translated automati-
cally from English, it was later reviewed and corrected by professional translators. It includes 1,841
entries, with 360 designated for training and 1,511 for testing.

» calame_gl: The Galician subset of the Calame-pt dataset, composed of short context passages
with their respective final words. The task is designed to assess whether a human or a model can
accurately predict the missing word while ensuring the context remains neither too specific nor
overly ambiguous. This subset contains 931 entries, forming a portion of the original dataset. The
dataset was initially translated from Portuguese to Galician and subsequently revised by professional

translators.
Dataset Name Type Total Entries Train Test Dev
belebele_gl Machine Reading Comprehension (Multiple-Choice) 900 - - -
galcola Linguistic Acceptability 17,088 11,957 1,710 3,418
openbookqa_gl Question Answering (Open-Book) 1,000 - 500 500
parafrases_gl Paraphrase Detection 2,935 2,053 295 587
paws_gl Paraphrase Adversarial Testing 2,000 - 2,000 -
truthfulqa_gl Truthfulness Evaluation (QA) 1,634 - 817 817
mgsm_direct_gl Multi-Step Mathematical Reasoning 258 8 250 -
summarization_gl Summarization (News Articles) 80,000 - - -
flores_gl Machine Translation Evaluation 2,009 - 997 1,012
xnli_gl Cross-Lingual Sentence Classification 5,009 - 5,009 -
xstorycloze_gl Commonsense Reasoning (Story Comprehension) 1,841 360 1,511 -
calame_gl Cloze Test (Context Completion) 931 - - -

Table 3: Overview of the evaluation datasets used in our experiments, including their dataset type, number of entries,
and partitions.
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G Instruction datasets

Language Dataset Name Type Entries Creation Method
GL EGU (Enciclopedia Galega Universal) Encyclopedic Knowledge 47,396  Manually Adapted
GL RAG (Real Academia Galega) Definitions 47,845 Manually Adapted
GL MT (GL - ES) Translations 275,292  Manually Adapted
GL MT (GL - EN) Translations 421,974 Manually Adapted
GL SLI NER Named Entity Recognition 8,138  Manually Adapted
GL GalCoLA Orthographic Correction 8,160 Manually Adapted
GL SLI PoS TAGGING Morphological Analysis 46,864 Manually Adapted
GL Wikipedia Multiple-Choice QA QA Multiple-choice 1,486 LLM-Generated

GL CédigoCero Summarization Summarization 342 LLM-Generated

CA Parafraseja Paraphrase Detection 21,984 Manually Adapted
CA CASSA Sentiment Analysis 6,400 Manually Adapted
PT Wikipedia Multiple-Choice QA QA Multiple-choice 547 LLM-Generated

PT Extraglue-Instruct (Boolean Questions) QA Simple 28,281 Manually Adapted
PT Extraglue-Instruct (CB) Concept Bottleneck 1,500 Manually Adapted
PT Extraglue-Instruct (MultiRC) Reading Comprehension 108,972  Manually Adapted
PT Extraglue-Instruct (STSB) Text Similarity 22,996 Manually Adapted
PT Extraglue-Instruct (WNLI) NLI (Inference) 3,810  Manually Adapted
PT Aya (Train) QA Simple 8,997 Manually Adapted
PT OpenAssistant Chat / Assistant 287  Manually Adapted
EN Natural Instructions - NER Named Entity Recognition 1,574 Manually Adapted
EN QASC QA Multiple-choice 9,980 Manually Adapted
EN OpenAssistant Chat / Assistant 154  Manually Adapted
ES ALEXSIS Linguistic Simplification 3,918 Manually Adapted
ES COAH Sentiment Analysis 1,816 Manually Adapted
ES COAR Sentiment Analysis 2,202  Manually Adapted

Table 4: Overview of instruction datasets used in our experiments, including their language, dataset type, number
of entries, file size, and creation method. The datasets were created using two approaches: (1) adapting existing
datasets or corpora by modifying their format to make them suitable for instruction pretraining while preserving
their original intent, and (2) generating new datasets from scratch using Salamandra-7B-Instruct, leveraging its
ability to synthesize diverse instruction-following examples. Due to license restrictions, Parafraseja, CASSA, and
RAG (Real Academia Galega) cannot be publicly released.
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