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Abstract

Video summarization aims to generate a con-
densed textual version of an original video.
Summaries may consist of either plain text or
a shortlist of salient events, possibly including
temporal or spatial references. Video Large
Language Models (VLLMs) exhibit impressive
zero-shot capabilities in video analysis. How-
ever, their performance varies significantly ac-
cording to the LLM prompt, the characteristics
of the video, and the properties of the training
data and LLM architecture.

In this work, we thoroughly evaluate the zero-
shot summarization performance of four state-
of-the-art open-source VLLMs specifically de-
signed to address spatial and temporal reason-
ing. In light of the detected summarization
issues, we propose different cost-effective miti-
gation strategies, based on Chain-of-Thought
prompting, that involve the injection of knowl-
edge extracted by external, lightweight mod-
els. To perform the VLLM evaluation, we de-
sign a new video summarization benchmark
consisting of 100 videos with varying char-
acteristics in terms of domain, duration, and
spatio-temporal properties. Videos are man-
ually annotated by three independent human
experts with plain text, event-based, and spatio-
temporal summaries.

The experimental evaluation shows that
VLLMs significantly benefit from prompting
a list of recognized actions, whereas inject-
ing automatically recognized objects and scene
changes respectively improve spatially contex-
tualized and event-based summaries in specific
cases.

1 Introduction

Large Language Models (LLMs) excel in a vari-
ety of Natural Language Generation tasks, among
which question answering, text summarization, and
text paraphrasing (Huang and Chang, 2023). How-
ever, when used in zero-shot learning LLMs may
express unintended behaviors such as making up

facts, generating biased or toxic text (Bender et al.,
2021). For this reason, exploring zero-shot LLMs
capabilities on benchmark datasets is fundamental
to early detect model strengths and weaknesses,
particularly when there is a lack of annotated data
or computational resources for model fine-tuning.

Recent LLMs such as VideoChatGPT (Maaz
et al., 2023) and VideoLLaVA (Lin et al., 2023)
support video content as part of their input prompt.
Thanks to their architecture and training data, they
are potentially able to produce textual summaries of
the video content under a zero-shot learning setting.
In this work, we explore the use of Video Large
Language Models (VLLMs) for zero-shot video
summarization, detecting challenges and propos-
ing ad hoc, cost-effective mitigation strategies.

According to the type of LLM prompt, sum-
maries of arbitrary data might consist of indicative
descriptions expressed in plain text (Syed et al.,
2023) (e.g., using the prompt Produce a free-text
summary of the video) or more informative con-
tent (El-Kassas et al., 2021) such as a list of key
events (Nakshatri et al., 2023) (e.g., Summarize the
video by indicating a shortlist of salient events),
a timeline (La Quatra et al., 2021) (e.g., Summa-
rize the video by enumerating the relevant times-
tamps and their corresponding salient events), a
spatially contextualized summary (Cai and Hovy,
2011) (e.g., Summarize the video by enumerating
relevant locations and their corresponding salient
events), or a spatio-temporally contextualized sum-
mary (e.g., Summarize the video by enumerating
relevant pairs of location and timestamp and their
corresponding salient events).

Classical video summarization methods aim to
identify the most relevant content while minimizing
summary redundancy (Kansal et al., 2023). How-
ever, to effectively generate summaries of different
types they also require complementary capabili-
ties such as correctly identifying segments in long
videos corresponding to salient events, properly
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handling temporal aspects, and accurately detect-
ing spatial locations, event subjects and actions.
Our purpose is to verify to what extent Video Large
Language Models (VLLMs) show the following
complementary abilities.

Handling temporal information. LLMs are
known to have limitations in dealing with long-
lasting events, capturing long-term temporal depen-
dencies, and expressing temporal references with-
out incurring in hallucination effects (Liu et al.,
2024b). Recent works have started to explore
VLLMs capabilities in video summarization, but
mainly on short videos (20-60 seconds) (Liu et al.,
2024a) and for plain text summarization only. This
prompts the need to further investigate the unex-
plored aspects of various videos, summary types,
and models.

Handling spatial information. Previous
works have proposed to incorporate spatio-
temporal knowledge in Transformer-based summa-
rizers (Hsu et al., 2023) and also investigated the
effectiveness of VLLMs in spatial reasoning (Fu
et al., 2024). However, to the best of our knowl-
edge, how to combine video summarization with
spatial and temporal reasoning using LLMs is still
an open research issue.

To address the issues mentioned above, this pa-
per proposes the following contributions.

VLLM evaluation and issue detection. We
thoroughly evaluate and compare the zero-shot
summarization performance of four state-of-the-art
open-source VLLMs that are specifically designed
and trained to handle spatio-temporal information,
i.e., VideoChatGPT (Maaz et al., 2023), VideoL-
lAMA2 (Cheng et al., 2024), VideoLLaVA (Lin
et al., 2023), VTimeLLM (Huang et al., 2023)). We
envisage appropriate methods to detect common
model issues in the generation of summaries of dif-
ferent types. The results exhibit relevant flaws in
the generated summaries, particularly while jointly
tackling summarization with temporal and spatial
reasoning.

New video summarization benchmark. To
evaluate VLLM summarization performance,
we present MIXTYVSUM (Mixed Type Video
Summarization), a new benchmark consisting of
100 videos with varying domains, subjects, dura-
tions, and spatial and temporal features. Each video
has been enriched with summary-related informa-
tion with the help of three independent human an-

notators per video. Hence, unlike all prior bench-
marks, it is suited to test the automatic generation
of plain text, event-based, timeline, spatially and
spatio-temporally contextualized summaries (more
insights are given in Section 2). MIXTYVSUM is
available in the project repository along with the
code, LLM prompts, detected issues, and outputs.1

Mitigation strategies. Within the scope of zero-
shot summarization, we envisage specific mitiga-
tion strategies aimed to partly overcome the sum-
mary issues detected at the previous step. To
this end, we propose to adopt the following cost-
effective external models, whose outputs in textual
form are fed to the LLM via Chain-of-Thought
prompting: (1) Action recognition. Motivated by
the large of body of work devoted to action recog-
nition (T and HR, 2024), our purpose is to improve
the accuracy of salient event identification and de-
scription, which are key summarization steps. (2)
Object detection. We leverage a list of detected ob-
jects to simplify both event description and spatial
contextualization. (3) Scene splitter. We automat-
ically detect scene changes in videos as they po-
tentially represent key event boundaries. They are
synergical to the temporal contextualization of the
summary content. Action recognition has proved to
be beneficial across almost all summary types and
models, whereas scene detection and object recog-
nition yield model- and type-specific improvements
(e.g., object detection for spatially contextualized
summaries on VideoChatGPT).

The remainder of the paper is organized as fol-
lows. Section 2 reviews the existing literature.
Section 3 formally states the summarization tasks.
Section 4 describes the MIXTYVSUM benchmark.
Section 5 describes how we evaluate model perfor-
mance, address the detection and characterization
of summarization issues, and introduces the pro-
posed mitigation strategies. Section 6 reports the
main experimental results. Finally, Section 7 draws
the conclusions and presents the future research
directions.

2 Related works

Works on video summarization published until
2023 mainly rely on Transformers and Recurrent
Networks. Conversely, in the last year, the atten-
tion of the research community has turned towards
VLLMs. Hereafter, we will compare our work with

1https://github.com/VaianiLorenzo/
video-summarization-with-LLMs
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the state-of-the-art under the following dimensions:
(1) Summary types, (2) Models, and (3) Temporal
aspects.

Summary types Recent studies on summariza-
tion using VLLMs just consider plain text sum-
maries (Liu et al., 2024a). To the best of our knowl-
edge, the only attempt to generate timelines us-
ing LLMs has been made in (Sojitra et al., 2024)
but source data are textual documents rather than
videos. STVT (Hsu et al., 2023) embeds spatial
information in summarization, but the proposed
model is a Transformer instead of an LLM. Fur-
ther variants of the summarization problem such as
extracting key time frames (without a generative
phase) (He et al., 2023; Zeng et al., 2025) or gen-
erating multimodal summaries (Zhu et al., 2018)
are out of the scope of the present work and will be
addressed in future work.

Models VLLMs encompass both proprietary
and open-source models. OpenAI GPT-4V and
GPT4o (OpenAI, 2023) and Google Gemini 1.5
Pro2 are notable examples of proprietary mod-
els that are capable of processing videos along
with textual prompts. Among the open-source
VLLMs, VideoChatGPT (Maaz et al., 2023), Vide-
oLlAMA2 (Cheng et al., 2024), VideoLLaVA (Lin
et al., 2023), VTimeLLM (Huang et al., 2023)
have been specifically designed and trained to rea-
son about temporal and spatial aspects. For in-
stance, the Spatial-Temporal Convolution connec-
tor of VideoLlAMA2 aims to effectively capture
the intricate spatial and temporal dynamics of video
data. VideoLLaVA adopts a joint training with
videos and images to alleviate object hallucination,
whereas VTimeLLM is specifically designed for
fine-grained video moment understanding and rea-
soning with respect to delimit events’ temporal
boundaries. Our study is exclusively focused on
open-source VLLMs. While several other open-
source VLLMs have been proposed, we specifi-
cally select models that demonstrate state-of-the-
art capabilities in temporal reasoning and action
understanding. We exclude models that either lack
crucial features for comprehensive video under-
standing (like temporal attention mechanisms or
frame-to-frame correlation analysis) or show infe-
rior performance in preliminary experiments.

Temporal aspects Whether VLLMs actually un-
derstand temporal aspects of videos is an open re-

2https://deepmind.google/technologies/gemini/

search question that is partly addressed by Temp-
Compass (Liu et al., 2024b) and VideoMME (Fu
et al., 2024). TempCompass analyzes five temporal
aspects (i.e., Action, Speed, Direction, Attribute
Change and Event Order) on various question an-
swering and video captioning tasks. VideoMME,
instead, evaluates question answering performance
of both proprietary and open-source models on
a large set of videos with varying duration, do-
mains, and input modalities (i.e., audio, text, and
visual). Neither TempCompass nor VideoMME
address video summarization (see the task formu-
lations in Section 3), which is, instead, the core of
the present work.

3 Problem statement

We aim to evaluate the zero-shot capabilities of
VLLMs (Zhang et al., 2024) in automatically gen-
erating video summaries of different types on a
variety of videos with variable domains, subjects,
and spatio-temporal video properties.

3.1 Summary types

Given a video V , we evaluate the following sum-
maries:

• Plain text Summary (PSV ): a plain
text providing indicative descriptions of the
video (Syed et al., 2023). No constraints on
the summary structure are given a priori.

• Event-based Summary (ESV ): a shortlist
of salient events ej , j ∈ [1, N ], happening
in the video. For each event, the VLLM pro-
vides an informative textual description (El-
Kassas et al., 2021), whereas an explicit
spatio-temporal contextualization is not re-
quested. Notice that the number N of salient
events is a priori unknown.3

• Timeline Summary (TSV ): a sequence of
video timestamps t1, t2, . . ., tQ at which
salient events happen. For every timestamp,
the VLLM shortlists the salient events oc-
curred at ti (i ∈ [1, Q]) as well as an infor-
mative textual description of each event. No-
tice that in general Q ≤ N , because multiple
salient events can start at the same time.

3Event-based summarization differs from dense video cap-
tioning (Krishna et al., 2017) as the latter recognizes and
describes each event separately rather than shortlisting them
in a global video summary.
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• Spatially Contextualized Summary
(SCSV ): a sequence of spatial locations l1,
l2, . . ., lR (R ≤ N ) where salient events
happen in the video. For each location, the
VLLM shortlists the salient events occurred in
lk (k ∈ [1, R]) as well as a textual description
of each event.

• Spatio-Temporally Contextualized Sum-
mary (STCSV ): a sequence of location-
timestamp pairs ⟨ti, lk⟩. For each pair the
VLLM shortlists the corresponding salient
events.

4 The Mixed Type Video Summarization
benchmark

Publicly available datasets for video summariza-
tion often lack detailed contextual annotations,
such as event descriptions enriched with tempo-
ral and spatial information about each observed
event. Hence, they are not suited to evaluate
summarization performance on summary targets
other than plain text. To address this limitation,
we shortlist a subset of 5 public datasets with
variable characteristics in terms of video dura-
tion, source domain, subject, number, and types of
salient events, i.e., ActivityNetCaptions (Heilbron
et al., 2015), TVSum (Song et al., 2015), EpicK-
itchens (Damen et al., 2022), SumMe (Gygli et al.,
2014), MSVD (Chen and Dolan, 2011). We ran-
domly sample 20 videos per dataset and involve 3
PhD-level volunteers (European, between 25 and
40 years old) in the annotation with past experience
on NLP-related tasks and crowdsourcing projects.
They did not ask to be paid and approve content
sharing as a mutual form of research teams’ col-
laborations. The properties of the annotated video,
reported in Table 1, show the diversity of the sam-
pled videos, e.g., the duration varies from 7 to 970
seconds, the number of distinct events from 1 to
12, the number of distinct locations from 1 to 6.
A more detailed dataset description is given in the
Appendix.

We define a clear set of annotation guidelines,
providing precise definitions for each required an-
notation and summary type. These guidelines are
crucial for ensuring consistency and avoiding mis-
interpretation by human annotators. The annotation
guidelines are available in the Appendix.

Given the subjectivity of the human annotations,
we verify the level of agreement among annota-
tors by comparing the number of detected events

and the values of the annotated timestamps. The
quantitative analysis confirm the consistency of the
provided annotations. For instance, on TVSum the
maximum percentage difference in the number of
detected events is 11% (1 out of 9 events) whereas
the maximum time gap is one second, which is neg-
ligible with respect to the average video duration
(272s).

5 Model Evaluation, Issue Detection, and
Mitigation Strategies

We run an extensive campaign of prompt tuning for
all combinations of VLLMs and datasets. A selec-
tion of the VLLM prompts and the corresponding
output summary is given in Section 6.4. A more ex-
tensive set of examples is reported in the Appendix
due to the lack of space. We divide the prompts into
two main categories: template-enriched (i.e., when
the desired template is indicated in the prompt) and
without template (i.e., otherwise).

Based on a preliminary exploration of the
achieved results, we identify seven main categories
of issues that severely impact the summary outputs.
In the following, we first provide a definition of
the key issues. Then, we outline the methodology
for automatic issue detection and the experiments
on issue characterization, with particular attention
paid to time-related issues.

5.1 Issue definition
The key issues identified include:

• Unavailable timestamp (TS-NA). The
timestamp information is not available.

• Unavailable time range (TR-NA). The sum-
mary does not include the expected time range
information.

• Hallucinated time content (HAL). The sum-
mary contains temporal information, but this
is hallucinated or invalid, e.g., 10:65 p.m.

• Regular time division (REG-DIV). Fabrica-
tion of events in an unnatural regular cadence,
e.g., ‘ at minute 2... At minute 4. . . ’

• Time Fragmentation or repetition. (FRAG-
REP). Excessive repetition of information,
especially in summaries meant to capture con-
cise intervals, e.g., instead of ‘from minute 10
to minute 15 eventX‘, we have ‘ minute 10
eventX, minute 11 eventX, ..’.
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Original sample source Videos and annotations External knowledge

Avg video Avg num. Avg num. of Avg num of Avg num. of Avg num. of Avg num. of
Duration (s) of events locations tokens per scenes actions objects

per video per video summary

TVSum (2015) 272.25 ± 137.75 4.30 ± 2.93 4.10 ± 2.17 28.35 ± 11.96 26.5 ± 16.43 4.1 ± 2.84 77.05 ± 51.0
SumMe (2014) 131.6 ± 63.99 2.35 ± 1.39 0.90 ± 0.94 18.5 ± 6.67 7.95 ± 7.89 1.7 ± 1.52 30.9 ± 39.28
MSVD (2011) 10.1 ± 7.16 1.90 ± 1.76 1.30 ± 0.56 17.6 ± 5.96 1.4 ± 0.8 1.0 ± 0.0 40.65 ± 43.46
ActivityNet (2015) 121.3 ± 80.32 9.05 ± 3.02 1.70 ± 0.90 10.95 ± 4.01 8.6 ± 7.29 4.0 ± 2.92 135.15 ± 156.51
Epic-Kitchens (2022) 505.6 ± 465.87 7.60 ± 3.34 2.20 ± 0.98 40.35 ± 13.30 1.25 ± 1.09 11.1 ± 8.38 121.4 ± 156.16

Table 1: Statistics about videos, summaries, and injected knowledge.

• Not compliant template (NOTCOMPL-
TEMP). The structure of the summary does
not follow the requested template.

• Focus on camera movements (UNREQ-
CAMMOV). The model generates sum-
maries with a camera-like narrative, inac-
curately reflecting the annotated events as
though viewed by an observer rather than de-
scribed objectively. The summary hence pro-
vides unnecessary mention of camera move-
ments, e.g., ‘the camera turns right...’.

5.2 Automatic detection of summary issues

We implement an NLP pipeline to automatically
detect the above-mentioned issues. To detect tem-
poral information, we use an established Named
Entity Recognition libraries4. To identify fragmen-
tation and repetition, we use a mix of regular ex-
pressions and LLM-based text annotation using
LLaMA 3.1 70B (Touvron et al., 2023)5.

Characterization of summaries’ issues We
characterize the issues detected from different sum-
maries, models, and prompts, template-enriched
and not. Overall, we evaluate 1,140 summaries
consisting of completions of various prompt types.
The outputs achieved by the prompts without tem-
plates averagely contain a number of issues that are
one order of magnitude higher than those obtained
by template-enriched ones. The gap is particularly
evident for TS-NA and TR-NA because without
templates VLLMs often omit the timeline and spa-
tial annotations. When both spatial and temporal
data are requested, VLLMs tend to privilege the
spatial information while disregarding timeline in-
formation. Hereafter, we will mainly focus our
analysis on template-enriched templates. A more
extensive set of prompt-response pairs is reported
in the Appendix.

4https://spacy.io/api/entityrecognizer
5We use the cloud service provided at

https://www.together.ai/

Table 2 reports the statistics of observed per-type
issues for each pair of dataset and model. Despite
the videos having different durations, domains, and
technical characteristics across the source datasets,
the number of detected issues per dataset is pretty
similar, confirming the pervasive nature of the re-
ported issues. Full compliance with the expected
templates is often missing (see issue NOTCOMPL-
TEMP counts). Time content hallucination (HAL)
turns out to be more severe with Video-LLaVa and
VTimeLLM (despite the latter has a higher level of
specialization on temporal reasoning) and is weakly
influenced by the presence of templates. Regular
time division (NOTCOMPL-TEMP) is pervasive on
all datasets and models, whereas time fragmenta-
tion and repetition are less frequent on videos with
limited duration. Video-LLaVA2 turns out to be
the most effective in avoiding time fragmentation
thanks to its robust model pretraining.

5.3 Issue mitigation

We envisage the use of in-context learning with
Chain-of-Thought (CoT) prompting to mitigate the
issue detected in the VLLM benchmarking phase.
We leverage lightweight, external models to extract
video information relevant to accurately shortlist
salient events and define time ranges and spatial
locations. More specifically, we employ:

• Scene splitter6, an automatic scene detector
that detects scene changes and reports a list
of scenes with the corresponding starting and
ending times. Our idea is that scene changes
could be helpful to define the occurrences of
key events and their timing. To avoid intro-
ducing bias, we ignore too fast scene changes
(i.e., distant less than Video Large Language
Modelses).

• Action Recognizer (Contributors, 2020), an
open-source toolbox for video understanding

6https://github.com/Breakthrough/PySceneDetect
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Dataset/Model TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
Video-ChatGPT 273 258 0 127 83 281 9
ActivityNet 30 35 0 10 2 56 1
Epic-Kitchens 25 29 0 15 4 52 2
MSVD 32 37 0 8 2 58 0
SumMe 28 34 0 12 3 57 3
TVSum 29 38 0 11 4 58 3
Video-LLaMA2 65 101 0 135 4 214 5
ActivityNet 11 22 0 29 0 44 0
Epic-Kitchens 5 10 0 35 1 35 2
MSVD 22 29 0 18 0 52 1
SumMe 14 21 0 26 0 42 1
TVSum 13 19 0 27 3 41 1
Video-LLaVA 100 104 68 100 41 204 1
ActivityNet 21 21 16 19 7 41 0
Epic-Kitchens 18 20 13 22 2 40 0
MSVD 20 21 15 20 8 41 1
SumMe 20 21 9 20 13 41 0
TVSum 21 21 15 19 11 41 0
VTimeLLM 108 108 63 92 32 208 21
ActivityNet 22 22 14 18 8 42 3
Epic-Kitchens 20 20 16 20 2 40 2
MSVD 23 23 12 17 8 43 4
SumMe 22 22 7 18 6 42 8
TVSum 21 21 14 19 8 41 4
Total 417 486 131 383 92 907 36

Table 2: Counts of the number of issues per dataset and model with template-enriched prompts only.

which provides a textual description of the
observed actions. The key idea is to leverage
actions to compose event descriptions.

• Object Recognizer, a real-time video pro-
cessing tool (namely, Yolo v2 (Redmon and
Farhadi, 2016)) that detects objects in videos.
The idea behind it is to use the detected ob-
jects to characterize events or spatial locations
better. Objects are ranked by decreasing time
of appearance in the video, and the object list
is early pruned to avoid recommending the
less relevant items.

We post-process the external models’ outputs
to produce knowledge-enriched prompts A set of
representative prompts is given in the Appendix.

6 Experiments

We run the experiments on a machine equipped
with Intel® CoreTM i9-10980XE CPU, 1 ×
NVIDIA® RTX A6000 48GB GPU, 128 GB of
RAM running Ubuntu 22.04 LTS.

In this section, we first define the performance
metrics (see Section 6.1). Then, we compare zero-
shot model performance with and without mitiga-
tion (see Section 6.2). Next, we deepen our analysis
of separate summary types (see Section 6.3) and
provide qualitative examples (see Section 6.4).

6.1 Metrics

Given a video V , we evaluate its LLM-generated
summaries against the corresponding ground truth.

For each plain text summary PSV we quantify
its similarity with the ground truth PSgt

V using
three established methods: (1) Syntactic similarity
computed by using the Rouge toolkit (Lin, 2004),
i.e., the R1/R2/RL Precision/Recall/F1-Score val-
ues, which quantify the text overlap in terms of
unigrams, bigrams, and longest matching subse-
quence; (2) Semantic similarity using BERTScore
F1-Score (Zhang et al., 2020), which measures the
similarity in the embedding space (Reimers et al.,
2019); (3) LLM-as-a-judge, where we inquiry a
robust LLM (i.e., LLaMA 3.1 70B (Touvron et al.,
2023)) with the summaries produced by different
methods and ask him to declare the winner.

To evaluate event-based summaries, we first re-
trieve the ground truth events that appear in the
summary and then count the Precision/Recall/F1-
Score values of the output event list against the
ground truth. To address event retrieval, we com-
pare the text of the summary with the description of
each ground truth event using both the BERTScore
F1-Score and the LLM-as-a-judge approach (Given
the event-based summary ESV and the textual de-
scription of an event e, the LLM indicates whether
the event appears in the summary or not).

While the accuracy of spatial information is veri-
fied using the classical Precision score, we evaluate
timeline generation by also accounting for the la-
tency (Dhingra et al., 2022), which is denoted by
the time gap (in seconds) between predicted and
expected event timestamps.
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6.2 LLM-as-a-judge

For each summary type, model, and video we em-
ploy a LLM-as-a-judge approach to compare the
summary produced with the best prompt without
CoT with the summaries generated using different
mitigation strategies. Table 3 reports for each strat-
egy the number of video samples for which each
strategy has been judged the best separately for
every combination of summary type and VLLM.
When the judge declares no winner, the samples
are labeled as Ties. The mitigation strategy based
on action recognition exhibits the best performance
for most combinations of model and type, except
for the mix of spatial and temporal contexts, where
the TR-NA and NOTCOMPL-TEMP issues remain
unsolved. The benefits of scene split and object
detection are more limited and do not emerge from
this experiment.

6.3 Additional results’ insights

Event-based summaries VTimeLLM, VideoL-
LaMA2 and VideoLLaVa exhibit similar F1 score
variations on different datasets and settings (be-
tween 0.47 and 0.7, as shown in Figure 1).
VideoChatGPT is less robust to long videos (e.g.,
TVSum samples), but the injection of actions and
scenes compensates the performance gap (see Fig-
ures 2a and 2b). MSVD is instead too short to take
advantage of actions or scene detection.

Spatially contextualized summaries Object de-
tection yields F1 score improvements in spatial
contextualization (see Figures 2c), even though the
event descriptions are, in general, less accurate (see
Table 3).

Timeline summaries Temporal information is
often absent from timelines and spatio-temporally
contextualized summaries (from 15% to 40% of the
cases) or largely imprecise. Neither scene splitting
nor object recognition are beneficial. Conversely,
injecting the recognized actions yields improve-
ments for all models. Specifically, (1) The percent-
age of summaries with missing temporal informa-
tion drops to 10% or even less in most cases; (2)
the latency (see Section 6.1) become acceptable
(between 8% and 11% of the video duration) on
ActivityNet, TVSum, and SumMe video samples,
is irrelevant on MSVD samples due to the very lim-
ited video durations, whereas remains challenging
on EpicKitchen, probably due to the high speci-
ficity of the domain which would require a higher

model specialization.

Plain text summary Table 4 compares the
VLLMs in terms of various metrics used for plain-
text summary evaluation (see Section 6.1). Video-
LLaVA achieves the highest recall on the syntac-
tic measures, indicating a superior ability to in-
clude salient content in the summary. Oppositely,
Video-LLaMA2 is, on average, superior in terms of
ROUGE precision, suggesting a lower redundancy
of the generated output. In terms of semantic simi-
larity, they achieve comparable performance. The
complete results set is given in the Appendix.

6.4 Qualitative example
Here we comment on the timeline summary gener-
ated from the annotated TVSum video named 37rz-
WOQsNIw.mp4. Additional examples can be found
in the official repository. The VideoLLaVA time-
line lacks temporal information even while using
template-enriched prompts: The video starts with a
person holding a piece of food in their hand, which
appears to be a type of sandwich or wrap. The
person then offers the food to a group of pigeons
gathered on the ground.... By injecting knowledge
from the action recognizer, the timeline gets cor-
rect: <24-26>: making a sandwich <53-1:07>:
feeding birds <1:26-1:47>: feeding birds <1:48-
1:51>: walking the dog <2:01-2:03>: making tea
<2:10-2:22>: feeding birds. Conversely, the scene
splitter detects 12 scenes, but half of the scene
changes turn out to be redundant, e.g., ...In the sec-
ond scene, the person is feeding the pigeons with
the food. In the third scene, the person is holding a
piece of food and looking at it....

7 Conclusions and future work

The paper explored the zero-shot summarization
performance of four open-source VLLMs and pre-
sented a benchmark datasets suited to evaluate
five different summary types. The models’ out-
puts show relevant issues, particularly regarding
the adherence to summary templates, the tempo-
ral reasoning, and the mix of spatial and temporal
dimensions. To tackle these issues, the paper pro-
posed and assessed three CoT-based strategies. The
experiments show that injecting knowledge from
cost-effective, external models could compensate
the inherent limitations of VLLMs used in a zero-
shot setting. The proposed approach is suited to
scenarios in which LLM fine-tuning is unfeasible
due to the lack of training data or computational
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Summary Type VLLM Ties No mitigation +Scenes +Objects +Actions

Plain text

VideoChatGPT 14 17 6 14 49
VideoLLaVA 28 18 11 15 28

VideoLLaMA2 18 24 12 11 35
VTimeLLM 16 39 7 10 28

Total 76 98 36 50 140

Event-based

VideoChatGPT 24 9 5 4 58
VideoLLaVA 25 13 13 17 32

VideoLLaMA2 31 10 10 12 37
VTimeLLM 25 25 12 5 33

Total 105 57 40 38 160

Spatially contextualized

VideoChatGPT 20 13 7 11 49
VideoLLaVA 27 14 12 20 27

VideoLLaMA2 23 19 10 14 34
VTimeLLM 10 29 17 14 30

Total 80 75 46 59 140

Timeline

VideoChatGPT 1 37 3 5 54
VideoLLaVA 2 25 18 19 36

VideoLLaMA2 0 29 23 7 41
VTimeLLM 2 23 27 3 45

Total 5 114 71 34 176

spatio-temporal

VideoChatGPT 0 48 4 1 47
VideoLLaVA 3 42 12 11 32

VideoLLaMA2 0 37 27 7 29
VTimeLLM 0 47 18 4 31

Total 3 174 61 23 139

Table 3: LLM-as-a-Judge evaluation with LLaMA70B as an expert. For each summary type and model, and video
the strategy declared the winner is written in boldface.

(a) VideoChatGPT (b) VideoLLaMA2

(c) VideoLLaVa (d) VTimeLLM

Figure 1: Event-based summaries (without mitigation). Average F1-Score achieved by different VLLMs.

Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 BERTScore F1

Video-ChatGPT 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5 0/0/5
Video-LLaVA 0/0/5 5/0/0 4/0/1 1/0/4 4/1/0 4/0/1 2/0/3 5/0/0 4/0/1 2/0/3

Video-LLaMA2 5/0/0 0/0/5 0/0/5 3/0/2 0/0/5 0/0/5 3/0/2 0/0/5 0/0/5 1/0/4
VTimeLLM 0/0/5 0/0/5 1/0/4 1/0/4 0/1/4 1/0/4 0/0/5 0/0/5 1/0/4 2/0/3

Table 4: Number of Wins/Ties/Losses for each pair of VLLM and metric (out of 5 different data sources).
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(a) Event-based summary.
VideoChatGPT with actions

(b) Event-based summary.
VideoChatGPT with scenes

(c) Spatially contextual summary.
With vs. w/o object recognition

Figure 2: Percentage F1-Score improvements achieved by different mitigation strategies.

resources. Beyond extending the analysis to propri-
etary models, we will plan to enrich video content
with audio and speech data and to study the extrac-
tive summarization and co-summarization tasks.

Limitations

Models We limit the scope of our analysis to
relatively small opensource models, i.e., 7 Billion
VLLMs. The use of larger models, proprietary or
not, could mitigate part of the detected issues. The
proposed mitigation strategies can be helpful to
bridge the technology gap with larger models when
the computational resources are limited.

Sample size Given the significant human effort
required to annotate videos with accurate summary-
related information, the benchmark size cannot be
further extended. This prevents us from address-
ing LLM fine-tuning, which is out of the scope of
the present work. Our aim is, instead, to explore
LLM zero-shot capabilities in handling different
summaries. Therefore, we maximize the richness
of summary annotation and the diversity of the
video samples across multiple domains, subjects,
video durations, and number and type of events and
locations.

Data modalities We currently analyze the video
content while disregarding acoustic and speech fea-
tures. Applying speech to text or adopting Audio
Visual LLMs are possible extensions which could
simplify the identification and characterization of
complex events.

Summary types We consider abstractive sum-
marization tasks as they best fit Language Models’
goal. They are known to suffer from the excessive
video source length. To alleviate this issue, ex-
tractive summarization techniques can be applied
prior to the abstractive step. In our research, we

adopt, instead, a scene splitter to avoid dealing with
excessively long video tracks.

Fine-tuning for specific domains and video types
We annotate and analyze a collection of videos
retrieved from mixed sources. To adapt LLM re-
sponses to the specific domain and summary type,
LLM fine-tuning would significantly help to boost
summarization performance. In the presence work,
we exclusively analyze zero-shot LLM capabili-
ties and try to mitigate summary issue using CoT
prompting.

Ethics Statement

The paper adheres to the ACL Ethics Policy. The
annotated videos were recorded and publicly re-
leased by third parties. Human annotations do not
contain offensive, harmful, or non-inclusive ex-
pressions. Since our approach relies on pretrained
VLLMs and ad hoc external models for knowledge
injection, we cannot exclude the presence of bias
or hallucination in the model outputs. However, the
key contributions of the paper (detection and miti-
gation of VLLMs challenges) go in the direction of
improving the awareness of VLLM limitations and
preventing such negative effects when using them
in a zero-shot learning setting.
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A Appendix

Content outline

• Description of the data sources used a starting
point for the MIXTYVSUM annotation (see
Section A.1).

• Guidelines for the video annotators (see Sec-
tion A.2).

• Additional statistics about the detected sum-
marization issues (see Section A.3).

• Representative examples for LLM prompts,
outputs, and injected knowledge (see Sec-
tion A.4).

• Additional results for plain text summariza-
tion (see Section A.5).

A.1 Description of the initial datasets
We build our MIXTYVSUM benchmark on the fol-
lowing benchmark datasets tailored to video sum-
marization:

• ActivityNetCaptions (Heilbron et al., 2015)

• TVSum (Song et al., 2015)

• EpicKitchens (Damen et al., 2022)

• SumMe (Gygli et al., 2014)

• MSVD (Chen and Dolan, 2011)

In the following, we outline the identified dataset,
specifying the available annotations and missing
ones, highlighting the need for collecting annota-
tions to benchmark summaries with respect to the
summarization objective functions.

ActivityNetCaptions It consists of videos last-
ing from 1 to 5 minutes. For every salient event
happening in the video, it reports the corresponding
starting and ending times (intervals are potentially
overlapped with other events) and textual descrip-
tion (The old man is playing the piano). Only the
annotation of individual events is present, and there
is no annotation that summarizes the video in its
entirety.

TVSum It consists of videos lasting from 1 to
10 minutes. Each video frame is annotated with a
relevance score (1:Irrelevant, 5:Very relevant). No
textual annotation is present, neither global nor at
the event level. Timestamps are not provided but
can be derived from important frame-level annota-
tions.

EpicKitchen It consists of ego-centric videos
lasting from 2 to 60 minutes, showing actions per-
formed in a kitchen. For every salient action hap-
pening in the video, it reports the corresponding
starting and ending times and textual description
consisting of action and entity (Open-door, Take-
plate). Only the annotation of individual actions is
present, and there is no annotation that summarizes
the video in its entirety.

SumMe It consists of 25 short videos lasting
from less than one to slightly more than 5 minutes.
Each video is segmented into consecutive frames
and annotated with ground truth relevance scores
at the frame level. No textual annotation is present,
neither global nor at the event level. Timestamps
are not provided but can be derived from important
frame-level annotations.

MSVD It contains 1970 short videos, each ap-
proximately one minute long. Each video is an-
notated with a set of equivalent descriptions, each
provided by a different annotator. Each description
mainly focuses on the subject and the action with-
out particular spatial contextualization. No times-
tamps are provided. The annotations are generic
and do not focus on subjects, actions, or places.
No timestamp or time reference is provided in the
annotations.

A.2 Annotation guidelines and annotator
details

Annotation guidelines We provide annotators
with a clear set of annotation guidelines to en-
sure consistency and reliability. We designed these
guidelines to standardize the interpretation of the
tasks, reducing subjectivity and ambiguity in the
annotation process.

In the guidelines, we first overviewed the task
and clarified the main objectives. Then, we pro-
vided a definition of the three key components an-
notators were required to produce for each video:
plain summary, salient events, timestamps and lo-
cations.

The plain text summary should offer a concise
and factual overview of the video. We instructed
annotators to watch the entire video and identify its
main subject or theme, key participants or entities,
and general structure, avoiding personal opinions
or interpretations. We advised the annotators to
limit the summaries to two or three sentences and
to avoid personal opinions and interpretations.
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Salient events represent significant occurrences
within the video that are essential to understanding
its context. Annotators had to identify and describe
these events based on their relevance, distinctive-
ness, and impact, ensuring that each event was
clearly distinguishable from others. We instructed
annotators to document each event in chronolog-
ical order, with each description focusing on key
actions, interactions, or transitions in the video.
We encouraged users to annotate 1 to 10 events per
video, depending on its content and length, with
flexibility for additional events when needed. An-
notators had then to annotate each salient event
with specific temporal and spatial information. An-
notators specified the start and end of the event
using the format [HH:MM:SS]. Locations were de-
scribed in terms of physical settings (e.g., "confer-
ence room," "center of the soccer field") or specific
areas within the video frame.

The guidelines also included a FAQ section, ad-
dressing common questions and clarifying proce-
dures based on an internal trial annotation phase.
These answers provided further information, an-
swering potential doubts in the process in a more
direct and informal manner. We also provided ex-
amples of annotations to help annotators familiar-
ize themselves with the requirements and the tasks.
The full guidelines provided to annotators are avail-
able in our repository.

Annotators We involved three annotators per
dataset to address the variability and subjectivity in-
herent in annotation. We recruited annotators from
students and collaborators at our institutions, all
with backgrounds in Computer Science and Data
Science. Demographically, 25% identified as fe-
male, while 75% identified as male; most anno-
tators (75%) were aged 26–29, with 12.5% aged
≤ 25 and 12.5% aged ≥ 31.

A.3 Additional statistics on summarization
issues

Tables 5-9 provide more detailed statistics on fre-
quencies of the identified summarization issues
for both template-enriched prompts only and for
all prompts. The enforcement of templates signif-
icantly reduces the impact of the major summa-
rization issues. However, a significant number of
outputs still lack compliance with the requested
template. Moreover, temporal information is often
missing or imprecise, calling for ad hoc mitigation
strategies (see Section 5.3).

A.4 LLM prompts and injected knowledge
Tables 10 and 11 respectively report a set of repre-
sentative examples of prompts and outputs, and in-
jected knowledge. The strategies denoted by Scene,
Action, or Object correspond to different mitigation
strategies based on CoT prompting.

A.5 Additional results for plain text
summarization

Tables 12-16 report the Rouge and BERTScore
results achieved by the tested VLLMs on the MIX-
TYVSUM video samples. The per-dataset results
confirm the highest recall of Video-LlaVA and the
highest precision of Video-LlAMA2.
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Dataset TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
Video-ChatGPT 144 173 0 56 15 281 9
Video-LLaMA2 65 101 0 135 4 214 5
Video-LLaVA 100 104 68 100 41 204 1
VTimeLLM 108 108 63 92 32 208 21
Total 417 486 131 383 92 907 36

Table 5: Counts of the number of issues detected separately for each VLLM. Template-enriched prompts.

Dataset TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
Video-ChatGPT 273 258 0 127 83 281 27
Video-LLaMA2 236 189 1 164 8 214 36
Video-LLaVA 200 204 76 200 47 204 6
VTimeLLM 308 208 63 92 41 208 60
Total 1017 859 140 583 179 907 129

Table 6: Counts of the number of issues detected separately for each VLLM. Generic prompts.

Dataset/Model TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
Video-ChatGPT 273 258 0 127 83 281 9
ActivityNet 60 53 0 20 12 56 1
Epic-Kitchens 48 47 0 32 19 52 2
MSVD 59 54 0 21 11 58 0
SumMe 54 49 0 26 15 57 3
TVSum 52 55 0 28 26 58 3
Video-LLaMA2 236 189 1 164 8 214 5
ActivityNet 41 39 0 39 2 44 0
Epic-Kitchens 39 26 1 41 1 35 2
MSVD 60 48 0 20 1 52 1
SumMe 51 40 0 29 0 42 1
TVSum 45 36 0 35 4 41 1
Video-LLaVA 200 204 76 200 47 204 1
ActivityNet 41 41 21 39 8 41 0
Epic-Kitchens 38 40 14 42 2 40 0
MSVD 40 41 15 40 8 41 1
SumMe 40 41 9 40 15 41 0
TVSum 41 41 17 39 14 41 0
VTimeLLM 308 208 63 92 41 208 21
ActivityNet 62 42 14 18 9 42 3
Epic-Kitchens 60 40 16 20 2 40 2
MSVD 63 43 12 17 12 43 4
SumMe 62 42 7 18 7 42 8
TVSum 61 41 14 19 11 41 4
Total 1017 859 140 583 179 907 36

Table 7: Counts of the number of issues detected separately for each data source and VLLM. Prompts without
template.

Dataset TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
ActivityNet 84 100 30 76 17 183 4
Epic-Kitchens 68 79 29 92 9 167 6
MSVD 97 110 27 63 18 194 6
SumMe 84 98 16 76 22 182 12
TVSum 84 99 29 76 26 181 8
Total 417 486 131 383 92 907 36

Table 8: Counts of the number of issues detected separately for each data source. Template-enriched prompts.

Dataset TS-NA TR-NA HAL REG-DIV FRAG-REP NOTCOMPL-TEMP UNREQ-CAMMOV
ActivityNet 204 175 35 116 31 183 18
Epic-Kitchens 185 153 31 135 24 167 16
MSVD 222 186 27 98 32 194 25
SumMe 207 172 16 0 37 182 41
TVSum 199 173 31 121 55 181 29
Total 1017 859 140 583 179 907 129

Table 9: Counts of the number of issues detected separately for each data source. Generic prompts.
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Summary type Prompt Output

Plain-text Summarize the video.
The video shows a man using a tire to demonstrate how to remove
rust from a metal object. He applies a substance to the tire and sprays
it onto the metal object, then uses a brush to scrub the rust off.

Event-based Enumerate the salient events
or actions occurring in the video.

The video shows a man using a tire to clean a mower. He sprays the
tire with a cleaning solution, wipes it down with a cloth, and then uses
a brush to scrub the tire. He then rinses the tire with water and dries
it with a cloth.

Spatially context Provide a description of the video grouping
together the events occurring in the place/location.

The video shows a man in a garage, who is seen cleaning a tire with a
brush and a spray bottle. He then proceeds to clean the inside of the tire
with the same brush and spray bottle. The man is seen standing in front
of a fence and a garage door, and he is also seen standing in front of
a wall with a tire on it.

Timeline
Provide the timeline of salient events or actions
occurring in the video. Use the format:
<start-timestamp>-<end-timestamp>:<event/action>

00:00-00:10: A man is seen holding a tire.
00:10-00:20: The man is seen holding a bottle of spray.
00:20-00:30: The man sprays the tire with the bottle.
00:30-00:40: The man is seen holding a tool.
00:40-00:50: The man sprays the tire again.
00:50-01:00: The man is seen holding a tire.

Spatio-temporal

Provide a summary highlighting the main
spatio-temporal contexts in the video. For every
event that occurs in the video, provide details
about the location, start time, end time, and the
event/action. Use the format:
<place/location>-<start-timestamp>-
<end-timestamp>: <event/action>

The video takes place in a garage and a yard. The man is seen working
on a tire in the garage, and later in the yard, he is seen working on a
lawn mower. The video starts at 00:00:00 and ends at 00:20:00.

Table 10: Examples of prompts without mitigation and corresponding outputs. VLLM: Video-LLaVA. Dataset:
ActivityNet. Video: AwmHb44_ouw.mp4

Mitigation Prompt Output

Scene
Summarize the video. The video consists of 22 scenes total. The scene 1
starts at 0 second(s) and ends at 2 second(s). ... The scene 10 starts
at 2 minute(s) and 0 second(s) and ends at 2 minute(s) and 5 second(s). ...

The video shows a man using a tire to clean a metal object.
He sprays the tire with a cleaning solution and then uses it
to scrub the metal object. After that, he uses a brush to
clean the metal object.

Object
Summarize the video. Some details about the elements in this video. In
this video 1 person appears from 4.00 seconds to 41.04 seconds. ...
1 donut appears from 180.85 seconds to 191.19 seconds. ...

The video shows a man cleaning a tire with a brush and a
spray bottle. He then uses a star-shaped tool to remove
the tire from the rim.

Action

Summarize the video. The following actions have been detected in the
video. Action: changing wheel was detected from 2 second(s) to 7
second(s). ... Action: cleaning gutters was detected from 2 minute(s)
and 56 second(s) to 2 minute(s) and 57 second(s). ...

The video shows a man changing a tire on a lawn mower.
He uses a tool to remove the tire, cleans it, and then puts
it back on the mower.

Table 11: Examples of prompts with mitigation and corresponding outputs (truncated for the sake of readability).
VLLM: Video-LLaVA. Dataset: ActivityNet. Video: AwmHb44_ouw.mp4

Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

Video-ChatGPT 0.3786 0.0640 0.1080 0.0703 0.0117 0.0197 0.3058 0.0502 0.0851 0.3627
Video-LLaVA 0.4236 0.1228 0.1808 0.0720 0.0206 0.0303 0.3557 0.0985 0.1463 0.4874

Video-LLaMA2 0.5219 0.0673 0.1177 0.1572 0.0171 0.0302 0.4621 0.0583 0.1021 0.4761
VTimeLLM 0.4627 0.1017 0.1594 0.0694 0.0129 0.0209 0.3726 0.0788 0.1244 0.4752

Table 12: Plain text summaries. Rouge and BERTScore performance on ActivityNet video samples. Best per-metric
scores are written in boldface.

Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

Video-ChatGPT 0.3557 0.2195 0.2566 0.0339 0.0217 0.0257 0.2582 0.1563 0.1825 0.3804
Video-LLaVA 0.3292 0.3019 0.3014 0.0655 0.0609 0.0615 0.2608 0.2354 0.2358 0.4301

Video-LLaMA2 0.4381 0.1738 0.2260 0.0778 0.0310 0.0405 0.3312 0.1240 0.1627 0.4211
VTimeLLM 0.3938 0.2975 0.3289 0.0787 0.0609 0.0670 0.2882 0.2134 0.2367 0.5052

Table 13: Plain text summaries. Rouge and BERTScore performance on EpicKitchens video samples. Best
per-metric scores are written in boldface.

Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

Video-ChatGPT 0.6210 0.1742 0.2669 0.3298 0.0842 0.1317 0.5531 0.1523 0.2343 0.6354
Video-LLaVA 0.6068 0.3079 0.3937 0.3496 0.1627 0.2125 0.5476 0.2750 0.3519 0.6879

Video-LLaMA2 0.6806 0.1443 0.2313 0.3478 0.0640 0.1045 0.5983 0.1233 0.1984 0.6678
VTimeLLM 0.5816 0.2548 0.3411 0.2561 0.1038 0.1416 0.5043 0.2195 0.2946 0.6771

Table 14: Plain text summaries. Rouge and BERTScore performance on MSVD video samples. Best per-metric
scores are written in boldface.
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Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

Video-ChatGPT 0.4927 0.1530 0.2218 0.2180 0.0613 0.0901 0.4291 0.1275 0.1864 0.4247
Video-LLaVA 0.5299 0.2501 0.3286 0.2436 0.1068 0.1430 0.4660 0.2156 0.2851 0.6468

Video-LLaMA2 0.6100 0.1494 0.2351 0.3406 0.0719 0.1163 0.5309 0.1268 0.2005 0.6553
VTimeLLM 0.4889 0.2154 0.2875 0.1929 0.0737 0.1020 0.4238 0.1860 0.2484 0.6462

Table 15: Plain text summaries. Rouge and BERTScore performance on SumMe video samples. Best per-metric
scores are written in boldface.

Model Rouge-1
Precision

Rouge-1
Recall

Rouge-1
F1

Rouge-2
Precision

Rouge-2
Recall

Rouge-2
F1

Rouge-L
Precision

Rouge-L
Recall

Rouge-L
F1 SBERT

Video-ChatGPT 0.3835 0.1456 0.2022 0.1153 0.0409 0.0583 0.3225 0.1188 0.1665 0.3209
Video-LLaVA 0.3635 0.2602 0.2814 0.1177 0.0791 0.0858 0.3068 0.2104 0.2312 0.5377

Video-LLaMA2 0.4708 0.1619 0.2306 0.1445 0.0460 0.0665 0.3746 0.1246 0.1792 0.5275
VTimeLLM 0.4091 0.2132 0.2649 0.1416 0.0691 0.0869 0.3448 0.1743 0.2193 0.5413

Table 16: Plain text summaries. Rouge and BERTScore performance on TVSum video samples. Best per-metric
scores are written in boldface.
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