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Abstract
SQL languages often feature nested structures
that require robust interaction with databases.
Aside from the well-validated schema linking
methods on PLMs and LLMs, we introduce the
Linearly Incremental SQL Translator (LIST), a
novel algorithmic toolkit designed to leverage
the notable reasoning and tool interaction ca-
pabilities inherent in LLMs. LIST transforms
complex SQL queries into grammatically veri-
fiable sub-queries which are arranged sequen-
tially to reflect single-hop reasoning steps, en-
hancing both the granularity and accuracy of
database interactions. With in-context learn-
ing, our experiments demonstrated significant
improvements, achieving notable performance
of 60.56% and 56.32% on the BIRD dataset
with GPT-4o and Llama-3-70B-Instruct. To the
best of our knowledge, this achieves SOTA per-
formance among non-schema linking methods,
also surpassing a series of schema linking based
approaches at a comparable or better cost.

1 Introduction

The rapid development of large language models
has enabled strong generalization and reasoning ca-
pabilities (OpenAI, 2024; Anthropic, 2024), mak-
ing it possible to tackle challenging tasks such as
production-level text-to-SQL. This task, crucial for
making database interactions accessible to non-
technical users, has seen significant progress on
benchmarks like SPIDER (Yu et al., 2019) and
BIRD (Li et al., 2023).

We consider SQL generation to be a multi-hop
reasoning problem, where models should progres-
sively explore database elements, including tables,
columns, and values, based on natural language in-
put, while uncovering explicit or implicit relations
(Popescu et al., 2003, 2004).

However, most existing methods modularize the
schema linking process, treating the reasoning and

*Equal contribution.
†Work done during the internship at Tencent.

generation ontological (Hong et al., 2024). For
example, some approaches build connections be-
tween natural language and SQL using graph mod-
els or context-aware training techniques (Yu et al.,
2018; He et al., 2019; Lei et al., 2020; Cao et al.,
2021; Zhong et al., 2021; Cai et al., 2022), or em-
ploy intermediate representations to mitigate the
impact of SQL’s nested structures (Guo et al., 2019;
Gan et al., 2021, 2022; Eyal et al., 2023). In addi-
tion, building schema linking modules with vector
search or prompts for LLMs is another effective
paradigm (Pourreza and Rafiei, 2023; Talaei et al.,
2024; Pourreza et al., 2024). While schema linking
modules with high accuracy and recall can signifi-
cantly reduce costs and simplify challenges, the rea-
soning and analytical capabilities inherent to LLMs,
which have the potential to tackle more challenging
problems, remain largely underexplored.

Therefore, we intentionally avoid using schema
linking modules, despite their effectiveness, and
instead frame the task as explicit or implicit reason-
ing problems as shown and introduced in Figure 1.
In conclusion, we pivot on:

(1) LIST (Linearly Incremental SQL Translator),
an algorithmic toolkit, can parse Abstract Syntax
Trees (AST) and generate verifiable sub-queries
sequenced by single-hop reasoning steps. While we
do not imply that LLMs reason in a strictly linear
structure, they have shown stronger generalization
abilities in single-hop reasoning (Yang et al., 2024).

(2) Through in-context learning, LIST guides
the LLM to solve the question in a single-hop man-
ner, showing results significantly superior to the
baseline without any forms of training. Our work
leverages the notable reasoning capabilities with in-
termediate steps, similar to chain-of-thought (CoT)
(Wei et al., 2023) and tree-of-thought (ToT) (Yao
et al., 2023), while providing structured guidance
and verification for each step. At the same time,
LIST provides the potential for dynamic explo-
ration, generation, and verification.
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Figure 1: Overview of LIST and its implementation with in-context learning. Example Question is the first sample
in BIRD-train set. Example AST represents the abstract syntax tree of an example SQL query, where the root node
is shown in gray, operators are depicted in blue, and database elements are highlighted in yellow. The LIST section
in the middle illustrates how SQL queries are decomposed into single-hop reasoning processes, which consist of
minimal verifiable incremental steps formed by a set of keyword(s), operator(s), and database element(s). LIST is
utilized to construct few-shot examples for dividing reasoning into sub-problems, guiding single-hop generation,
and decompose outputs for verification.

2 Linearly Incremental SQL Translator

LIST starts from the SQL syntax tree, which is
parsed and scheduled by the engine into an exe-
cution order. We will progressively provide: (1)
how LIST produces verifiable single-hop reason-
ing steps (2) implementations of LIST with an in-
context learning manner.

2.1 Formation of Single-Hop Reasoning

Given a natural language query Q and database
structure information DB (including mapping rela-
tionships, columns, tables, etc.), the goal is to input
Q and DB into a large language model (LLM).
The LLM will reason to derive the corresponding
SQL query Y .

Let the input I = {Q,DB}, then the LLM will
output a series of steps S, which can be represented
as:

S = {S1, S2, . . . , Sn} = R(I) (1)

Define o = {select, join, from, . . .}, which in-
cludes database operations such as selection, join-
ing, and specifying data sources. Define e =
{cols, cons, tables, . . .} which e represents various
database elements such as columns (cols), con-
straints (cons), and tables. Then,

SQL = fon(fon−1(. . . fo1(e1), en−1), en) (2)

Now, we can represent the nested structure of
the function f(·) in the following more concise
manner:

F1(E1) = fo1(e1),

F2(E2) = fo2(fo1(e1), e2),

. . .

Fn(En) = fon(fon−1(. . . fo1(e1), en−1), en)

= SQL

Further, LIST attempts to generate verifiable sub-
queries based on the AST and dependencies, which
is accomplished through grammar-based depth-first
search (DFS) traversal. In a parsed AST, each node
corresponds to an SQL operation and the leaf nodes
represent basic elements such as table names or
constants, as shown in Figure 1, and an executable
sub-query could be represented as a subtree travers-
ing from the root to the dependent values required
by current operations, provided that higher-level
operations depend on the lower-level elements or
outputs.

Importantly, to ensure that each sub-SQL
remains executable, we manually append the
fselect(·, *) operation to the first n − 1 sub-SQLs.
We denote T as a set of sub-SQLs, expressed by:

T = (T0, T1, . . . , Tn) = LIST(SQL) (3)
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Figure 2: The four distinct states in the SQTS process.

LIST compares the dependencies of sibling
nodes, with the execution order of parallel exe-
cutions being fixed. For any nested execution struc-
ture, this step can be iteratively applied, ultimately
identifying the minimal expansion steps. Detailed
rules and coverage are presented in Appendix B.

Thus, single-hop reasoning is implemented as an
iterative process of generating Si with LIST, guided
by the minimal yet valid expansion of keywords
and elements.

In practice, LIST is built on top of SQLGlot †,
serving as our syntax tree generation and traversal
tool, and is theoretically compatible with multiple
dialects.

2.2 Regulated Step-Wise Generation with
In-Context Learning

Inspired by Monte Carlo Tree Search (MCTS)
(Brandfonbrener et al., 2024), we build up our SQL
Grammar Tree-based Search (SQTS) for the con-
strained generation, which consists of four states:
Init, Run and Verify, Reprompt, and Traceback,
as described in Figure 2.

During the initialization phase, the model is
provided with a set of examples that follow the
single-hop reasoning paradigm to incrementally
build SQL queries, only verbalizing the steps into
natural language instructions. In practice, this fixed
set of examples is generated by first decomposing
SQL queries into sub-queries using LIST and then
backtranslating them with GPT-4o, as described in
Appendix C.1.

†https://github.com/tobymao/sqlglot

Then, SQTS formulates an iterative framework
for the runtime step-wise verification. This process
involves continuous interaction with the LIST and
exploration of various sub-query generation strate-
gies guided by the provided steps. (1) Each step
instruction generates a corresponding SQL query,
which is subsequently validated by the LIST de-
composer and an external verifier. SQTS proceeds
to the next step only upon successful validation of
the current step, while cases identified as (partially)
wrong trigger a Reprompt or Traceback process.
(2) During the Reprompt process, the model is pro-
vided with the database schema, the question, the
recorded correct sub-queries, and the erroneous
sub-query along with its corresponding error mes-
sage. This comprehensive feedback enhances the
robustness of the generative model by offering spe-
cific error signals. (3) SQTS enters the traceback
process after n unsuccessful attempts at a given
step. In this process, SQTS either reverts to the
most recent valid node or regenerates the step in-
structions if no valid state exists. This design min-
imizes the likelihood of ineffective iterations and
enhances the overall efficiency of the query-build
process.

In summary, SQTS algorithmically constrains
the generation process, with the step-wise in-
structions and SQL sub-queries being collected
and inserted by an algorithmic tool. The
number of correction attempts for each node
is set as max_local_attempts, and the total
number of global generation attempts is set as
max_global_attempts.

3 Preliminaries

3.1 Dataset and Metrics
The experiments adopt the recently released BIRD
(Li et al., 2023) dataset, containing 12,751 text-to-
SQL pairs across 95 databases, as a realistic and
challenging test environment. We adopted the Exe-
cution Accuracy (EX), evaluating the correctness of
SQL output by comparing the results of predicted
queries with reference queries on specific database
instances, as our primary evaluation metric.

3.2 Models and Prompts
Our experiments were carried out on Llama-3-8B-
Instruct, its 70B version (Meta, 2024) and GPT-4o.
We use Llama-3-8B and Llama-3-70B for short.
All tasks relevant to Llama-3 models were per-
formed on 8 NVIDIA A10 GPUs.
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Methods Training BIRD-dev
w/ Schema Linking

DIN-SQL(GPT-4)(Pourreza and Rafiei, 2023) × 50.72%
DAIL-SQL(GPT-4)(Gao et al., 2023) × 54.76%
MAC-SQL(GPT-3.5)(Wang et al., 2024) × 50.56%
MAC-SQL(GPT-4)(Wang et al., 2024) × 59.39%
SuperSQL(Li et al., 2024a) × 58.60%
TA-SQL(Qu et al., 2024) × 56.19%

w/o Schema Linking

ChatGPT × 37.22%
CodeS(15B, 5-shot)(Li et al., 2024c) × 45.44%
GPT4 × 50.56%
DTS-SQL(Deepseek-7B)(Pourreza and Rafiei, 2024) ✓ 55.80%
SEA-SQL(GPT-3.5+Mistral-7B)(Li et al., 2024b) ✓ 56.13%
CodeS(15B, SFT)(Li et al., 2024c) ✓ 58.47%
Ours (Llama-3-70B) × 56.32%
Ours (GPT-4o) × 60.56%

Table 1: Comparison of execution accuracy on the BIRD
development set across different methods and models.

The prompts were intentionally and au-
tomatically constructed with fixed examples
(ID=11,12,15,65, BIRD-train) and templates in Ap-
pendix C.

4 Experiments

We will compare the effectiveness of our method
with mainstream approaches that with or without
the schema linking module. Additionally, an ab-
lation study is conducted to examine the impact
of LIST decomposition and the verifier mode. We
also present the coverage and cost analysis of LIST
in Appendix. B.2 and E.

4.1 Main Results

We primarily validated the effectiveness of our
method in an in-context learning manner on BIRD-
dev dataset. We categorize trending methods into
two folds, with or without schema linking module,
as shown in Table 1 for comparison.

Our method demonstrates to be a novel and
effective way for in-context learning without
schema linking module. When schema linking
modules are excluded, our method using GPT-4o
achieves the best performance among open meth-
ods, including those with fine-tuning.

A demonstration of effectiveness with single
reasoning path and at a comparable or better
cost. Our method naturally demonstrated the re-
sults of step-wise syntactical validation along one
reasoning path, since the step-wise instructions are
generated only once. This suggests that methods
employing multi-path reasoning and answer gen-
eration could hold greater potential, especially if
more robust feedback signal tools or models can be
developed.

4.2 Ablation Study

Furthermore, we conducted ablation tests. Due to
cost considerations, these tests were performed on
open-source models with few-shot prompting and
WV (weak verifier), as shown in Table 2.

Methods
BIRD-dev Categories

easy medium challenging all

Llama-3-8B 42.05% 20.04% 18.62% 33.18%
Ours-WV(8B) 42.70% 21.98% 15.17% 33.83%
Ours (8B) 51.46% 27.16% 20.69% 41.20%
Llama-3-70B 55.68% 36.64% 31.72% 47.72%
Ours-WV(70B) 62.05% 46.98% 32.41% 54.69%
Ours (70B) 64.32% 50.43% 37.93% 56.32%

Table 2: Our performance on BIRD-dev with open-
source models under different settings.

Here, the weak verifier refers to a set-up where,
after task decomposition, an SQL runtime environ-
ment is employed to provide feedback signals such
as syntax errors or whether the query results are
empty, without query decomposition. This feed-
back guides the model through the maximum of 3
iterations of error correction. Given that Llama-3
models have a context length limit of 8K tokens,
we recorded each generation result along with the
environment feedback and reorganized them into
prompts for subsequent iterations.

Consistency of improvements across cate-
gories. Our approach yielded comparable gains
across easy, medium, and challenging questions. In-
tuitively, leveraging reasoning capabilities more ef-
fectively, rather than simplifying the problem with
external tools, is more likely to lead to balanced
improvements.

The contribution is influenced by the model
capabilities. We observed a steeper improve-
ment curve on the 8B model compared to the 70B
model. Ours-WV(8B) gains marginal benefit from
solely step-wise reasoning prompts that without the
step-wise verifier (0.65%), possibly due to limited
instruction-following capabilities. However, when
provided with step-wise verification, it can identify
and rectify a fair amount of errors. The 70B model,
on the other hand, achieves substantial improve-
ment from step-wise reasoning alone (6.03%) and
can further compensate for some generated gram-
matical errors through step-wise verification. The
intuition behind could be that larger models pos-
sess stronger intrinsic reasoning abilities and can
better leverage explicit step-wise prompts.
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5 Conclusion

By decomposing the AST, LIST identifies a method
to break down ontological SQL generation tasks
into single-hop reasoning steps, while ensuring that
each step is grammatically verifiable. Through a
straightforward in-context learning approach, utiliz-
ing step-wise reasoning and step-wise generation,
we achieved profound results using LLM inference
alone. Furthermore, through ablation tests, LIST
demonstrated the need and potential for integra-
tion with existing methods, which could shed some
light on further RL-based methods.

6 Related Works

6.1 LMs for text-to-sql
The rationale behind Text-to-SQL pipeline can be
abstracted into two primary steps: schema linking
and generation (Popescu et al., 2003, 2004). A
significant amount of methods focus on further de-
composing this process and have proven effective.
(1) Schema linking involves mapping natural lan-
guage inputs to database relationships, mitigating
the impact of the variability of natural language
and handling the implicit relationships between
database elements (Lei et al., 2020; He et al., 2019;
Hong et al., 2024; Cao et al., 2021; Cai et al., 2022;
Zhong et al., 2021). (2) Generation is regarded
as the process of decoding the intermediate step
into an executable SQL query. Existing methods
focus on executing modules sequentially and al-
gorithmically (Yu et al., 2018; Li et al., 2024a),
such as using separate prompt templates for de-
composed steps (Pourreza and Rafiei, 2023; Zhang
et al., 2023; Dong et al., 2023) or combining LLMs
with entity retrieval (Gao et al., 2023; Talaei et al.,
2024), which we refer to as the modular approach.
These independent schema linking modules im-
ply that they must provide all relevant database
elements, as any omission would inevitably result
in errors (Maamari et al., 2024), unless models
could be dynamically involved into each process.
Based on this distinction, leveraging LLMs inher-
ent strengths while integrating that isolated modu-
larity into the reasoning and exploration processes
represents a promising avenue for future develop-
ment (Pourreza et al., 2024).

6.2 LLM for Reasoning
Reasoning with large language models (LLMs) in-
volves breaking down complex inputs into a se-
quence of intermediate steps that lead to the final

answer (Cobbe et al., 2021). This approach has
been demonstrated with chain-of-thought (CoT)
prompting (Wei et al., 2023), where the model pro-
cesses information step by step.

We focus on the role of a controlled verifier
in complex program reasoning. While existing
methods that generate reasoning chains in a sin-
gle step often encounter issues like error propa-
gation (Chen et al., 2022), advancements such as
self-consistency (Wang et al., 2022) and reasoning
via planning (RAP) aim to mitigate these prob-
lems. Self-consistency employs majority voting
over multiple reasoning chains to reduce errors,
while RAP integrates Monte Carlo Tree Search
(MCTS) simulations to enhance decision-making
during reasoning (Hao et al., 2023).

7 Limitations

In order to achieve controlled and effective reason-
ing path exploration, our approach still has several
limitations.

First, the validation methods used in this work
are limited to simple in-context learning and the ex-
ploration of a single reasoning path. How to build
more complex systems based on LIST, such as val-
idation beyond syntax or constructing preferred
reasoning paths, remains to be explored.

Second, the subqueries generated by LIST are
not always perfectly verifiable. For example, two
tables with only a JOIN but without an ON clause
will be transformed by the engine into a Carte-
sian product, which can be extremely expensive.
We have partially addressed this issue by methods
such as reverse validation (starting from more com-
plete SQL sub-queries) or setting resource limits
and timeouts for each validation thread, achieving
100% coverage of syntactic decomposition on the
BIRD dataset. However, this issue has not been
tested in more complex scenarios and remains in-
sufficiently resolved. This is crucial in explorative
reasoning, as the verifier often becomes the lim-
iting factor in performance (Cobbe et al., 2021).
More comprehensive validation and further im-
provements are needed.

Lastly, although our approach demonstrates com-
parable or superior efficiency in cost analysis (Ap-
pendix E), expanding the entire paradigm to multi-
path search inevitably leads to higher costs. Further
exploration is needed to better construct external
verifiers that collaborate with LLMs.
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A Hyperparameters

While the baseline experiments set
temperature=0, our approach sets
temperature=0.8 and top_p=0.95 to
allow multi-round self-correction. We
set max_local_attempts as 3 and
max_global_attempts as 15.

B LIST

B.1 Formula
Given a natural language query Q and database
structure information DB (including mapping rela-
tionships, columns, tables, etc.), the goal is to input
Q and DB into a large language model (LLM).
The LLM will reason to derive the corresponding
SQL query Y .

Let the input I = {Q,DB}, then the LLM will
output a series of steps S, which can be represented
as:

S = {S1, S2, . . . , Sn} = R(I)

The SQL statement Yi corresponding to each
step Si can be represented as:

Yi =

{
Ri(I, Si) if i = 1

Ri(I, Si, Y1:i−1) if i ∈ [2, . . . , n]

By generating SQL Yi for each step, we can
obtain the final answer Yn = Y at the last step.
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If Yi runs with an error during reasoning, we use
LIST to split the SQL into multiple executable sub-
SQLs T , verify them individually and provide the
verification information to the model to correct the
erroneous SQL.

Before giving the mathematical expression of
LIST, let’s consider an example for better under-
standing of LIST.

Suppose we have the following SQL: SELECT
cols FROM t1 JOIN t2 WHERE cons.

According to the execution order of SQL, we
can represent this SQL as:

SQL = fselect(

fwhere(fjoin(ffrom(t1), t2), cons), cols)

)

Define o = {select, join, from, . . .}, which in-
cludes database operations such as selection, join-
ing, and specifying data sources. Define e =
{cols, cons, tables, . . .} which e represents various
database elements such as columns (cols), con-
straints (cons), and tables. Then,

SQL = fon(fon−1(. . . fo1(e1), en−1), en)

Now, we can represent the nested structure of
the function f(·) in the following more concise
manner:

F1(E1) = fo1(e1),

F2(E2) = fo2(fo1(e1), e2),

. . .

Fn(En) = fon(fon−1(. . . fo1(e1), en−1), en)

= SQL

Our LIST method originates from the inner-
most nested structure of the function, incremen-
tally adding an operator and its corresponding en-
tity at each step until the full SQL statement is
reconstructed. Importantly, to ensure that each sub-
SQL remains executable, we manually append the
fselect(·, *) operation to the first n − 1 sub-SQLs.
We denote T as a set of sub-SQLs, expressed by:

T = (T0, T1, . . . , Tn) = LIST(SQL)

where each Ti for i = 0, 1, . . . , n is defined as
follows:

T0 = fselect(ffrom(t1), ∗) = fselect(F1(E1), ∗),
T1 = fselect(F2(E2), ∗),

. . .

Tn−1 = fselect(Fn(En), ∗),
Tn = fselect(Fn(En), cols) = Fn(En).

In summary,

Ti =

{
fselect(Fi+1(Ei+1), ∗), i ∈ [0, n− 1],

Fi(Ei), i = n.

Thus, we obtain the mathematical expression of
LIST.

The SQL syntax tree can be converted into an
execution order table based on its dependencies
and handed over to the SQL engine core for ex-
ecution. The syntax tree is composed of nested
expression objects, such as those shown in Figure
1, where each expression object’s key and its child
key form parent-child node relationships. Similar
to other tree structures, the syntax tree can be se-
rialized through various algorithms, such as infix
and postfix expressions. Based on this intuition, we
employ an SDFS (SQL Depth First Search) method
to traverse the SQL.

In our algorithm, each exploration step can be
written as E, where the explored keywords can be
seen as an operation foperationi , and the included
database elements can be regarded as reasoning
R for the problem Q, database DB, and mapping
relationship M , forming an input I; i.e.,

I = R(Q,DB,M)

SQL also has advanced constructs, such as CTE
(Common Table Expressions), which are identi-
fied as Table Expressions, and various dialects like
ClickHouse and Hive, which offer different syn-
tax variations. However, since the syntax tree is
cross-linguistic, our approach is applicable to the
decomposition of different SQL variants.

B.2 Coverage

We tested the coverage of LIST on BIRD-dev, di-
viding it into three metrics: split pass rate (SPR),
complete pass rate (CPR), and sub-query pass rate
(SQPR). For complete SQL statements, we de-
note the total number of SQLs tested as sql_num,
the number of split-pass SQLs as split_pass, and
the number of SQLs with no syntax errors across
all clauses as sql_pass. At the clause level,
sub_query_num and sub_query_pass represent
the total number of split clauses and the number
of clauses without syntax errors, respectively. For
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BIRD-dev, sql_num = 1534.

SPR =
split_pass
sql_num

CPR =
sql_pass
sql_num

SQPR =
sub_query_pass
sub_query_num

Metric Pass Rate
Split Pass Rate 1.0

Complete Pass Rate 0.9485
Sub-query Pass Rate 0.9842

Table 3: Pass Rates for LIST on BIRD-dev.

C Prompt Templates

C.1 Prompt for Generating Step-Wise
Reasoning

Start

## Instruction
You will be given a database schema
and a question-answer pair.
The question is about the database
schema, the answer, however, is a
partial step-by-step solution to the
question. Your task is to generate
natural language translation of the
partial steps.
## Database Schema\n
{schema}
## Question\n
{question}
## Answer\n
{LIST results}

## Your translation and reasoning pro-
cess that shows why you need to do
this with the reference to the question
and database schema\n

example: [[Step 1: content]]

C.2 Prompt for Our Method

Start

## Instruction:
You are a data scientist specializing
in text-to-SQL tasks. You should write
a valid SQLite to solve the following
question based on the database scheme
and hint.

## Database Schema:
{schema}

## Question:
You need to decompose the following
question into several operation steps:
{question}

Quote your step-by-step instruction
in [[]]. Do not generate SQL.

## Steps:

Init

## Schema:
{Schema}

## Instruction:
Revisit the schema, question, and
finish the step in SQLite grammar.
Answer with Question analysis,
Step analysis, Schema analysis and
Result in sql block.

## Question:
{Question}

## Step:
{Steps}

Running

## Schema:
{Schema}

## Instruction:
Revisit the schema, question, and
accomplish the SQL generation in
SQLite grammar. Answer with Question
analysis, Step analysis, Schema
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analysis and Result in sql block.

## Question:
{Question}

## Step:
{Steps}

## Verified Code:
{Node_Content}

Return the final sql in ```sql ```
format.

Reprompt

## Schema
{Schema}

## Instruction
Answer with Question analysis, Step
analysis, Schema analysis and Result
in sql block.

## Question:
{Question}

## Step:
{Current_Step}

## Error need to be handled:
Generated SQL:
```sql\n{Node_Content}\n```
SQLs that run well:
```sql\n{Node_Runnable_Code}\n```
When it turns to:
```sql\n{Node_Error_Code}\n```
error occured.
Return the final sql in ```sql ```
format.

C.3 Prompt for Naive Few-Shot

Reprompt

You are a data scientist special-
izing in text-to-SQL tasks.
You should write a valid SQLite
to solve the following question
based on the database schema and
hint.
### Database schema:

{schema}
### Question:
{question}
###SQL:

D Case Study

We randomly chose 12 samples to do case study,
which ids in [80, 104, 422, 439, 536, 707, 840, 849,
929, 953, 1025, 1061].

Figure 3: Case study on our method (70B, 1-shot).

Error Type Llama3-8b-instruct Llama3-70b-instruct

redundant columns 707, 840, 929, 1024 104, 707, 929, 1024
over-complication 80, 422, 894, 1061 80, 422, 439, 894, 1061
timeouts 104, 953 953
type errors 536 536
other 439 840

Table 4: Case study details.
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Method Turns Input tokens Output tokens

TA-SQL(Qu et al., 2024) 4 8,540,001 -
DIN-SQL(Pourreza and Rafiei, 2023) 4 33,203,612 -
CHESS(Low budget)(Talaei et al., 2024) 6 33,761,389 -
E-SQL(Caferoğlu and Özgür Ulusoy, 2025) 3 56,090,710 1,162,772
Ours(Llama-3-8B) 8.7973 28,177,560 1,767,875
Ours(Llama-3-70B) 6.1121 19,539,863 1,203,187
Ours(GPT-4o) 5.8370 18,449,648 1,114,580

Table 5: Cost analysis details.

E Cost Analysis

In the following cost analysis, we consider several
metrics as standards: the number of dialogue turns,
the number of input tokens, and the number of out-
put tokens. We focus on comparisons with schema
linking-based methods, as both involve multiple
interactions with LLMs.

For comparability, we additionally calculate the
average number of dialogue turns for our method
(total iterative turns / number of questions) and
compare it with the fixed number of dialogue
turns in schema linking-based methods. For token
counts, we use OpenAI’s tiktoken library for tok-
enization across all models to ensure consistency.

Results are shown in Table 5. Based on the
pricing of GPT-4o ($2.5 per 1M input tokens and
$10 per 1M output tokens), the running cost of
Ours(GPT-4o) is approximately $55, with an av-
erage cost of $0.035 per question. We also ob-
served that using more powerful models for in-
ference reduces the likelihood of falling into in-
effective attempts. Specifically, when compar-
ing the number of questions that exhausted the
max_global_attempts limit of 15, the results
were as follows: GPT-4o: 54; Llama-70B: 86;
Llama-8B: 280.

For comparison, we have the experiments and
details as follows:

• DIN-SQL: The scope of our analysis in-
cludes ‘schema_linking_prompt‘, ‘classifica-
tion_prompt‘, ‘easy_prompt‘, and ‘correc-
tion_prompt‘. We excluded ‘medium_prompt‘
and ‘hard_prompt‘ as the classification mod-
ule was not actually executed. Also, in-
stead of providing actual input content in
the templates, we used placeholders such as
’schema_links’ and ’sql_query’.

• E-SQL: Referring to the cost analysis in this
work, we calculate the token consumptions
by multiplying the number of samples in the
BIRD dataset.

• TA-SQL: For efficiency, we reproduce and
simulate the pipeline by inserting a fixed
dummy SQL. The whole process contains
the column meaning, dummy prompts, SR
prompts and SR2SQL prompts.

• CHESS: The same to the TA-SQL, we repro-
duce the keyword extraction, column filtering,
table selection, column selection, candidate
generation and revision process according to
the CHESS (IR, SS, CG) configuration with
low budget.

In summary, we found that our approach of ver-
ification coupled with exploration improves effi-
ciency as the model’s capabilities increase. Intu-
itively, stronger models possess better reasoning
and instruction-following abilities, which is why
our method can achieve approximately a 35% effi-
ciency gain over Llama-3-8B.

The schema linking paradigm requires the use
of a large number of few-shot examples or addi-
tional modules, such as question enrichment, to
enhance the robustness of SQL as a formal lan-
guage. While the schema linking paradigm remains
effective, there is always a trade-off between cost,
inference efficiency, and accuracy that needs to be
considered.
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Error type Examples Ours(8B) Ours(70B)

no such column "id": 2, "sql": " SELECT * FROM frpm ORDER
BY FRPM Count DESC ", "status": -1, "message":
"Error: no such column: FRPMCount"

3662 547

Got null result "id": 0, "sql": " SELECT * FROM ( SELECT "Free
Meal Count (Ages 5-17)" / "Enrollment (Ages 5-17)"
AS eligible_free_rate FROM frpm WHERE "Educa-
tional Option Type" = ’Continuation’ ) AS subquery
ORDER BY eligible_free_rate ASC LIMIT 3; ", "sta-
tus": -1, "message": "Warning: Got null result."

823 380

Wrong syntax for SQLite "status": -1, "id": 0, "sql": " SELECT CDSCode
FROM frpm WHERE (Enrollment (K-12) + Enroll-
ment (Ages 5-17)) > 500; ", "message": "Wrong
syntax for SQLite. splitter syntax error"

314 70

Ambiguous column name "id": 0, "sql": " SELECT COUNT(raceId) FROM
races r JOIN results res ON r.raceId = res.raceId
WHERE r.year = 2008 AND r.name = ’Australian
Grand Prix’; ", "status": -1, "message": "Error: am-
biguous column name: raceId"

64 24

Table 6: Cost analysis details.

F Error Analysis

In our work, we found that (1) the issues encoun-
tered during multi-turn iterations largely fall into
these existing categories, and (2) problems unique
to multi-turn dialogue scenarios, such as repeated
failures after multiple modifications, are particu-
larly challenging to classify into specific categories,
given that the model may produce different errors
during each modification attempt.

Therefore, during our experiments, we primarily
focused on the error types reported by the verifier
and conducted a comprehensive analysis of the
validation results across all iterations of the model.

The following are the four most frequently oc-
curring cases listed in Table 6:

• No such columns: This occurs when an incor-
rect column name is used or when a column
is sought from the wrong table.

• Got null result: This happens due to incorrect
conditions or when the correct answer is an
empty result. In practice, we only report a
warning rather than an error for such cases.

• Wrong syntax for SQLite: Since the bench-
mark uses SQLite as the execution environ-
ment, we restrict LIST to generating SQL
statements that conform to SQLite’s syntax
rules.

• Ambiguous column name: This arises when
columns with identical names exist across
multiple tables, requiring column names to
be explicitly specified.
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