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Abstract

Generating unbiased summaries in real-world
settings such as political perspective summa-
rization remains a crucial application of Large
Language Models (LLMs). Yet, existing evalu-
ation frameworks rely on traditional metrics for
measuring key attributes such as coverage and
faithfulness without verifying their applicabil-
ity, and efforts to develop improved summariz-
ers are still nascent. We address these gaps by
(1) identifying reliable metrics for measuring
perspective summary quality, and (2) investigat-
ing the efficacy of LLM-based methods beyond
zero-shot inference. Namely, we build a test
set for benchmarking metric reliability using
human annotations and show that traditional
metrics underperform compared to language
model-based metrics, which prove to be strong
evaluators. Using these metrics, we show that
reranking-based methods yield strong results,
and preference tuning with synthetically gener-
ated and reranking-labeled data further boosts
performance. Our findings aim to contribute
to the reliable evaluation and development of
perspective summarization methods.

1 Introduction

Article summarization is a key application of Large
Language Models (LLMs) given their recent break-
throughs in text generation capabilities (Goyal
et al., 2023; Zhang et al., 2024a). Critically, how-
ever, LLMs often exhibit undesirable behaviors and
input-level biases toward spurious features (e.g.,
position) (Jung et al., 2019; Chhabra et al., 2024;
Liu et al., 2024a), resulting in unbalanced input
coverage (Zhang et al., 2024c) and hallucination
(Maynez et al., 2020). These issues are especially
problematic in opinionated article summarization
(Amplayo et al., 2021; Iso et al., 2022), where unbi-
ased representation of diverse viewpoints is crucial.

Recent studies in opinion summarization ad-
dress these risks by developing tasks and meth-
ods that generate summaries free of framing bias
(Lee et al., 2022a), fairly represent input diversity

(Zhang et al., 2024c; Feng et al., 2024), or pre-
serve the source perspectives (Lei et al., 2024; Liu
et al., 2024b). Within this domain, perspective sum-
marization (Deas and McKeown, 2025) serves as
a representative evaluation setting, where models
are tasked to generate precise, perspective-specific
summaries from multi-document inputs containing
diverse political views. However, two gaps remain
unaddressed in this setting: (1) existing evaluation
metrics are primarily derived from news summa-
rization domains and have not been validated for
measuring perspective summary quality, and (2) the
effectiveness of LLM-based methods beyond zero-
shot inference in generating unbiased, high-quality
perspective summaries remains underexplored.

To address these gaps, we first identify effective
metrics for measuring summary quality by con-
structing a test set to evaluate existing metrics. We
focus on two key attributes that a desirable sum-
mary should have: perspective coverage—the ex-
tent to which the summary includes all key con-
tent from the intended perspective, and perspec-
tive faithfulness—the degree to which the sum-
mary excludes content unsupported by the source
articles of the target perspective. We collect key
point annotations from articles to create controlled
summaries with varied key point selections and
assigned ground truth scores. We find that lan-
guage model-based metrics such as ALIGNSCORE
(Zha et al., 2023) and prompting-based scoring
(Zheng et al., 2023) serve as strong evaluators,
whereas traditional metrics (ROUGE (Lin, 2004),
BERTSCORE (Zhang et al., 2020)) underperform.

Following this, we evaluate methods for generat-
ing perspective summaries with improved coverage
and faithfulness beyond zero-shot inference. We
benchmark prompting frameworks, mechanistic
methods for mitigating input biases, and reranking-
based methods that select the best candidate based
on proxy metrics. Using both human and automatic
evaluations, we show that reranking outperforms
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zero-shot inference and prompting-based methods,
while prompting only yields marginal improve-
ments over zero-shot inference. Notably, prefer-
ence tuning with Direct Preference Optimization
(DPO) (Rafailov et al., 2023) on reranked genera-
tions further boosts performance on both attributes
and particularly improving faithfulness. Our re-
sults suggest that current LLMs can generate high-
quality perspective summaries with strong cover-
age and faithfulness, and that preference-based
training can further boost performance.

In summary, our contributions are as follows:

* We construct a controlled test set and identify
effective metrics for measuring coverage and
faithfulness for perspective summarization.

* We evaluate various generation methods and
demonstrate that reranking-based approaches
deliver the best performance in producing
summaries with improved coverage perspec-
tive and faithfulness. Notably, preference
tuning on reranked generations significantly
improves both attributes, with the most pro-
nounced gains in faithfulness.

* We conduct ablation studies and show
that commonly employed prompting frame-
works consistently underperform relative to
reranking-based methods, even when scaled
to high-resource settings.

2 Related Work

Summary Evaluation. Summary evaluation tra-
ditionally relies on reference-based metrics, in-
cluding n-gram-based methods (ROUGE (Lin,
2004), BLEU (Papineni et al., 2002), CHRF
(Popovi¢, 2015)), model-based coverage scores
(BERTSCORE (Zhang et al., 2020), BLEURT
(Sellam et al., 2020)), and composite measures
(METEOR (Banerjee and Lavie, 2005)). In re-
sponse to unreliable references, recent work pro-
poses reference-free metrics that target aspects such
as faithfulness and factual consistency. Neural ap-
proaches dominate this space, including end-to-
end classifiers (FactCC (Kryscinski et al., 2020)),
QA-based methods (QAGS (Wang et al., 2020),
QAFactEval (Fabbri et al., 2022)), NLI models
(SuUMMAC (Laban et al., 2022)), and informa-
tion alignment models (ALIGNSCORE (Zha et al.,
2023)). Here, we focus on automatic, reference-
free measures of coverage and faithfulness, but
conduct a novel evaluation of their reliability in a
multi-document perspective summarization task.
Beyond developing improved faithfulness met-

rics, prior works focus on improving the factual
consistency of summarizers, with studies noting the
tradeoff between abstractiveness and faithfulness
(Durmus et al., 2020; Dreyer et al., 2023). Accord-
ingly, some methods improve faithfulness without
increasing extraction (Ladhak et al., 2022), while
others modify training via contrastive (Nan et al.,
2021), multi-task (Chen et al., 2022), or reinforce-
ment learning (Roit et al., 2023) methods. In con-
trast, we show that reranking-based methods serve
as a strong baseline that yields high faithfulness
without sacrificing abstractiveness, and a DPO-
based approach trained on reranked self-generated
summaries further improves both qualities.

Perspective-Conditioned Summarization. Ex-
isting research on opinion summarization and re-
lated tasks has primarily focused on domains such
as product reviews (BraZinskas et al., 2020), while
recent work has broadened to a range of tasks on
opinionated texts. Most single-document meth-
ods aim to preserve authorial intent (Liu et al.,
2024b) or polarity (Lei et al., 2024), whereas multi-
document summarization must integrate varied per-
spectives. For instance, Lee et al. (2022b) gen-
erates politically neutral summaries from sets of
left-, right-, and center-leaning news articles. Other
approaches aim to fairly represent diverse perspec-
tives in reviews (Zhang et al., 2024c), controllably
represent community perspectives (Feng et al.,
2024), generate consensus summaries (Bakker
et al., 2022), or produce multiple summaries re-
flecting distinct political perspectives (Deas and
McKeown, 2025). In line with these works, we
summarize the political perspective among a set of
input passages while addressing the coverage and
faithfulness issues observed in existing models as
highlighted in these studies.

3 Measuring Summary Quality

In perspective summarization, the summarizer is
given two perspectives 61, 62, each with a source
article Dy 9,0 € {61,062}, comprising a set of doc-
uments Dy g = {d% | i € N}, that present opin-
ions on topic t. We study the setting where the
summarizer is tasked to generate a summary that
encapsulates all key points directly supporting a
specified perspective’s stance. Concretely, a high-
quality perspective summary should: (1) include
all key points from each relevant document, and
(2) avoid including any content unsupported by or
in opposition to the perspective’s documents. We
formalize these properties as follows:
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Article Topic | Ron DeSantis
Perspective DeSantis has shown authoritarian tendencies through-
Source Article out his time in office.
(Key Points) DeSantis’ election police proposal chills legitimate
election work and threatens democracy.
DeSantis’ claim that Florida is the freest state contra-
dicts restrictions on health, protest, and education.
Synthetic The article contends that DeSantis’s proposal for an

(High-Quality) | election police squad undermines legitimate election
activities and democracy, contradicts his claim of
Florida being the freest state by restricting various
freedoms, and highlights his persistent authoritarian

inclinations during his tenure.

Synthetic
(Low-Quality)

The article highlights DeSantis’s authoritarian ten-
dencies and his contradiction in calling Florida the
freest state while restricting freedoms, but praises his
election police proposal for protecting elections and
strengthening democracy and urges Trump to priori-
tize GOP leadership in Florida and retaking the House
over personal pride.

Table 1: Examples of constructed summaries. For
brevity, only curated key points are shown for the source
article. Purple, blue, and green highlights denote rele-
vant key points, while red and orange highlights respec-
tively indicate adversarial and opposite key points.

e Perspective Coverage: The ratio of key points
included in the summary relative to the total
number of key points.

* Perspective Faithfulness: The ratio of relevant
key points included in the summary relative
to the total number of included key points.

Although metrics for similar properties exist in
other summarization domains, it is unclear whether
they effectively measure the properties as defined
above for the perspective summarization task. We
therefore evaluate how well these metrics capture
our definitions of coverage and faithfulness.!

3.1 Assessing Metric Quality

Quantifying the efficacy of existing metrics re-
quires article-summary pairs with ground truth
scores for evaluation. Although perspective sum-
marization datasets such as POLISUM (Deas and
McKeown, 2025) include reference summaries,
each document is paired with only one summary
without assigned scores for coverage and faithful-
ness. Hence, we construct a test set of article-
summary pairs with assigned ground truth scores
for coverage and faithfulness and evaluate how well
existing metrics align with these scores.

Test Set Construction. To assign meaningful
ground truth scores for both attributes, we identify
all key points in an article and create summaries

'We note that our notions of coverage and faithfulness
differ from prior work (Zhang and Bansal, 2021; Tang et al.,
2024; Song et al., 2024), as we assess both attributes with
respect to the correct inclusion of key points. For brevity,
we use perspective coverage and faithfulness interchangeably
with coverage and faithfulness.
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Figure 1: Pipeline for curating the synthetic testbed for
metric evaluation. Annotators extract the most impor-
tant excerpts E; o from articles D; g, which are para-
phrased into key points K ¢ and adversarial key points
Ft,g. We then curate summaries with a diverse range of
coverage and faithfulness scores using the key points.

using different combinations of these points. We
begin with articles from POLISUM? and collect hu-
man annotations in which annotators highlight doc-
ument excerpts supporting the perspective’s stance.
See §D.2 for the annotation interface.

Formally, given an article D; 9, we collect a set
of excerpts E; g defined as:

Erp = {egg \ es gle, d( ") contains a key point},

where |E; g |Dy | (i.e., not all documents
contain key points, and each document has at
most one key point). As an excerpt e% may not
clearly convey the main argument, we use an LLM
f: B9 — K, g to rewrite excerpts into key points

to form the set Ky, 023

Kip = {kte | kt@ = f(el(f,lg)’ 6% € Ero}-
i)

Given K;y, we construct summaries S(e by se-
lecting k, key points from K; g and k from a set

a standard deviation of 1.45.
3See §B.4 for further details.
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You are an evaluator. Your task is to determine how well a
generated summary captures all of the main arguments from a
source article. This is a measure of "coverage,” which does
not necessarily address factual accuracy (faithfulness) but
focuses on completeness of content. The scale for coverage is:
1. No Coverage: The summary does not include any of the main
arguments from the article.

2. Low Coverage: The summary includes only a few of the main
arguments from the article, omitting most.

3. Medium Coverage: The summary contains around half of the
article's main arguments.

4. High Coverage: The summary contains most of the main
arguments from the article, missing only a few.

5. Perfect Coverage: The summary includes all major points
mentioned in the article, leaving out nothing important.

Follow these steps carefully:
(Omitted for Brevity)

# Source Article:

(article)

# Summary:

(summary)

# Coverage Score (1~5 only):

Figure 2: Example prompt for LLM-Coverage. We
follow the prompt instruction format in Wu et al. (2024).
Portions of the prompt are omitted for brevity. See §B.2
for complete prompt instructions.

of unfaithful key points. We generate unfaithful
key points by sampling key points from the op-
posing perspective (e.g., using key points from the
left-leaning document for right-perspective sum-
maries), and by reversing the content of key points
in K; g to form adversarial key points Fw (Laban
et al., 2022). We then define:

i k
Coverage(St(ﬂ)) = ]Kﬁ’ (1)
i k
Faithfulness(S.")) = . )
’ g b

We provide examples of summaries with varying
scores in Table 1. With this procedure, we pro-
duce summaries with error levels ranging from few
minor omissions to many faithfulness errors. We
collect annotations for 50 documents from 5 anno-
tators and generate a varying number of summaries
for each document, ultimately curating 370 article-
summary pairs in total. We illustrate the process in
Figure 1. See §D.1 for further annotation details.

Benchmarked Metrics. As baselines, we re-
spectively use the recall and precision variants of
ROUGE (Lin, 2004) and BERTSCORE (Zhang
et al., 2020) for measuring coverage and faithful-
ness. We also report BLEURT (Sellam et al., 2020)
as an additional coverage metric. For faithfulness,
we test SUMMAC (Laban et al., 2022) (NLI-based
inconsistency detection metric), ALIGNSCORE
(Zha et al., 2023) (factual consistency metric), the
consistency dimension of UniEval (Zhong et al.,
2022) (T5-based multi-task evaluator), MiniCheck

Coverage Faithfulness

Metric Corr. (ps) Winrate Corr. (ps) Winrate

ROUGEL (R) 0.473**  0.780 £ 0.048 —0.038 0.393 + 0.063
BERTSCORE (R) 0.527***  0.815 4 0.018 0.032 0.415 4 0.015
BLEURT 0.086 0.530 £0.067 | —0.014 0.527 + 0.063
LLM-Coverage 0.707*  0.739 £0.047 | 0.393 0.431 £0.115
ROUGEL (P) 0.169 0.443 + 0.056 0.333***  0.714 + 0.076
BERTSCORE (P) 0.073 0.510 +0.030 | 0.366™*  0.655 = 0.020
SuMMAC 0.028 0.491 + 0.084 —0.016 0.315 = 0.066
ALIGNSCORE 0.261 0.503 £ 0.074 | 0.650***  0.773 =£ 0.061
UniEval (C) 0.267 0.545 +0.055 | 0.629*** = 0.768 = 0.054
MiniCheck 0.099 0.435 £ 0.066 | 0.578*** [ 0.747 £ 0.074
FineSurE (F') 0.271 0.288 4 0.076 0.084 0.216 + 0.072
LLM-Faithfulness | 0.462 0.398 £0.055 | 0.706***  0.537 % 0.091

Table 2: Comparison of Spearman correlation (p,) and
Winrate with 95% Confidence Interval (CI) across all
metrics. Darker shading indicates better performance.
Asterisks indicate significance levels (*,** ,*** for p <
0.05,0.01,0.001, respectively). P and R denote the
precision and recall variants of each metric. Note the
random baseline for Winrate is 0.500.

(Tang et al., 2024) (FLAN-T5 model for fact-
checking via entailment), and the faithfulness di-
mension of FineSurE (Song et al., 2024) (span-
level fact verification). See §B.1 for details on
metric configurations and model checkpoints.

Furthermore, recent studies suggest that LLMs
serve as effective evaluators (Chiang and Lee, 2023;
Dubois et al., 2023; Chen et al., 2023), including
for some dimensions of summary qualities (Jain
et al., 2023; Wu et al., 2024). Hence, we examine
two LLM-as-a-Judge settings where the source ar-
ticle and generated summary are passed as input
alongside tailored prompts (Liu et al., 2023). We
respectively term these LLM-Coverage and LLM-
Faithfulness for convenience. As an example, see
Figure 2 for the LLM-Coverage prompt instruc-
tion. We use Mistral-7B-Instruct-v@.3 as the
default backbone based on evaluation performance.
See §B.3 for results using alternative models.

Note that, by our formulation, coverage corre-
sponds to recall and faithfulness to precision in key
point inclusion. Hence, we report results on both
attributes for all metrics and show that recall-based
metrics do not capture faithfulness and vice versa
to verify the reliability of our curated test set.

Evaluation Criteria. We examine two measures
of evaluating metrics: (1) Correlation, assessed
via Spearman correlation between metric-assigned
and ground truth scores, and (2) Winrate, the ac-
curacy for which the metric correctly selects the
summary with the higher ground truth score. For
each source article, we form summary pairs and
compute the average ratio of correctly ranked pairs.
A desirable metric should achieve high scores for
both measures, as correlation gauges true model
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performance whereas winrate measures the met-
ric’s accuracy in selecting the better summarizer.

3.2 Results

We present our results in Table 2. Overall, LLM-
Coverage and ALIGNSCORE serve as reliable met-
rics for coverage and faithfulness respectively,
which we use as automatic evaluators in §5. No-
tably, metrics for coverage do not effectively mea-
sure faithfulness and vice versa, indicating that our
testbed assesses these dimensions separately.

We see that although both variants of ROUGE
and BERTSCORE do not achieve the highest corre-
lation, they display moderate correlation (0.376 ~
0.527) and winrate alignment (0.722 ~ 0.815 on
average). In contrast, we see that BLEURT and
SUMMAC exhibit poor results for both attributes.

In particular, LLM-Coverage exhibits strong cov-
erage performance with a Spearman correlation of
0.707 and a winrate of 0.739. For faithfulness,
LLM-Faithfulness performs the best on correlation,
but ALIGNSCORE, UniEval, and MiniCheck ex-
hibit better winrates, also corroborating prior work
that suggest LLMs are not yet reliable as standalone
measures of faithfulness (Parcalabescu and Frank,
2024; Siegel et al., 2024).

4 Method Evaluation

With reliable metrics established in §3, we now
investigate methods for generating improved per-
spective summaries beyond zero-shot prompting.
Notably, due to the absence of large-scale training
data, we examine several well-established methods
and variants that do not rely on training data. We
use Llama-3.1-8B-Instruct as the default back-
bone for all methods.

Prompting-Based Approaches. Much work on
LLMs proposes inference-time methods that elicit
reasoning and planning (Wang et al., 2023a; Press
et al., 2023; Huang et al., 2023; Weng et al., 2023;
Zhang et al., 2024b). Such methods have proven
effective across various tasks (Wang et al., 2023b;
Jacob et al., 2024; Saha et al., 2024; Dhuliawala
et al., 2024) and improve factual consistency (Xu
et al., 2024). As such, we consider two methods:
(1) Multi-Agent Debate (Du et al., 2024), where
multiple LLMs iteratively update their responses
based on one another, and (2) Self-Refine (Madaan
et al., 2023), where an LLM iteratively critiques
and revises its own output. We use the default set-
tings of three agents over three rounds for Debate
and three iterations for Self-Refine.

Mechanistic Approach. A natural alternative to
zero-shot inference is to direct the model’s atten-
tion to salient input segments that support the over-
all perspective. Similar methods have been pro-
posed to mitigate position biases in LLMs using
calibration-based (Hsieh et al., 2024) and mechanis-
tic approaches (Ratner et al., 2023; Hu et al., 2024;
Liu et al., 2024a). In particular, PINE (Wang et al.,
2024) modifies causal attention bidirectionally and
increases the weight on specified segments. We ex-
amine whether controlling the model’s attention to
segments corresponding to the desired perspective
can improve coverage and faithfulness. See §A.1
for additional details.

Reranking Generations. We examine a Rerank-
ing (RR) approach in which an untrained back-
bone generates multiple summaries and we se-
lect the highest-scoring summary based on LLM-
Coverage and LLM-Faithfulness. Prior work has
explored similar methods (Vijayakumar et al.,
2018; Suzgun et al., 2022) with notable success
(Wei et al., 2022; Xu et al., 2024). Benchmark-
ing reranking examines whether the backbone
is inherently capable of generating high-quality
summaries. In particular, comparing reranking
with prompting-based methods, which are more
commonly used to improve inference-time perfor-
mance, assesses the optimal approach for perspec-
tive summarization. For reranking-based methods,
we use Qwen2.5-14B-Instruct as the scorer back-
bone to avoid incorporating signals from the auto-
matic coverage evaluation, and we generate nine
summaries per input for reranking by default.

Preference Tuning with Reranking. Many stud-
ies employ reinforcement learning-based training
for instruction following (Ouyang et al., 2022; Bai
et al., 2022; Nakano et al., 2022), with applica-
tions in summary generation (Stiennon et al., 2020;
Gooding and Mansoor, 2023; Huang et al., 2024;
Lee et al., 2024). However, these approaches typ-
ically rely on human feedback (e.g., RLHF) and
labeled preference pairs (e.g., DPO (Rafailov et al.,
2023)). Here, we examine whether preference-
based training on synthetic, reranking-generated
data can improve perspective summarization per-
formance. Namely, we consider a DPO with
Reranking (DPO+RR) approach that iteratively
repeats the procedure of generating summaries
with the backbone model, scoring them with LLM-
Coverage and LLM-Faithfulness, and creating pref-
erence pairs by designating higher-scoring sum-
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Article
Highlights

things worse.

Two years after a Ruth Bader Ginsburg’s death made the elimination of that right more likely than not, President Joe Biden entered the chat. .. The
fumbling about for a spell before he awakens to the fire is a recurring pattern.

Biden has been notably tucked away. .. With Roe, the situation is particularly galling...damning indictment of the administration’s messag-
ing. .. Biden appears to be trapped in a vicious cycle. .. he and his advisers appear to be gripped with anxiety that doing anything will only make

Democrats need to give voters reasons to believe. .. the only way to reverse Biden’s sliding popularity is for him to step forward and start
providing these reasons. Our immediate goal within the Democratic Party is to "dump Biden"

Zero-Shot

The Left believes that President Joe Biden’s slow response to the Supreme Court’s elimination of the constitutional right to an abortion and his
overall lack of effective communication and decisive action are major reasons for his declining popularity and the Democrats’ electoral struggles.

DPO+RR

The Left views President Joe Biden’s delayed response to the SCOTUS abortion ruling, characterized by "fumbling" actions, as further exacerbat-
ing his declining public image and hindering his ability to provide meaningful solutions amidst various national crises, underscoring concerns
that his leadership style may undermine democratic values and ultimately harm Democrats’ chances at re-election.

Table 3: Example summary generated by Zero-Shot and DPO+RR. Highlights indicate excerpts marked by an
annotator. Zero-Shot captures only one of the three excerpts, whereas DPO+RR captures all three key points.

maries as preferred over lower-scoring ones, which
are then used to train the backbone. We split the
POLISUM dataset (1816 article pairs) into train
(1716) and test (100) splits to ensure that synthetic
training data is generated exclusively from the train
split, and repeat over 10 epochs.

4.1 Evaluation Setup

Automatic Evaluation. We automatically evalu-
ate summary quality using two criteria. First, we
assign numerical scores to summaries using LLM-
Coverage and ALIGNSCORE (cf. §3). Second, we
compute instance-level rankings across all test arti-
cles to assess relative method performance. How-
ever, as automatic metrics do not rank methods
perfectly (cf. Table 2), we address this by fitting a
Bradley-Terry model to the pairwise comparisons
derived from raw scores and performing bootstrap
resampling over the test documents to obtain 95%
confidence intervals. This avoids naive "rank-then-
average" methods that can yield cyclic or inconsis-
tent preferences when pairwise comparisons do not
form a strict total ordering. We use the split test set
of 200 input documents for automatic evaluation.
Refer to §A.2 for details on the ranking procedure.

Human Evaluation. We collect human judg-
ments on summary quality by having annotators
review input documents and their corresponding
model-generated summaries. Analogous to the pro-
cedure in §3.1, annotators first extract key points
from both documents and summaries, then identify
which document key points each summary includes
or omits, and which summary key points appear in
the document. This process yields coverage and
faithfulness scores computed as in Egs. (1) and (2).
See §D.1 for further annotation details.

5 Results

We present coverage and faithfulness results in Fig-
ures 3a (automatic evaluation) and 3b (human eval-
uation), and provide generated example summaries

Ratio ‘ Document Summary
R(-|-) ]0.672+£0.262 0.918+£0.173
Random | 0.235 £ 0.322 0.650 4 0.380

Table 4: Inter-Annotator Agreement (IAA) results. Val-
ues lie between the interval [0, 1]. We observe substan-
tial agreement for both document- and summary-level
key point extraction.

in Table 3. We include additional examples in §C.3.
5.1 Automatic Evaluation

We observe that DPO+RR achieves the highest
performance on both metrics, improving coverage
and faithfulness scores by 0.590 and 0.081, cor-
responding to approximately 12% and 8% gains,
respectively. Reranking is a strong baseline, out-
performing all other methods by considerable mar-
gins, corroborating prior work on the benefits of
re-ranking (e.g., (Horvitz et al., 2024)). In contrast,
zero-shot inference, prompting methods, and PINE
show minimal score differences. Although Self-
Refine marginally improves coverage over zero-
shot inference, all methods except reranking yield
lower faithfulness scores.

5.2 Human Evaluation

DPO+RR achieves the highest human evaluation
scores (0.437 for coverage and 0.724 for faithful-
ness), with Reranking close behind (0.410 and
0.673, respectively). Prompting-based methods
improve coverage over zero-shot inference (0.347
for coverage and 0.642 for faithfulness) but yield
similar faithfulness scores. PINE shows no perfor-
mance gains for either attribute.

Inter-Annotator Agreement (IAA). We mea-
sure IAA by counting the number of excerpts
with non-trivial overlap between annotators. For-
mally, given excerpts from two annotators A and
B (from a document or a summary), denoted as
Ea = {efl,es,...} and Ep = {eP, B ...},
we define a matching function M (E4, Ep) that
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(a) Automatic evaluation results. Higher values indicate better performance for Score
(Bars), while lower values are better for Ranking (Lolipops). Coverage scores range
from 1 to 5, while faithfulness scores lie in the interval [0, 1]. DPO+RR achieves the
highest scores and best average rank, followed by Reranking. Other methods show

similar performance in both coverage and faithfulness.

(b) Human evaluation results. Higher
is better for both attributes. DPO+RR
achieves the best performance for
both attributes, followed by Reranking.
Scores lie in [0, 1] for both attributes.

Figure 3: Automatic (left) and human (right) evaluation results. For clarity, note that y-axes do not begin at 0 in
score plots. Reranking-based methods perform best across both evaluation regimes, with DPO+RR achieving the
highest overall performance in both coverage and faithfulness. Error bars represent 95% confidence intervals (CI).

Method | [KpNKs|  |Kp\Ks|  |Ks\Kp|

Zero-Shot 1.338 £0.894 3.059+1.254 0.765 £ 0.855
Self-Refine | 1.412 £1.097 2.9124+1.288 0.794 £ 0.729
Debate 1.368 £0.847 2.971+£1.291 0.735 £ 0.790
PINE 1.206 £ 0.854 3.235+1.350 0.706 £ 0.799
Reranking 1.544+0.916 2.882+1.320 0.735=+0.828
DPO+RR 1.721 £0.889 2.500 £1.080 0.618 £ 0.739

Table 5: Statistics for key point inclusion for each
method with standard deviation. |KpNKg/|, |Kp\ Ks],
and | Ks \ K p| denote the average number of key points
included, omitted, and hallucinated, respectively.

counts the number of strings in £4 matched to
at most one string in Fg. We then compute
R(A | B) = |M(Ex, Ep)|/|Ea| and R(B |
A) =|M(Ea4, Ep)|/|EB|, and take their average
to obtain the overall annotator overlap R(- | -). To
assess overlap, we provide overlapping annotations
to pairs of annotators across five documents and
evaluate agreement for both document-level and
summary-level key point extraction. Additionally,
we establish a random baseline for annotator over-
lap by sampling highlight counts and lengths for
documents and summaries that match the observed
mean and variance in the real annotations. Further
details are provided in §C.1.

Results are presented in Table 4. Observe
that annotators exhibit substantial overlap in both
document- and summary-level annotations that con-
siderably exceed the random baseline. We also
see higher agreement for summaries than for docu-
ments, which we attribute to summaries being more
concise and explicitly including key points.

Overall, our results show that while prompting-
based and attention modification methods of-
fer little improvement over zero-shot prompting,
reranking-based methods significantly improves
coverage and faithfulness. In particular, employ-
ing DPO-based training further boosts faithfulness,
even when using self-generated synthetic data.

Method Novel 4-gram (1) EF Density (|)
Zero-Shot 0.930 + 0.104 1.815+1.614
Self-Refine 0.946 + 0.094 1.470 £ 1.307
Debate 0.954 + 0.088 1.571 +£1.162
PINE 0.848 + 0.074 3.340 £ 4.801
Reranking 0.949 £+ 0.217 1.445+0.914
DPO+RR 0.953 + 0.079 1.415 4+ 1.039

Table 6: Abstractiveness statistics for each method, mea-
sured by novel n-gram ratios and extractive fragment
density. Arrows indicate higher abstractiveness.

6 Analysis
6.1 Summary Characteristics

Here, we examine the summaries generated by each
method and assess their key point inclusion pat-
terns, abstractiveness, and length.

Key Point Inclusion. Beyond coverage and faith-
fulness, we evaluate how each method incorporates
key points. For an article D with key points Kp
and a summary S with key points Kg, we com-
pute the average number of key points included
(|Kp N Kgl), omitted (|Kp \ Kgl), and halluci-
nated (|Ks \ Kp|).

Results are shown in Table 5. We observe that
DPO+RR includes more relevant key points while
minimizing hallucinations and omissions compared
to other methods. In contrast, PINE is more conser-
vative, reducing hallucinations but omitting more
key points. Self-Refine retains additional key
points yet introduces more hallucinations, while
Debate shows only slight improvements over the
zero-shot baseline.

Summary Abstractiveness. We assess abstrac-
tiveness using two metrics: (1) Novel n-gram ratios
(See et al., 2017), which measure the proportion
of n-grams in the summary absent from the source
(with n = 4), and (2) Extractive fragment density
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Figure 4: Ablation study results. Figures 4a and 4b show that both prompting-based methods consistently
underperform compared to reranking-based methods across all resource settings. Figure 4c shows that using
a ROUGE-based proxy metric yields worse performance than LLM-based proxy metrics.

(Grusky et al., 2018), which quantifies the con-
tinuity of extracted spans. Higher novel n-gram
ratios and lower extractive fragment density indi-
cate greater abstractiveness. We include additional
results for analysis in §C.2.

Table 6 shows our results. Notably, PINE ex-
hibits lower novel n-gram ratios and higher extrac-
tive fragment density than other methods, indicat-
ing that PINE favors more extractive summaries.
In contrast, DPO+RR yields higher abstractiveness
than zero-shot inference while also improving faith-
fulness (cf. §5). This suggests that DPO+RR not
only encourages extraction of source content but
also generates summaries with more novel tokens.

6.2 Ablation Studies

We conduct ablation studies to determine whether
prompting-based methods outperform Reranking
and DPO+RR under more resourceful generation
settings, as measured by automated metrics. See
Figure 4 for all results.

Debate: Agents and Rounds. We vary the num-
ber of rounds n € {2,3,...,9} and agents m €
{3,5,7,9} in Multi-Agent Debate. For reference,
we report results for DPO+RR in two settings: gen-
erating 3 (base setting) and generating 18 sum-
maries (approximate upper bound).

From Figure 4a, we observe that increasing the
number of agents improves coverage but not faith-
fulness. With m = 9 agents, Debate slightly out-
performs DPO+RR with 3 reranked generations for
n > 4 in coverage but falls short of DPO+RR with
18 generations. For faithfulness, Debate remains
consistently below DPO+RR in all settings.

Self-Refine: Refinement Rounds. We evaluate
Self-Refine over various numbers of refinement
rounds (n € {2,3,...,18}). Results are shown
in Figure 4b. We observe that coverage improves
with more rounds, whereas faithfulness does not.
Nevertheless, Self-Refine underperforms DPO+RR
in both settings across all rounds.

Reranking: ROUGE as Proxy Metric. To as-
sess the effectiveness of LLM-based proxy metrics,
we compare Reranking and DPO+RR with vari-
ants that use ROUGE as the proxy. Following
the training procedure in §4, we replace the orig-
inal proxy with the average ROUGE, score (for
n € {1,2, L}) computed across both precision and
recall. As shown in Figure 4c, the ROUGE-based
variant underperforms across all settings.

7 Conclusion

In this paper, we identify reliable evaluation met-
rics for measuring perspective summary quality and
investigate LLM-based methods for generating im-
proved summaries beyond zero-shot inference. We
construct a test dataset using human annotations
to benchmark existing summarization metrics for
coverage and faithfulness. We find that traditional
metrics such as ROUGE and BERTSCORE un-
derperform, while language model-based metrics
such as ALIGNSCORE and prompting-based scor-
ing serve as strong evaluators. Using these metrics,
we show that reranking-based methods outperform
prompting frameworks and significantly improve
performance over zero-shot inference. Moreover,
preference tuning with self-generated, reranking-
labeled data further boosts performance, particu-
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larly in terms of faithfulness. We recommend that
future work examine the transferability of our find-
ings to domains beyond political perspectives and
whether similar improvements can be achieved in
other multi-document summarization tasks.

Limitations

We acknowledge two limitations in our work. First,
we focus on evaluating existing summarization met-
rics commonly used in the literature and bench-
mark those applied to perspective summarization.
As we show that existing metrics achieve satisfac-
tory accuracy for evaluating perspective summaries,
we do not investigate the development of a novel
metric tailored specifically for measuring coverage
and faithfulness in this setting. We leave this as a
promising direction for future work. Second, we
primarily investigated methods for perspective sum-
mary generation that do not rely on human-labeled
training data, given the infeasibility of collecting
such data. Although our experiments with pref-
erence tuning using synthetically generated data
show performance improvements, future studies
should examine the benefits of human-curated train-
ing data.

Ethical Considerations

In this paper, we focus on metrics to accurately
measure the unbiasedness of perspective sum-
maries through the attributes of coverage and faith-
fulness, and we show that certain methods yield
higher performance on these attributes. Our work
aims to ensure fair representation and reduce hallu-
cinations in opinion-based summarization. While it
is unclear whether these findings could be misused
to generate more biased summaries, we acknowl-
edge that such risks are not negligible.
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Given texts from both Left-leaning and Right-leaning
perspectives, summarize only the Left-leaning perspective in
one sentence, starting with 'The Left '. ONLY RETURN THE
SUMMARY AND NOTHING ELSE.

Left:
(left-perspective article)

Right:
(right-perspective article)

Figure 5: Prompt instruction for zero-shot inference
when generating summaries from the left-leaning per-
spective.
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A Supplementary Details

A.1 Experimental Setup

Unless otherwise specified, all inference is run
using the transformers library with 16-bit float-
ing point precision using FLASH ATTENTION 2
(Dao, 2023). We train the DPO-based models on
four NVIDIA A100-SXM4-80GB GPUs, with each
model requiring approximately 2~3 days of train-
ing. For other experiments, including inference and
evaluation using small-scale language models, we
use a variable number of NVIDIA A100-SXM4-
80GB GPUs depending on the model size. For

completeness, we also provide the prompt instruc-
tion for the zero-shot inference setting in Figure 5.

DPO Training. We train our DPO-based mod-
els using 4 batches and the default hyperparam-
eter settings from the DPOConfig class in the
transformers library. This corresponds to using
an (adaptive) learning rate of 5.0 x 1072, a 3 value
of 0.1, and reverse KL divergence for f-divergence
regularization.

PINE. We use the codebase available at github.
com/wzq@16/PINE.git for the PINE implementa-
tion. In our setup, the input is formatted as

1 2 1 2
[INS | dfy) | di3), [ |diy, [, || Eos],
where INS is the prompt instruction, Dy g9, = dgle)l ]
d?e)l | ... represents the left-leaning source docu-

ments, Dy g, = di}e)z | dfel | ... the right-leaning

source documents, and EOS is the end-of-sequence
token. PINE reformats the input by designating
a target segment (e.g., D; g, when the target per-
spective is the left-leaning view) to ensure that all
segments are attended to uniformly, regardless of
their original positions.

Dataset. We use the POLISUM dataset (Deas and
McKeown, 2025) as our primary testbed for per-
spective summarization. We remove duplicates
from the dataset and obtain 1816 article pairs (left-
and right-leaning). We split the data into 1716 arti-
cle pairs for training DPO+RR and 100 article pairs
for testing. Although most methods we investigate
do not rely on training, we maintain a strict sepa-
ration between train and test sets to avoid inflating
DPO+RR performance.

A.2 Ranking Methods

To obtain accurate ranking results using automated
metrics, we fit a Bradley-Terry model (Bradley and
Terry, 1952) to the per-method scores for each boot-
strap resample of the test set and derive confidence
intervals for each method’s ability estimate.

Specifically, let there be M methods with latent
abilities {61,062, ...,05}. For each pair of meth-
ods (4, ), the model posits that the probability of i
"winning" over j in a pairwise comparison is given
by a logistic function:

1

1 +exp(—(0; — 0;)/0)’

where 0 > 0 is a noise or scale parameter. We
treat method ¢ as having beaten method j if i’s

3)

Pr[i beats j] =
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aggregated raw score exceeds j’s, resolving exact
ties randomly.

We estimate the abilities by maximizing the log-
likelihood of all observed pairwise outcomes:

(Or,....0m) = Y []l[z' beats 5] log Pr[i beats j]
(i,7)€D

+ 1[j beats 7] log (1 — Pr[i beats j])}v

where D denotes all pairwise comparisons from the
current (re)sample, and 1(+) is an indicator func-
tion. We perform this fitting procedure via numer-
ical optimization (L-BFGS). To account for vari-
ability, we employ bootstrap resampling over the
test set: each resample draws the test documents
(with replacement), averages each method’s raw
scores within that resample, and re-fits the Bradley-
Terry model to generate a new set of abilities {6, }.
We repeat for B = 500 iterations and obtain an
empirical distribution of ability estimates for each
method. We then rank methods by their mean es-
timated ability across all bootstrap replicates and
derive 95% confidence intervals from the resulting
bootstrap distributions.

B Metric Evaluation

Here, we provide supplementary content for bench-
marking evaluation metrics for measuring coverage
and faithfulness.

B.1 Metric Configurations

For ROUGE, we use the rouge-score Python
library. For BERTSCORE and BLEURT, we
use the deberta-large-xnli and BLEURT-20-D6
checkpoints respectively, due to their higher cor-
relations with human judgments. For ALIGN-
SCORE, we employ the AlignScore-large check-
point from Zha et al. (2023). For SUMMAC, we
use the tals/albert-xlarge-vitaminc-mnli
model, which is the default setting for the SUM-
MAC evaluation metric.

B.2 Prompt Instructions

Prompt-based Scoring: LLM-Coverage and
LLM-Faithfulness. We provide the full prompt
instructions for both LLM-Coverage and LLM-
Faithfulness in Figures 6b and 6a, respectively.
While we experiment with prompt variations such
as using binary and ternary scoring and removing
step-by-step procedures, these modifications result
in lower performance. We omit these alternate
prompts for brevity.

B.3 Backbone Scoring Evaluation

Table 7 presents additional results for various LLM
backbones. Notably, prompt-based scoring gener-
ally performs better on coverage than on faithful-
ness. In particular, Mistral-7B-Instruct-ve.3
and Qwen2.5-14B-Instruct exhibit the best per-
formance across both metrics. Based on these
results, we use Mistral-7B-Instruct-v@.3 as
the evaluator and Qwen2.5-14B-Instruct as the
proxy metric. For coverage, larger model sizes
weakly correlate with higher performance, though
the gains are marginal. To keep inference time rea-
sonable, we therefore use smaller-scale models that
still exhibit good performance. For faithfulness,
the L1ama models consistently underperform com-
pared to other backbones on both correlation and
ranking. However, as all backbones perform close
to the random baseline on winrate, we avoid using
prompt-based scoring for faithfulness.

B.4 Paraphrasing Excerpts to Key Points

As mentioned in §3.1, we use an LLM to para-
phrase highlighted excerpts into key points. We
also employ an LLM to generate adversarial key
points ftﬁ from the curated key points K g, using
the prompts provided in Figures 7a and 7b. We
use Qwen2.5-32B-Instruct for both paraphras-
ing and key point generation.

C Benchmarking Methods

Here, we provide supplementary details on our eval-
uation procedure along with additional analysis on
the generated summaries by each method.

C.1 Inter-Annotator Agreement

We first provide additional information on the
matching function M(-,-) in §5.2. For each el-
ement s{‘ € Sy4, the function finds the first un-
matched element sf € Sp that meets a matching
condition. The first criterion is exact containment:
if sf‘ is a substring of sf or vice versa, they are
considered a match. If no exact containment is
found, we compute the longest common subse-
quence (LCS) between SiA and sf. If the LCS
length divided by the length of the shorter string
exceeds a predefined threshold 7, we consider them
a match. Each element in S 4 is matched to at most
one element in Sp, and vice versa, and is removed
from further matching once paired. By default, we

set 7 = 0.5.
Random Baseline for IAA. We simulate random

highlight selection as follows. First, we compute
the mean and variance of the number of highlights
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Metric Model Coverage Faithfulness
Corr. (ps) Winrate Corr. (ps) Winrate

Mistral-7B-Instruct-ve.3 0.707*  0.739 £ 0.047 0.431 +0.115
Mixtral-8x7B-Instruct-vo.1 0.720***  0.771 4+ 0.050 0.475 i ().()87
Llama-3.1-8B-Instruct 0.606™**  0.648 &= 0.051 0.313 .093

LLM-Coverage Llama-3.3-70B-Instruct 0.724**  0.753 + 0.058 (J 415 i (J 100
Qwen2.5-7B-Instruct 0.650"**  0.624 £+ 0.081 0.349 £ 0 J
Qwen2.5-14B-Instruct 0.732***  0.749 £ 0.049 0.380 £ (J 08
Qwen2.5-32B-Instruct 0.721**  0.709 4 0.060 0.343 +0 )
Mistral-7B-Instruct-ve.3 0.494 + 0.061 0.498 + 0.113
Mistral-Large-Instruct-2411 0.688 +0.076 | 0:579** | 0.479 &+ 0.108
Llama-3.1-8B-Instruct 0.303 £0.074 0.439*** 0.188 + 0.079

LLM-Faithfulness | Llama-3.3-70B-Instruct 0.283 £ 0.080 (0735 | 0.343 +£0.112
Qwen2.5-7B-Instruct 0.536 = 0.064 | 0.644***  0.503 &= 0.087
Qwen2.5-14B-Instruct 0.671 +0.099 | 0.616*** 0.519 4 0.086
Qwen2.5-32B-Instruct 0.675 +0.063 | 0.670"*  0.590 % 0.096

Table 7: Comparison of Spearman rank correlation (Corr. (ps)) and Winrate (Winr.) across different back-

bone models.

LLM-Coverage exhibits moderate to high correlation and winrate across all backbones, while

Mistral-7B-Instruct-v@.3 and Qwen2.5-14B-Instruct achieve the best performance for faithfulness.

Method ‘ Summary Length  EF Coverage Comp. Ratio

Zero-Shot | 40.77 £ 6.212 0.719+0.113  14.958 +4.165
Self-Refine | 43.94 &+ 10.73 0.692 +0.107  15.097 £ 5.774
Debate 41.50 + 11.609 0.692 +0.103  16.192 + 4.903
PINE 38.17 £+ 7.401 0.776 £0.125  19.589 + 20.23
Reranking | 37.13 + 13.856 0.651 +0.157  14.166 + 4.181
DPO+RR 42.94 + 8.245 0.661 +0.149  14.391 +4.421

Table 8: Supplementary statistics for each method, mea-
sured by summary length, extractive fragment coverage,
and compression ratio.

and their lengths separately for documents and sum-
maries. Using these statistics, we sample the num-
ber of highlights and the length of each highlight
from a normal distribution N (-, -) for each docu-
ment or summary. We repeat this process indepen-
dently twice and compute the overlap between the
two instances as described in §5.2. This procedure
simulates a non-trivial, semi-realistic random high-
lighting of excerpts in documents and summaries.

C.2 Supplementary Analysis

In addition to coverage-density plots, we report
additional results for summary lengths, extrac-
tive fragment coverage (quantifying the extent of
copying from the source), and compression ratios
(Grusky et al., 2018) (assessing summary length
relative to the source document).

Table 8 shows our results. Consistent with find-
ings in §6.1, PINE exhibits lower abstractiveness
compared to other methods. Moreover, both com-
pression ratios and summary lengths indicate that
PINE tends to generate shorter summaries relative
to other methods.

Extractive Fragment Plots. We also include
Coverage-Density plots for both the source and
opposing perspective documents in Figure 8. Over-
all, we observe similar coverage-density structures
for all by PINE, which exhibits a wider spectrum
of coverage and density. This indicates that the
abstractiveness of PINE exhibits high variance,
whereas for other methods the abstractiveness is
relatively stable. Furthermore, we also see that
the coverage-density plots for the opposing side is
slightly lower than for the target source articles.
C.3 Additional Example Summaries

In Table 9, we provide additional sampled exam-
ples for the summaries generated by each method.

D Annotation Information
D.1 Annotation Details

For both annotation procedures, annotators con-
sented to having their annotated excerpts used for
research purposes (cf. Figures 9 and 11). All hu-
man evaluations in this work were conducted under
an approved IRB protocol.

Test Set for Metric Evaluation. We recruited 5
graduate annotators, each assigned 10 documents
for excerpt highlighting. Each annotator received
$15 as compensation.

Summary Evaluation. Annotators were re-
cruited from undergraduate Political Science stu-
dents with self-reported knowledge of conservative
and liberal beliefs to ensure the required expertise
to judge summary perspectives. Four annotators
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You are an evaluator. Your task is to determine how
well a generated summary captures all of the main
arguments from a source article. This is a measure of "
coverage,” which does not necessarily address factual
accuracy (faithfulness) but focuses on completeness of
content.

The scale for coverage is:

1. No Coverage: The summary does not include any of the
main arguments from the article.

2. Low Coverage: The summary includes only a few of the
main arguments from the article, omitting most.

3. Medium Coverage: The summary contains around half of
the article's main arguments.

4. High Coverage: The summary contains most of the main
arguments from the article, missing only a few.

5. Perfect Coverage: The summary includes all major
points and arguments mentioned in the article, leaving

out nothing important.

Follow these steps carefully:

1. **Read the Source Articlexx: Examine the text
provided in the article. Identify all major points,
arguments, or facts it contains.

2. x*%Read the Summary**: Look at the text in the
summary. List each argument or point the summary
includes.

3. xxCompare for Completeness*x:

- Check if each major point from the source article is
present in the summary.

- Count how many major points are covered versus how
many are omitted.

4. *xDetermine the Scorexx:

- Assign a score from 1 (no coverage) to 5 (perfect
coverage), based on how many main arguments are
included in the summary relative to the source.

5. **xQutput Instructionsx*:

- Output only the final numeric score (1, 2, 3, 4, or 5)
without any explanation or additional text.

# Source Article:
(article)

# Generated Summary:
(summary)

# Final Coverage Score (1~5 only):

You are an evaluator. Your task is to analyze how faithfully a
generated summary represents the information found in the source
article. Faithfulness here means the absence of factual errors---
i.e., any claims in the summary must be either directly stated,
heavily implied, or logically entailed by the source article.

The scale for faithfulness is:

1. Unfaithful: The summary is almost entirely incorrect or
unrelated to the source.

2. Mostly Unfaithful: The summary includes only a few relevant
arguments or correct details but is largely incorrect or missing.
3. Neutral: The summary has about half of the important points
correct, but also includes notable inaccuracies or omissions.

4. Mostly Faithful: The summary reflects most of the article's
arguments accurately, with only minor errors or omissions.

5. Perfectly Faithful: The summary includes all of the article's
main arguments accurately and does not introduce any
contradictory or unsupported claims.

Follow these steps carefully:

1. **Read the Source Articlexx: Examine the text provided in the
article. Identify the main points, arguments, or facts it
contains.

2. x*Read the Summary**: Look at the text in the summary. Itemize
or note each claim or statement made in the summary.

3. x*xCompare for Accuracyx:

- Check if each claim in the summary is explicitly or logically
supported by the source.

- Mark any claim that appears to be contradicting the source or
not found in the source.

- Check if the summary omits major arguments that are central to

the source.

4. *xDetermine the Scorex=:

- Assign a score from 1 (completely unfaithful) to 5 (perfectly

faithful), based on how many claims match (and do not contradict)
the source article and whether key points are included.

5. **xQutput Instructionsx*:

- Output only the final numeric score (1, 2, 3, 4, or 5) without

any additional explanation or text.

# Source Article:
(article)

# Generated Summary:
(summary)

# Final Faithfulness Score (1~5 only):

(a) Full prompt instructions for LLM-Coverage.

(b) Full prompt instructions for LLM-Faithfulness.

Figure 6: Complete prompt instructions for both attributes in prompting-based scoring. The model is provided with
descriptions of each score value and a step-by-step procedure for evaluating the summary based on the article.

participated—three annotated 20 documents each
and one annotated 15. To measure inter-annotator
agreement, overlapping annotations were collected
for 10 documents, with each document annotated
by two annotators. This process yielded a total
of 75 document-summary annotations per method.
Annotators were compensated at $22.50 per hour
and spent approximately 15+ 2.5 minutes per page.

D.2 Annotation Interfaces

We provide the annotation interfaces for the hu-
man studies described in §3.1 and §4.1 in Fig-
ures 9 and 10 (for metric evaluation) and Figures 11
and 12 (for summary evaluation). Both interfaces
were built using the streamlit Python library and
hosted on the Streamlit Community Cloud plat-

form. Annotator results were stored using Amazon
Web Services (AWS) Simple Storage Service (S3).
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[TASK]
You are given an article that makes an
argument related to the provided topic. An
excerpt from the document highlights the main
key argument that the author of the article is
trying to assert. Please write a concise,
short, one-sentence paraphrase (as short as
possible) that reflects the argument implied
or present in the provided excerpt. **Your
paraphrase should begin with "The article
argues”**.

Topic: (topic)
Article: (article)

Excerpt: (excerpt)

One-Line Argument Summary starting with "The
article argues":

[TASK]

You are given one main argument from a political news article (either left-
leaning or right-leaning). **Rewrite the argument so that the argument is
completely reversed or semantically opposite.*x If the original argument
supports or praises a policy/idea/group, the reversed version should
criticize or oppose it, and vice versa. Only return the reversed argument
itself, with no extra commentary or analysis.

[EXAMPLES]

1.

ORIGINAL: The
domestic jobs
REVERSED: The
opportunities

article argues that stricter immigration laws help protect
and strengthen national identity.

article argues that relaxed immigration laws create more job
and enhance cultural diversity.

2.

ORIGINAL: The article insists that climate change is primarily caused by
human activity and demands immediate government intervention.

REVERSED: The article insists that human activity has minimal impact on
climate change and calls for minimal government involvement.

[INFERENCE]
ORIGINAL: (original key point)
REVERSED:

(a) Full prompt instructions for paraphrasing
highlighted excerpts to key points.

(b) Prompt for generating adversarial key points K ; ¢ from the curated key
points K g.

Figure 7: Prompts used for portions of the procedure for curating the benchmarking test set for metrics.

Zero-Shot PINE Reranking ' Zero-Shot PINE Reranking
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(a) Coverage-Density plots for the source document.
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(b) Coverage-Density plots for the opposing document.

Figure 8: Coverage-density plots for source and opposing documents. PINE exhibits higher variance in coverage,
while other methods follow a similar structure.
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Topic

Student Loans

inadequate initial response, the sudden shift towards dependency on China-led relief efforts actually highlights broader risks inherent in the

Zero-Shot The Right argues that Biden’s student loan relief plan disproportionately benefits those making less than $75,000 per year and that it is a
Band-Aid solution that fails to address the root cause of the issue, which is the increasing cost of higher education due to colleges and universities
jacking up their prices.

Self-Refine | The Right argues that President Biden’s student loan relief plan benefits low-income individuals, excludes the truly rich, and is not a giveaway to
the elite, while the root cause of the student debt crisis lies in government subsidies to colleges, which have led to inflated tuition prices.

Debate The Right argues that President Biden’s student loan relief plan is a reasonable measure to help lower-income individuals, who make up 90% of
those benefiting, due to the government’s subsidization of colleges and universities leading to inflated tuition costs.

PINE The Right argues that the student debt relief plan is a Band-Aid that will collapse and that colleges should be expected to finance the education
they provide.

Reranking The Right suggests that Biden’s student debt relief plan is a Band-Aid solution that primarily benefits those making less than $75,000 per year
and does not address the root cause of rising college costs, which can be mitigated by requiring institutions to cut costs and improve their financial
efficiency.

DPO+RR The Right views Biden’s student-loan debt forgiveness plan as a Band-Aid solution that unfairly excludes the truly rich and argues that colleges
and universities should be held accountable for their role in inflating prices and should provide debt-free education to students.

Topic | Mitt Romney

Zero-Shot The Left sees the failure of Republicans to convict Trump as a decision made "functionally at gunpoint" due to the perceived threat of violence
from the extremist right, rather than through conviction or political calculation.

Self-Refine | The Left views the failure of Republicans to convict Trump as a result of the perceived violent threat from the extremist right, which swayed their
decision-making due to fear for their families’ safety, representing one of the most consequential decisions in American history.

Debate The Left views Romney’s decision to stay in the Republican Party as a failure to challenge the extremist right and uphold democratic values,
having been swayed by perceived threats of violence rather than conviction or principle.

PINE The Left believes that Mitt Romney’s decision to leave the Republican Party is a testament to his commitment to principle and his willingness to
stand up to the party’s extremist elements.

Reranking The Left portrays Romney as revealing a stark contrast between his authentic disdain for the extreme ideologies within his own party in private
conversations, versus his careful and cautious language used in public statements, highlighting the profound impact of fear generated by far-right
extremism on congressional decision-making processes, specifically in relation to Trump’s impeachment trial and acquittal.

DPO+RR The Left views Senator Romney’s decision not to convict Donald Trump due to fears of potential retribution from extremists as indicative of the
broader breakdown within the Republican party, illustrating its susceptibility to authoritarianism and inability to stand up against violence-based
intimidation despite holding supposedly "right" convictions.

Topic \ Democrats Sign Letter Opposing Pelosi

Zero-Shot The Left emphasizes that Nancy Pelosi’s experience, legislative skill, and ability to pass significant bills, such as the Affordable Care Act, make
her the ideal choice to lead the House Democrats.

Self-Refine | The Left believes Nancy Pelosi’s experience and effectiveness make her the best choice for Speaker, despite potential risks to LGBTQ rights and
ordinary women’s concerns.

Debate The Left emphasizes the importance of retaining Nancy Pelosi as Speaker of the House due to her extensive experience, legislative skill, and
ability to pass key progressive policies, with her being a crucial figure in landmark legislative successes and there not being a clear alternative.

PINE The Left argues that Nancy Pelosi is a highly effective legislator who has consistently been in the top third of most liberal Democrats in the
House, and that ousting her would be a blow to ordinary women and LGBTQ people whose concerns will lose priority status if the anti-Pelosi
wing prevails.

Reranking The Left believes that keeping Nancy Pelosi as Speaker due to her vast experience and proven ability to effectively navigate Congress towards
Democratic achievements and maintain party unity is vital amidst any challenges faced or proposed replacements who do not offer comparable
qualifications or stronger alliances, especially regarding marginalized groups interests.

DPO+RR The Left emphasizes that retaining Nancy Pelosi as Speaker of The House is crucial due to her extensive experience, successful legislation
passing track record, ability to effectively oversee the Democratic Party, and importance in maintaining progress on key issues like LGBTQ
rights and access to affordable healthcare.

Topic \ China and Coronavirus

Zero-Shot The Right suggests that the United States should not completely decouple from China on public-health matters, as past collaboration has been
effective, but rather demands institutional changes in China’s domestic food safety policies and calls for greater economic independence from
China.

Self-Refine \ The Right believes that China’s disastrous cover-up and propaganda efforts have been matched by the US’s own bumbling response to the crisis.

Debate The Right views China’s actions as deceitful and propaganda-driven, but also acknowledges that both the US and China have mishandled the
pandemic, with the US’s decoupling from China on public health matters and the US’s bumbling response to the pandemic exacerbating the crisis.

PINE The Right argues that the United States should distance itself from China and prioritize economic independence as a permanent national security
goal.

Reranking The Right perspective emphasizes that the US and the world should be cautious of China’s intentions and actions, particularly its propaganda
efforts, and that the US should prioritize economic independence and not rely on China for aid or information, while also acknowledging that the
US has made mistakes in its response to the pandemic.

DPO+RR The Right emphasizes that while China failed catastrophically during the COVID-9 crisis through its aggressive disinformation campaign and

interconnection between nations, necessitating reconsideration of international relationships and prioritization of economic sovereignty.

Table 9: Additional example summaries generated by each method.
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Assess Documents for Key Points

On each page, you wi isti iple opini rticles on the same political topic. Your task

We will now outline the specific steps you should follow to annotate key points.

First Pass: Skim Article
Asafirst pass, you should first read the full document to gain a clear overview of the content. If possible, keep a mental
note of what each article roughly discusses to make the key point annotation process smoother.

Second Pass: icl

is to identify and highlight the key points in each article of the document. Below, we will guide you through the annotati
process and outline the tasks you need i proceeding to the next page,
where the annotation begins.

Note that you wil to previ otation, so please
i tasks on each pag

ensure you

Identifying Key Points

In your second pass, you will now annotate for key points. To do so, drag your cursor across text excerpts within the box,
which will be highlighted in green. Your highlighted key points will appear below the document box as a bulleted list. You
i i i , select the red

may also highli licable. If the
"+ Missing Key Point" button and highlight the entire article in red.
int i di by adding a new highlight as a separate component using the "+

Key Point" button.
To simplify the annotation process, you are strongly g ize each article on your own. Asa rule of

thumb, you should highli poit

Atthe top of each page, you will see the document that you need to annotate for key : the

main argument of the article. This could be a ive claim, a by evidence either within the
article or elsewhere i the document, or something similar. You are also given the topic of the document, which the

contents of the document either support or oppose.

Examples of Key Points in Articles

I you encounter unfamiliar phrases or topics, you may use external tools (e.g.,

search engines) only to refine your summary. If you still struggle to understand an article’s content after multiple reads,

you are allowed (though discouraged from doing so whenever possible) to p
ChatGPT. However, you may not use external tools to directly excerpts, such as inputti intoa

language model to generate key points.

Example Annotation

Topic: Montana Climate Lawsuit

K ights, including N -

and that 't
for present and i jision ir i licy i Judge Kathy Berkeley study.
Seeley, o Overall,
Excerpt: The state's constitution says that all Montanans have... the right to a clean and healthful Yeta
provision in the Montana Policy Act... forbi andit: ideri imp: ft
emissions in their environmental reviews.
The argument itby between the Black and Latino famil

protections and the restrictive provision in the law that the lawsuit challenges. This contradiction is clearly emphasized in
the highlighted excerpts, which follow an "A yet B sentence structure.

Valuable toolto address .

Topic: Gaza
i
Hamas did not, itic for tiati 7
forwhatitdi o ication that o e
d alles continue to call for Israel. Whether or
i generally or specif , the o i
power. That, under dit be done by P v
Excerpt: Hamas must be removed from power... by force. In our first pass, that . In our second pass, we will carefully
read each y the main firmative acti
The mai tof this pposes Hamas, hi thatit has shown no will gotiate or expr
remorse for actions such as those on October 7, and contend ing Hamas from power i which can tiebanon
only be achieved through force. This s most clearly highle pesin the The first article argues that abolishing affirmative action i d lower-quality
Below, we provide an interfa d exampl poi universities, which in turn post-graduation earni i ial inequality. This point is most
cleart izedin bove, which directly tof ive acti hinequal

Interface Demonstration

Read the following collection of article excerpts, and highlight key points in the articles. To add multiple key points,
please select the plus button [+] to start a new highlight. Highlig! be removed by re-highlighti p:

Topic: Affirmative Action

[+ Koy point |
+ Missing Key Point

Before Proposition 209 was passed, African American students at the University of California Berkeley
made up between 6 and 7 percent of the freshman class, according to the Wall Street Journal. After the
measure passed, African American students made up around 3 percent of the freshman population for
the past decade, while being 6 percent of the state's public high school graduates. Latinos make up
about 54 percent of the public high school seniors in the state but are only 15 percent of Berkeley's
freshman class. This has had long-term ramifications, according to a recent UC Berkeley study. Since
underrepresented minorities ended up attending lower-quality public and private universities, they
experienced an overall decline in wages of 5 percent annually between ages 24 and 34. Overall, the
study found that the ban on affirmative action has exacerbated socioeconomic inequities.

California is one of just eight states that don't allow public affirmative action programs. The campaign's
narrow focus on the University of California system missed the larger damage wrought by Proposition
209. The affirmative action ban halted efforts by state and local governments to give preference in
hiting and ing to groups. owned by women and
underrepresented racial and ethnic groups often lack the same access to capital and connections as
other firms. Americans like to believe that this country is a meritocracy, where anyone can excel with
sufficient grit and tenacity. But that ignores the institutional racism baked into our society that
disadvantages people of color. It ignores the systemic inequities that we are seeing play out in front of
our own eyes, in the killing of George Floyd and other Black people by police and in the COVID-19
pandemic, which has disproportionately hit Black and Latino families. Proposition 16 wouldn't have
magically ended racial inequality in California, but it would have given the state's institutions a valuable
tool to address it.

In a nation where many still deny the impacts of systemic racism and economic inequality, it's always
going to be hard to persuade a majority to make even a small sacrifice to address those issues. That
likely goes double during a record-setting economic downturn: Hard times rarely inspire generosity but
instead a determined insistence on looking out for No. 1. The stereotype of the progressive Californian
can't compensate for that.

Endorsements for Prop 16 came from Newsom; Democrats who represent California in the U.S. House
and Senate; the mayors of Los Angeles, San Francisco, San Jose and San Diego; the Bay Area's
professional sports franchises; Facebook; Wells Fargo; Uber; United Airlines; the University of California
Board of Regents; leading editorial boards and major public employee unions. Yet instead of securing
passage, this unified stance of the state's institutional leadership mainly exposed a gap between elite
opinion and public opinion. California may have foreshadowed the end of affirmative action.

Regarding the Harvard case, in its 104-page ruling, the two-judge panel said SFFA hadn't presented a
single Asi ican applicant who claimed Harvard di against them. To the contrary, the
court pointed out that several former and current students - including some Asian-American students
~- testified in favor of race-conscious admissions at the trial. Still, the legal battle, which comes amid a
fraught national reckoning on race, is far from over.

Your Highlighted Key Points

. Try highlighti pts and adding new key points using the b

Hence, we highlight this to be the excerpt that best represents the article.

Proposition 16 wouldn’ i racialinequality in California, but it would have given the state's

institutions a valuable tool to address it

The second article supports affirmative action. Its main argument is that the ban on affirmative action through Proposition

209 in California has harmed groups in areas such as universi 3 and
systemic racial lities and that Proposition 165 a step toward

contracting. The article also highlig p
addressing this, though it will not completely eliminate racial inequality. Thus, the central assertion of the article i to
reinstate Proposition 16.

The third and fourth articl te closing the gap for groups.

Ina nati y... (article iated) ...California can't that.

The third articl skepticism about

f the majority to support measures like affirmative action
that require personal or societal sacrifices.

Prop from Newsom... article Lendof
Similarly, the fourth article discusses the increasing resis ction
from elites.
Both articles do not explicitly advocate for of ction but i ifficulties in

advancingit. As a result, we cannot find any arguments in these articles that directly support affirmative action, so we
highlight both in red.

the court pointed out that several former and i A i ified it
favor of race-conscious admissions at the trial

The final arti y of evidence by SFFA
(students for Fair Admissions) to pro against Asi licants and highlights that several Asian-
American students testified in favor of affirmative action, suggesting that some members of the group purportedly

. The court’s ruling

disadvantaged by the policy actually support it.

Final Remarks

Ater completing all tasks on each page, please continue until you reach the "Survey Complete" page. Please ensure that
you select the correct annotator ID that has been assigned to you from below.

Acknowledgment

By proceeding, you thatyou ghly alli this survey.
You agree that ionis conti following and completing the tasks as
outlined.

Please select your annotator ID from below:
© Select Option...

Annotator 1

Annotator 2

Annotator 3

Annotator 4

Annotator 5

Annotator 6

Annotator 7

Please select your Annotator ID.

Figure 9: Introduction page for Annotation interface for annotating for article excerpts to evaluate metrics. Annota-
tors are provided with definitions and an example annotated document.
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Assess Documents for Key Points

Read the following collection of article excerpts, and highlight key points in the articles. To add multiple key points, please
select the plus button [+] to start a new highlight. Highlights can be removed by re-highlighting the same part.

Topic: Respect for Marriage Act

+ Missing Key Point

LGBTQ+ families, including mine, have been dusting off our living wills and seeking legal advice to ensure
we are as protected as we can possibly be in the event that our marriages are dissolved. Will we need to
carry our adoption papers when we go to the grocery store? Our living wills when we go to see the Grand
Canyon? Will we have to go back to filing separate state and federal taxes, forced by the legal system to
deny the existence of our relationship in order to complete our required paperwork?

What's more, how will our child be treated as the kid of two moms in a country that is dismantling the
careful framework we've built to support the changing landscape and dynamics of what it means to love, to
grow a family, to support one another? Will our family be turned away, torn apart, bullied or worse? If those
in charge are allowed to pick on us, to treat us as less than, what message does that send to my child's
classmates? My bosses? To strangers we pass on the street? What might a future look like where our family
is no longer recognized?

Congress exercises its constitutional authority to command nationwide uniformity under the full faith and
credit clause. So, for instance, Congress has ordered every state to grant full faith and credit to a custody
determination and child support order issued by another state. It took this step to prevent parents from
kidnapping their children by absconding to a different state and relitigating a custody order against them.
The proposed law similarly appears to protect same-sex couples' parentage rights over their own children.

Many states only acknowledge these rights because of Obergefell, which compelled them to give same-sex
parents the same 'constellation of benefits' afforded to opposite-sex parents. So, for instance, a state must
place both parents' names on their child's birth certificate and afford both parents the presumption of
parentage; they cannot force one parent to 'adopt' a child conceived through assisted reproductive
technology. Put simply, the RFMA creates a backstop to ensure that every same-sex couple can retain
protections after Obergefell's demise if their own state nullifies their marriage.

Right-wing commentators and politicians will say that Obergefell is 'settled law' and point to Justice Samuel
Alito's reassurance that the court will not use the same logic they used in Dobbs to overturn Roe v. Wade as
if everyone who supports marriage equality just fell off a catering truck full of gay wedding cakes. Please.
Every justice on the court said that Roe was 'settled law' in their confirmation hearing and Alito's comment
had Roberts and Kavanaugh, the two conservatives who pass for institutionalists, written all over it. It's
obvious which way the wind is blowing and everyone knows it.

There might not be an immediate threat to Obergefell, but millions of LGBTQ Americans fear their hard-won
right to marry whomever they love could at some point be taken away. This bill would relieve that uncertainty
and enshrine their rights in the future. More than 70 percent say same-sex marriage should be recognized,

according to a Gallup poll, up from 27 percent in 1996. This includes 55 percent of Republicans. Passing the
Respect for Marriage Act would be politically popular. It would also be the moral, just thing to do.

Your Highlighted Key Points

Next

Figure 10: Example of annotation page for Annotation interface for annotating for article excerpts to evaluate
metrics. Annotators are provided with an interface for highlighting sentences in the article.
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The Left views the Supreme Court's decision as a profoundly disturbing threat to the Biden administration’s ability to
Read the following collection of article excerpts, and highlight key points in the articles. To add multiple key points, please set foreign policy, allowing a lone Trump-appointed judge to dictate sensitive diplomatic negotiations with Mexico.
select the plus button [+] to start a new highlight. Highlights can be removed by re-highlighting the same part.

Please start each key point on a new line.

Topic: Remainin Mexico Policy

The conservative justices were remarkably solicitous of the Trump administration's unprecedented and In Article In Summary

frequent pleas for emergency orders, especially in the immigration context, ‘O 28 emergency stays that the
court issued in response to Trump administration requests, 11 involved lifting district court injunctions
against Trump administration immigration policies. Indeed, when immigration rights groups challenged the
legality of the Remain in Mexico policy and a different district court judge blocked it from taking effect, the Which key points are in the article but not mentioned in the summary?
Trump administration sought a stay from the Supreme Court, which was happy to oblige. For the Biden

No evidence selected. No evidence selected.

A ) ) A ; - h No evidence selected.
administration, no such luck. 'Ordering the Biden administration to move to immediately reinstate a program

that hasn't been in operation since March 2020 (the previous administration suspended it because of the Which key points mentioned in the summary do not appear in the article?
pandemic), that it doesn't believe is good policy, that requires coordination with the Mexican government---
none of this needs to be done while the litigation is proceeding and the outcome uncertain.

Remain in Mexico was i in early 2019, and i in March 2020, because the
government imposed stricter, temporary border restrictions in order to reduce the spread of Covid-19. Thus,
Kacsmaryk's opinion rests on the improbable claim that a federal law enacted in 1996 requires the
government to implement a policy that was only in effect for 14 months, and that wasn't implemented until
nearly a quarter-century after the 1996 law took effect. "Moreover As the Justice Department explains in its

Summary 4

Copy-paste key points from the summary into the text box.

brief asking the Court to stay Kacsmaryk's decision, ‘implementing MPP required extensive coordination The Left notes that the Supreme Court's decision to reinstate the Remain in Mexico policy is profoundly disturbing,
with and assistance from Mexico, which took a variety of steps to assist the United States and the migrants allowing a lone Trump-appointed judge to force the government into sensitive diplomatic negotiations over border
who were returned. Reimplementing it would also require such coordination with Mexican officials, who may policy, and undermining the Biden administration’s efforts to address the border crisis.

not be inclined to be charitable if US negotiators abruptly break their own promise to end the Remain in
Mexico policy. 'Historically, and over the course of many decisions handed down for many decades, the Please start each key point on a new line.
Supreme Court has warned against 'the danger of unwarranted judicial interference in the conduct of

foreign policy. Foreign relations involve sensitive negotiations, where US diplomats need to know that their

country will keep their promises. If a judge can order the United States to make significant changes to its

foreign policy. that will disrupt our relations with foreign governments and diminish our credibility abroad.

The implications of Tuesday's decision are profoundly disturbing. The conservative justices spent the bulk 4
of the Trump years insisting that courts must defer to the president's constitutional authority over foreign
affairs. '"Now they have allowed a lone Trump-appointed judge, Matthew J. Kacsmaryk, to force the In Article In Summary
into sensitive di i iations over border policy. Their decision even grants Kacsmaryk
No evidence selected. No evidence selected.

sweeping authority to oversee these negotiations so he can ensure that the Biden administration is pushing
Mexican officials hard enough to revive Trump's program. 'The booby prize is that the court alluded to
language from the 5th Circuit decision finding that the administration will not violate the court order if it tries Which key points are in the article but not mentioned in the summary?

in'good faith' to reinstate the Trump-era policy. What constitutes ‘good faith' when you're dealing with a

defunct program and a third-party government? No one knows. No evidence selected.

Which key points mentioned in the summary do not appear in the article?
Your Highlighted Key Points
Summary 5
Copy-paste key points from the summary into the text box.

.
An n Otate S u m m a rl es The Left argues that the Supreme Court's decision to allow the reinstatement of the Remain in Mexico policy is a

setback for immigration reform and a blow to the Biden administration's efforts to address the border crisis.

Summary 1
Please start each key point on a new line.
Copy-paste key points from the summary into the text box.

The Left notes that the Supreme Court's decision to reinstate the Remain in Mexico policy is profoundly disturbing,

allowing a lone judge to force the into dipl that could disrupt US relations
with foreign governments and diminish its credibility abroad.
In Article In Summary

Please start each key point on a new line.
No evidence selected No evidence selected.

Which key points are in the article but not mentioned in the summary?

“ No evidence selected.
In Article In Summary Which key points mentioned in the summary do not appear in the article?
No evidence selected. No evidence selected.

Summary 6

Which key points are in the article but not mentioned in the summary?
Copy-paste key points from the summary into the text box.
No evidence selected.

Which key points mentioned in the summary do not appear in the article? The Left believes the Supreme Court's decision allowing a lone Trump-appointed judge to intervene in foreign policy
matters by forcing the Biden administration to reinstate the Remain in Mexico policy is a deeply troubling attempt to
undermine the executive branch's authority and credibility abroad, raising alarming implications for US foreign

Summary 2 relations and diplomatic negotiations.

Copy-paste key points from the summary into the text box. Please start each key point on a new line.

The Left views the Supreme Court's decision as profoundly disturbing, allowing a lone judge to force the government

into sensitive diplomatic negotiations over border policy and undermining the Biden administration's authority in
foreign affairs.

Please start each key point on a new line. In Article In Summary

No evidence selected. No evidence selected.

Which key points are in the article but not mentioned in the summary?
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Which key points mentioned in the summary do not appear in the article?
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Figure 12: Example of annotation page for Annotation interface for document and summary excerpts for evaluating
method-generated summaries.
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