
Findings of the Association for Computational Linguistics: ACL 2025, pages 23005–23024
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

UNIT: One Document, Many Revisions, Too Many Edit Intention
Taxonomies

Fangping Lan1, Abdullah Aljebreen2, Eduard C. Dragut1,
1Temple University 2Shaqra University

fangping.lan@temple.edu, az.aljebreen@su.edu.sa, edragut@temple.edu

Abstract

Writing is inherently iterative, each revision
enhancing information representation. One re-
vision may contain many edits. Examination
of the intentions behind edits provides valuable
insights into an editor’s expertise, the dynamics
of collaborative writing, and the evolution of a
document. Current research on edit intentions
lacks a comprehensive edit intention taxonomy
(EIT) that spans multiple application domains.
As a result, researchers often create new EITs
tailored to specific needs, a process that is both
time-consuming and costly. To address this
gap, we propose UNIT, a UNIfied edit inten-
tion Taxonomy that integrates existing EITs
encompassing a wide range of edit intentions.
We examine the lineage relationship and the
construction of 24 EITs. They together have
232 categories across various domains. During
the literature survey and integration process,
we identify challenges such as one-to-many
category matches, incomplete definitions, and
varying hierarchical structures. We propose
solutions for resolving these issues. Finally,
our evaluation shows that our UNIT achieves
higher inter-annotator agreement scores com-
pared to existing EITs and is applicable to a
large set of application domains1.

1 Introduction

Text is an important medium for sharing informa-
tion, whether it is reporting news(Chen et al., 2024;
Zhijia Chen and Dragut, 2025), documenting sci-
entific discoveries, or narrating stories. Writing is
an iterative process that involves revising text to
improve how information is conveyed. One revi-
sion is created when an editor saves changes to the
current document, potentially including multiple
local edits (Yang et al., 2017). A single document
may undergo multiple revisions. Studying these

1Our UNIT is publicly released at https://github.com/
lanfangping/UniT-EditIntentionTaxonomy

revisions and the intentions behind them offers sig-
nificant value in natural language processing tasks
(Wang and Dragut, 2024; Zhang et al., 2024, 2025).
For instance, analyzing stylistic edits in writing not
only helps identify grammatical errors but also pro-
vides insight into the structure of arguments and
the overall design of the text (Zhang and Litman,
2016; Shah et al., 2019; Spangher et al., 2022).
Revisions may be grouped in patterns and the rela-
tionship between the patterns can inform about an
editor’s level of writing experience (Jones, 2008;
Yang et al., 2017). In addition, the analysis of inten-
tions enables the creation of assistive tools, such as
recommender systems for the collaborative writing
(Yang et al., 2016). For lengthy documents such
as laws, user agreements, and software manual,
quickly identifying revisions and understanding
their purpose can reduce reading time, enabling
readers to focus on the most relevant sections with-
out having to review the entire document.

Current studies tend to focus on single domains,
such as collaborative authoring (Pfeil et al., 2006),
informative writing (Spangher et al., 2022; Guo
et al., 2022), journalistic writing (Zhang and Lit-
man, 2015), and source code (Lee et al., 2021).
Other works study certain aspects of editing re-
visions, such as style, syntax (Faigley and Witte,
1981), semantics analysis (Yang et al., 2017), and
the edits objects analysis (Yang et al., 2016). A
pattern observed in the literature is that when re-
searchers need to analyze revision intentions in a
new domain, they develop a new EIT either by
building it from scratch or adapting an existing one,
incurring time and potential financial cost.

We develop a comprehensive EIT that spans
multiple application domains and encompasses all
observed edit intentions, reducing the burden to
create a new EIT for each application. This can
be achieved either by constructing the EIT from
scratch or by leveraging existing ones. We opt
for the latter because jointly existing EITs cover
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Figure 1: A category in an EIT is overlapping with more categories in other EITs (one-to-many category matches).

Figure 2: Workflow of EIT Integration

multiple application domains, have a large num-
ber of edit (sub)categories, and include many edit
intentions. In this paper, we report our work on
creating UNIT, a unified and comprehensive EIT,
by painstakingly studying and integrating all2 ex-
isting EITs. Thus, users aiming to develop a new
EIT tailored to their specific task can simply select
a subset of edit intentions from our UNIT without
the need to search through multiple existing EITs.

1.1 Challenges

There are a number of challenges toward the con-
struction of UNIT. First is the literature coverage
to find all proposed EITs. Second is the integra-
tion procedure. A naive approach is to study EITs
pairwise and iteratively merge them (Do and Rahm,
2002; Sundaresan and Hu, 2005; Chiticariu et al.,
2007). An alternative approach is to identify groups
of related EITs and perform n-way merge within
each group (He et al., 2004; Wu et al., 2004; Dragut
et al., 2009a,c,b, 2006a, 2022). We apply the n-way
merge iteratively for the integrated EITs in each
group. Third is edit intention matching. This is
challenging because of (1) one-to-many category
matches, i.e., a category in an EIT overlapping
with two or more categories in another EIT. Fig-
ure 1 gives a one-to-many match example, Copy-
Editing (Yang et al., 2017) matches Rephrase (Yang

2We acknowledge the possibility of overlooking some rel-
evant works.

et al., 2016), Grammar and Spelling (Pfeil et al.,
2006), Point of View Change (Rajagopal et al.,
2022) and Punctuation (Faigley and Witte, 1981),
if one studies their definitions and revision exam-
ples. (2) Incomplete definitions of categories in
some EITs, e.g., missing or incomplete definitions
and/or revision examples. The category Punctua-
tion (Faigley and Witte, 1981) does not have a defi-
nition nor revision examples. We match it to other
categories assuming its intended meaning from the
name. 58.6% of categories have definitions and
at least one revision example, but not all of them
have enough revision examples to exemplify their
intended edit use cases. (3) EIT hierarchical or-
ganization, some EITs are flat while others have
multiple levels. Fourth is coping with conflict reso-
lution and missing information (i.e., definition or
revision examples) in the integrated EIT. Finally,
is the experimental setup. We empirically study if
UNIT can be used in multiple domains and if the
curation process in constructing UNIT (e.g., im-
proved category definitions and revision examples)
leads to better annotations.

1.2 Integration Process Overview

Figure 2 depicts our process of building UNIT. We
start by searching for publications related to edit
intentions. For each relevant paper (i.e., a paper
that defines an EIT), we look into its references
and the papers that cite it for additional relevant pa-
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pers. We exclude papers that study edit intentions
but do not provide an EIT. We iterate until we can
not find any relevant papers. We gather 24 papers,
summarized in Table 1. Then, we try to group the
EITs from the 24 papers in smaller groups. We
study the citation network between the papers to
find relationships between EITs. That is a useful ex-
ercise because EITs in the same group tend to have
many one-to-one matches and fewer requirements
on solving one-to-many matches. For example, we
find EITs that merely adapt existing ones, or au-
thors that refine their EITs over time. This leads
to a lineage relationship between subsets of EITs,
where an EIT is obtained from another EIT via a
number of edits, such as adding new nodes, collaps-
ing categories, and renaming categories to denote
broader edit intentions. We then integrate the EITs
in each group, then integrate the resulting EITs into
the final EIT, UNIT. Thus, the integration of EITs
is an inherently iterative process. We evaluate our
UNIT by evaluating its value to annotators and its
versatility across different domains. This is done
through the design of a manual annotation task
and the measurement of inter-annotator agreement
(IAA) among the participants. The contributions
of this paper are as follows:

• We study 24 EITs and analyze their properties,
such as structure, definitions, and revision ex-
amples (Section 2). We also collect external
resources, i.e., codes and datasets, and report
on their reproducibility.

• We study the lineage relationship between
EITs. (Section 3.1).

• We build an integrated EIT that spans multiple
application domains and includes a large set
of edit intentions. (Section 4).

• We compare our UNIT with existing EITs
showing that that it achieves higher IAA
scores and it is applicable to a larger set of
application domains (Section 5).

2 Literature Review

This section presents, to our knowledge, all the pa-
pers that propose EITs. A criteria for a good EIT is
defined as follows: an edit intention taxonomy pro-
vides well-structured categories with unambiguous
category names, concise definitions, and represen-
tative examples. Thus, we organize it along four
dimensions: type of the EIT structure, the presence
of definitions and revision examples for EIT cate-
gories, application domains (covered in Appendix

A.1), and availability of EITs (covered in Appendix
A.2). Table 1 summarizes our findings.

2.1 Structure
EITs are tree structures, ranging from flat (i.e., list
of categories) to 3-level deep trees. EITs with mul-
tiple levels include (sub)categories for edit actions
(e.g., add, merge, delete) in addition to the revision
purposes (e.g., Update Content).

We present first the 3-level EITs. Their top
layer typically indicates whether a revision affects
the meaning of text. Faigley and Witte (1981)
and Zhang and Litman (2015) use the terms Sur-
face Changes for meaning preserving edits and
Text-Base Changes for meaning changing edits.
Yang et al. (2016) adopt simpler labels, Meaning-
Preserving and Meaning-Changing. Faigley and
Witte (1981) subdivide Text-Base Changes based
on whether the text’s summary is affected, distin-
guishing Microstructure Changes (summary un-
changed) from Macrostructure Changes (summary
altered). Yang et al. (2016) refine their Meaning-
Changing category by considering the specific ob-
jects being edited (e.g., templates, files). The leaf
categories represent edit actions (e.g., addition and
permutation of text pieces). The top layer of most
2-level EITs (Jones, 2008; Faltings et al., 2021;
Du et al., 2022; Daxenberger and Gurevych, 2012,
2013; Zhang et al., 2016, 2017; Kashefi et al., 2022;
Laban et al., 2023; Ruan et al., 2024) is similar to
that of 3-level EITs. Some 2-level EITs introduce
application-specific categories, such as Wikipedia
Specific Intention (Jones, 2008; Daxenberger and
Gurevych, 2012, 2013). Jiang et al. (2022) mainly
focus on meaning-preserving changes. Ruan et al.
(2024) categorize edit actions into basic meth-
ods(i.e., addition, deletion, modification) and com-
plex operations(i.e., merges, splits and fusions).

Regarding the flat EITs, we note that some works
flatten the hierarchical EITs proposed in previous
works, e.g., Zhang and Litman (2016) and Ra-
jagopal et al. (2022) flatten those in Zhang and
Litman (2015) and Yang et al. (2017), respectively.
Spangher et al. (2022) propose the EIT only on
edit actions. Rathjens (1985) give fine-grained cat-
egories for tracking edits for the clarity of techni-
cal writing. Guo et al. (2022) include categories
specific to news headline changes. Faruqui et al.
(2018) have categories to characterize the types of
insertions. Pfeil et al. (2006), Liu and Ram (2011),
and Anthonio et al. (2020) define categories for
surface and content changes, though they do not
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alias paper domain #le. has_definition has_examples link?l1 l2 l3 extents from
Fai81 Faigley and Witte, 1981 Writings 3 Yes Yes Partial Partial Inside /
Zha15 Zhang and Litman, 2015 Writings 3 Yes Yes No Full Inside /
Zha16(A) Zhang et al., 2016 Writings 2 Yes Yes Full Outside Active
Zha17 Zhang et al., 2017 Writings 2 Yes Yes / Full Both Active
Fal21 Faltings et al., 2021 Writings,

Wikipedia
2 Yes Yes / Partial Inside Broken

Du22∗ Du et al., 2022 Writings,
Wikipedia,
News

2 Yes Yes / Full Both Active

Jia22 Jiang et al., 2022 Writings 2 Yes Yes / Full Both Active
Kas22 Kashefi et al., 2022 Writings 2 Yes Yes / Full Both Active
Rua24∗ Ruan et al., 2024 Writings 2 Yes Yes / Full Both Active
Rat85 Rathjens, 1985 Writings 1 Yes / / Full Inside /
Zha16(B) Zhang and Litman, 2016 Writings 1 Yes / / Partial Inside /
Yan16 Yang et al., 2016 Wikipedia 3 Yes Yes No No / /
Jon08 Jones, 2008 Wikipedia 2 Yes No / No / /
Dax12 Daxenberger and Gurevych, 2012 Wikipedia 2 Yes Yes / Full Inside Moved
Dax13 Daxenberger and Gurevych, 2013 Wikipedia 2 Yes Yes / No / Broken
Yan17 Yang et al., 2017 Wikipedia 2 Yes Yes / Full Outside Active
Lab23 Laban et al., 2023 Wikipedia 2 Yes Yes / Full Both Active
Pfe06 Pfeil et al., 2006 Wikipedia 1 Yes / / Full Inside /
Liu11 Liu and Ram, 2011 Wikipedia 1 Yes / / No / /
Far18 Faruqui et al., 2018 Wikipedia 1 Yes / / Full Both
Raj22 Rajagopal et al., 2022 Wikipedia 1 Yes / / Full Both Active
Ant20 Anthonio et al., 2020 WikiHow 1 No / / Full Both Active
Spa22 Spangher et al., 2022 News 1 Yes / / Full Both Active
Guo22 Guo et al., 2022 News 1 Yes / / Full Inside Active

Table 1: It shows the application domain of the taxonomy in a paper; #le. is the number of levels and whether it is
flat (#le.=1) or hierarchical (#le.>1); whether the categories in level # (l#) has definitions (has_definition); whether
‘Full’, ‘Partial’ or ‘No’ leaf categories (extents) have concrete revision examples (has_examples) and they are from
‘Inside’ of the paper, ‘Outside’ of the paper through provided link (link?) or ‘Both’. ‘/’ denotes not applicable. ‘*’
denotes EIT in this work is compared against UNIT in Section 5.

emphasize the meaning changes within revisions.

2.2 Definitions and Revision Examples
The ease of use and adoption of a taxonomy de-
pends largely on the clarity of its category defi-
nitions and the inclusion of illustrative examples
(Dilnutt, 2004). We survey those properties here.
Definitions We observe several patterns about cat-
egory definitions in EITs. While most include defi-
nitions for their categories, some may omit them,
particularly when a category has a self-explanatory
name, such as Spelling/Grammar, or when sugges-
tive examples are provided (Anthonio et al., 2020).
There are cases where categories miss both, leading
to ambiguity. For example, Style and Readability
(Jones, 2008) may refer to the edits that adjust writ-
ing style (making the text more technical or narra-
tive) or to changes in the text appearance (e.g., bold
and italic formatting). The quality of the definition
is also important. For instance, some definitions are
overly broad (e.g., Copy-Editing in Figure 1), while
others are misaligned with the category name. For
example, Adding Support Evidence implies adding

information, but its definition includes edits that in-
volve removing or replacing information, creating
confusion.

Revision Examples Most EITs provide revision
examples for leaf categories but not for the internal
node ones. Among those that lack revision exam-
ples, we notice two cases 1) offer examples only for
a subset of the categories (Faigley and Witte, 1981;
Zhang and Litman, 2016; Faltings et al., 2021) and
2) no category has examples (Jones, 2008; Liu and
Ram, 2011; Yang et al., 2016). In some instances,
the absence of examples is mitigated by offering
detailed explanations for the categories (Pfeil et al.,
2006; Laban et al., 2023).

Definition and revision examples support cate-
gory matching, while existing EIT structures and
their application domains inform the design of top-
layer categories, helping annotators identify edit
intentions efficiently. Their released datasets are a
useful resource to evaluate EITs, including UNIT,
and advancing research in this field.
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Figure 3: The lineage of the prior EITs. Each block is an EIT in a paper and the dashed arrow lines show the
references to other EITs. The link labels indicate how the “child” EIT inherits from the “parent” EITs. The blocks
with the same color are grouped based on the lineage analysis, e.g., Pfe06 and Liu11 with yellow color are grouped.

3 Grouping EITs based on Lineage

The previous section outlines the contributions of
past work on EITs. Here, we examine the rela-
tionships between EITs by analyzing the citation
network among the reviewed papers, which reveals
a lineage network among EITs, e.g., one EIT builds
upon another by performing changes, such as cate-
gory merging or splitting. We describe this network
in this section and use it in the next section to group
EITs. Then we proceed with integration of EITs by
groups. Figure 3 outlines the lineage.

3.1 Observations on EIT Lineage

Fai813 is the first EIT. Jon08 expanded on it by
simplifying the subcategories under Macro/Micro-
structure Changes and adding new categories to
account for Wikipedia-specific revision behaviors.
Dax12 and Zha15 adopted the high-level cate-
gories Surface Changes and Text-Base Changes
from Fai81 but modified the subcategories to align
with their respective domains and targets, focus-
ing on Wikipedia objects (e.g., file, template) and
the structural elements of academic writings (e.g.,
claims/ideas, introductory materials), respectively.

Du22 categorized the edits into Meaning-
changed and Non-meaning-changed, focusing on
the impact of edits on text meaning. Building on
the work of Raj85 and Harris (2017), Du22 defined
subcategories for Non-meaning-changed. Liu11, in
turn, streamlined the detailed categories in Pfe06,
arguing that these categories were not feasible for
automatic identification by classifiers. In addition

3For compactness, we use aliases for the papers to refer-
ence their EITs. See Table 1 for full reference.

to the “link”-related categories in Pfe06, Liu11
added “references”-related categories, arguing that
they are important quality indicators.

Zha16(B) built on Zha15, simplifying it by con-
solidating all subcategories under Surface into a
single Surface category, as the focus was on aug-
mentative changes. Zha16(B) also merged Rebuttal
and Warrant categories into Warrant based on the
observation in Zha15 that rebuttal edits were rare.
Yan16 extended Dax12 by further fine-graining
Reference. Yan16 used edit intentions to identify
editor roles, while Dax12 studied the collaborative
behavior among authors.

Yan17 was an EIT for wiki edits by distilling
and extending categories in Fai81, Dax12 and
Zha16(B). Yan17 organized the top-level categories
based on whether the revisions were general or spe-
cific to Wikipedia, with most subcategories being
newly introduced. Fal21 reorganized the 13 leaf
categories from Yan17 into three groups Fluency,
Content, and Other, as they distinguished fluency
edits, which affect the grammar or structure of a
sentence, from content edits, which change the
meaning of a sentence. Raj22 further refined Yan17
by collapsing similar categories and merging all
Wikipedia-specific categories into Other category.

Guo22 was built using Yan17 and Dax13 as
references but tailored to news headline changes,
whereas the source EITs focused on edits in
Wikipedia articles. Since many categories from
the referenced EITs were unsuitable for news head-
lines, Guo22 added new categories based on their
journalism expertise (Blom and Hansen, 2015;
Brown and Sinta, 2016). Ant20 was built on their
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experience of manually inspecting revisions in a
sample of 100 sentence pairs.

3.2 Grouping

We leverage our observations about the lineage
relationship between EITs to organize them into
groups, such that EITs in the same group have
higher overlap between their categories. This ap-
proach simplifies category matching between EITs
and the integration process. Appendix A.3, Table
6-10 give the resulted groups.
Reuse-based Grouping Dax12 and Dax13 go
into the same group since Dax13 is builds on the
EIT from Dax12 (Table 7). Fal21 and Yan17 are
grouped because they share the same leaf cate-
gories despite different top layer structures (Ta-
ble 9). Zha15, Zha16(A), Zha17, and Kas22 are
grouped together because the subsequent works
reused the EIT in Zha15, making minor adjust-
ments to category names to fit their specific system
requirements (Table 8).
Merge-based Grouping We group Yan17 and
Raj22 as Raj22 consolidates all Wikipedia-related
categories into one category and combines simi-
lar categories from Yan17 (Table 9). We group
Zha15 and Zha16(B) as Zha16(B) mainly merges
some of the categories from Zha15 (Table 8). We
group Rat85 and Du22 since Du22 consolidates all
categories in Rat85 under one category (Table 6).
Category Refinement Grouping We group Pfe06
and Liu11 as well as Dax12 and Yan16 because
Liu11 simply refines Reference changes from
Pfe06, while Yan16 refines Reference categories
from Dax12 (Table 7 and Table 10, respectively).

After grouping, we have 5 groups and 9 individ-
ual EITs, reducing the total number of EITs to be
integrated from 24 to 14. This reduction of nearly
50% significantly reduces the integration workload.

4 Taxonomy Integration

We define the EIT integration task as follows: given
a set of EITs, generate a single integrated EIT that
includes all the categories from the individual EITs,
subject to certain modifications. This section dis-
cusses the process of EIT integration, including
matching (Appendix A.7 gives partial matching
results), merging, as well as adding revision exam-
ples (naming and adding definitions are covered in
Appendix A.4 and A.5).

4.1 Matching

Given a group of EITs, the first step is category
matching, which identifies semantically equivalent
categories across the EITs. We employ the three
sources of information: name, definition, and re-
vision examples. The matching process is chal-
lenging because of incomplete definitions/revision
examples and one-to-many category matches.

We first conduct matching using the category
names, e.g., Copy Editing [Yan17] and copy-
editing [Fal21]. Next we employ category defi-
nitions, which can help in cases such as categories
with different names, but equivalent meaning, and
categories with broad edit meanings. For exam-
ple, in Figure 4, Edit [Spa22] and Sentence Split
[Lab23] can only be matched because of their
definitions. Finally, when neither name nor def-
inition can help match two categories, we study
their accompanying revision examples. For exam-
ple, we are able to match Information Modifica-
tion/Insertion [Ant20], for which a definition is
missing, with Anaphora Resolution [Lab23] (Fig-
ure 4). This is achieved by analyzing an example of
Information Modification/Insertion where “them”
is edited to “your parents”. By combining this
example with Anaphora Resolution’s definition,
which states that changing implicit entity mention
with a resolved entity mention, we can reliably
match them. Note that the above process needs
to account for instances when a category has a
definition but no examples (e.g., Disambiguation
[Fal21]), or has examples but no definition (e.g.,
Information Modification/Insertion [Ant20]).

Exceptions (i) There are categories that lack defi-
nitions and revision examples. During the construc-
tion process, if we could not reliably match them,
we set them aside to revisit after completing the
initial draft of the integrated EIT. However, they
did not give new categories. (ii) Certain categories
share similar names, but different meanings. For
example, Clarification [Yan17] and Clarity [Du22]
have similar category names but their definitions
have different actions, the former defines “Spec-
ify or explain fact or meaning by example or dis-
cussion without adding new information” and the
latter defines “Make the text more formal, concise,
readable and understandable.” (iii) Lastly, there
are one-to-many category matches, as illustrated
in Figure 1. Establishing such matches requires
the presence of definitions and revision examples.
These matches often indicate categories with a
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broad range of edit revisions. We often find the
one-side confusing and opt to keep the many-side
in the integrated EIT as children of the one-side.

4.2 Merging
After the matching step, semantically equivalent
categories from the EITs are organized in seman-
tic clusters. There are 31 clusters organizing the
232 categories from the 24 EITs. A cluster can
have up to 24 categories, but the average is 8.
We organize the clusters, into two groups, Fine-
grained Intentions and Edit Intentions (Figure 5
in Appendix A.8). In general, a cluster becomes
a node/category in the UNIT. For example, the
cluster of Edit [Spa22] and Sentence Split [Lab23]
becomes a node Splitting Sentences in UNIT (we
discuss category naming in Appendix A.4).

One-to-Many Integration of one-to-many cases
requires careful consideration. Consider the ex-
ample of Refactoring [Yan17] in Figure 4. It
matches one-to-one with Refactoring [Fal21] and
one-to-many with Paraphrase [Dax12], Refactors
[Spa22], and Word-smithing [Raj22] (refer to their
definitions in the figure). We handle it by creat-
ing a subtree with the root Refactoring and Para-
phrase, Refactors, and Word-smithing as its chil-
dren in UNIT. (More precisely the clusters of
these categories form the nodes in UNIT.) Note
that Refactoring (renaming to Word-Smithing dis-
cussed in Appendix A.4) belongs to Edit Intentions,
while those of Paraphrase (renaming to Substitut-
ing Words/Phrases), Refactors, and Word-smithing
(renaming to Permuting Blocks) belong to Fine-
grained Intentions (Figure 5). At the end of the
merge process, we have 24 categories in Edit Inten-
tions and 13 in Fine-grained Intentions. Next, we
discuss the organization of the edit intentions.

Top Layer Integration The top-level categories
of UNIT are based on two main criteria: (1)
whether an edit changes the meaning of text, and (2)
whether the edit is domain-specific. We introduce
a Top-layer defined as follows. Edit Intention clus-
ters become children of Non-Meaning-Changed
and Meaning-Changed if they denote edits that af-
fect the summary of the text; children of Collab-
orative Authoring if the application domain is an
online collaborative writing system, e.g., Wikipedia
or Github; children of Informative/Explanatory
Writing if the application domain is academic writ-
ing, e.g., ArXiv papers, and software manuals; chil-
dren of Journalistic/Literary Writing if the applica-

tion domain is News articles or novels; and finally
children of Source Code if the application domain
is programming languages, like markup languages
that are used for text representation, e.g. HTML
and XML.

A challenge in top-layer integration is that cer-
tain sub-categories can logically fit under multi-
ple parent categories. For instance, Claim/Ideas
and Warrant/Reason/Backing may be inserted as
children of either Meaning-Changed or Informa-
tive/Explanatory Writing. To ensure clarity, we as-
sign each category to a single parent, even though
this may not align with a universal consensus.
Users can adjust these assignments as needed.

4.3 Adding Revision Examples

Our experience during constructing UNIT and then
using it in the user studies (Section 5.1) indicate
that illustrative examples of edit revisions are crit-
ical for understanding the meaning of a category.
Thus, we seek to add revision examples for each
category in UNIT. We follow two directions. First,
we gather all relevant revision examples from the
existing EITs. Second, we propose new revision
examples. The latter is needed when the provided
revision examples do not fully encompass the entire
definition of a category (see Table 11, Appendix
A.6) or a category does not have an accompany-
ing revision example. The common practice in
related work includes one revision example per cat-
egory, with some cases featuring two or more. We
use LLMs to generate revision examples. Specif-
ically, we prompt the LLM by providing the cate-
gory name and its definition, thereby facilitating the
creation of representative revision examples. Due
to the limited number of categories and samples
that needed to be investigated, we employed con-
sensus discussion to select representative revision
examples.

5 Evaluation

To evaluate our UNIT, we ask two questions:
RQ1 Does the use of UNIT result in better anno-

tator agreement compared to other EITs?
RQ2 Does UNIT perform consistently across

datasets from varied domains?

5.1 Evaluation Setups

Evaluation Task We evaluate UNIT via an edit
intention classification task, where a given text pair
(original and revised) and an EIT serve as input to
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Figure 4: This figure depicts examples of one-to-one, one-to-many cases. We move category examples in Appendix
A.6 for compactness. The bold parts of definitions share the same concept between matched categories.

determine the corresponding edit intention. The
input granularity varies, and we focus on sentence-
and paragraph-level text pairs in this study.

Datasets We use two datasets, ITERATER-
HUMAN from Du22 and ARXIVEDITS from
Jia22. ITERATER-HUMAN covers Wikipedia arti-
cles, ArXiv papers, and Wikinews and contains
paragraph-level as well as sentence-level edits.
ARXIVEDITS is an annotated corpus of papers
from ArXiv with different granularities. We ran-
domly sample 10 edits from ITERATER-HUMAN

and ARXIVEDITS per category per domain with
mixed levels as a training set. This training set is
divided into two subsets for two rounds of the train-
ing session, 155 and 100 text pairs, respectively.
Then, we use the same strategy to sample 1000 text
pairs from two datasets, denoted by DDu22, and
DJia22, for the evaluations.

Inter-Annotator Agreement We follow the
method of inter-annotator agreement (IAA) in
Du22, using the Fleiss’ κ (Fleiss, 1971). A higher
IAA score corresponds to better agreement among
annotators, suggesting that the taxonomy is easily
understood and used by human annotators.

Annotators We follow the qualification criteria
from Du22 to select three annotators, who then
undergo training for each EIT used in our study
(Du22, Rua22, and UNIT). The training covers an-
notation guidelines, revision examples, live demon-
strations, and practice annotations. Appendix A.10
provides the instructions and examples. To ensure
a thorough understanding, we conduct two rounds
of practice annotations. Table 2 reports the IAA

Dataset κUNIT κDu22 κRua24

Training 1 DDu22 0.4744 0.4553 /
DJia22 0.5483 / 0.3844

Training 2 DDu22 0.5422 0.4801
DJia22 0.5590 / 0.5107

Table 2: Inter-Annotator agreement (Fleiss’ κ) across
two rounds of training annotations using the EIT in
Du22(κDu22), Rua24(κRua24) and UNIT(κUNIT).

scores on the training set. After the first round, we
hold a discussion to clarify annotator confusions,
leading to a substantial improvement in IAA in the
second round.

Comparison Groups We choose EITs in Du22
and Rua24 as our baselines. The two EITs are rep-
resentative of the set of EITs. Du22 gives a general
purpose EIT seeking to cover multiple domains
and different edit intentions and provides detailed
instruction, revision examples, and labeling inter-
face design. Rua24 is a recent work proposing
a holistic framework that includes edit intentions.
Appendix A.9 introduces details of these two EITs.
We conduct 3 sets of experiments:
CG1 Compare UNIT to Du22 on DDu22 (RQ1).
CG2 Compare UNIT to Rua22 on DJia22 (RQ1).
CG3 Use UNIT on multiple datasets (RQ2).

5.2 Evaluation Results

Table 3 shows the IAA of manual annotations.

RQ1 We use the IAA scores for each of the three
taxonomies (κUNIT, κDu22 and κRua24) to assess
UNIT’s improvement gain compared to Du22 and
Rua24. For CG1, UNIT achieves a higher agree-
ment (κUNIT = 0.4007) compared to Du22’s EIT
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Dataset κUNIT κDu22 κRua24

DDu22 0.4007 0.3695 /
DJia22 0.4139 / 0.2885

Table 3: The IAA scores are denoted as follows: κDu22

for Du22’s EIT, κRua24 for Rua24’s EIT, and κUNIT for
UNIT. A ‘/’ symbol indicates not applicable.

(κDu22 = 0.3695). This indicates that UNIT pro-
vides clearer definitions or categories that better
align with annotators’ interpretations compared to
the EIT specifically designed for this dataset. For
CG2, UNIT outperforms Rua24’s EIT, with κUNIT
= 0.4139 versus κRua24 = 0.2885. The performance
difference suggests that UNIT better generalizes
to human annotation tasks, even on datasets from
different sources, as discussed in RQ2.

RQ2 For CG3, the performance consistency of
UNIT is evaluated by analyzing its performance
on datasets from diverse and third-party sources
DDu22 and DJia22, which our work and Rua24 do
not release. Consistency is assessed by examin-
ing the stability and competitiveness of κUNIT in
comparison to other EITs. UNIT achieves κUNIT =
0.4007 on DDu22 and κUNIT = 0.4139 on DJia22.
On both two datasets, UNIT continues to outper-
form competing.

6 Conclusion

This work addresses the need for a comprehensive
and unified EIT across multiple domains by inte-
grating existing EITs into a large, cohesive frame-
work. Our research resolves the inconsistencies
and ambiguities inherent in previous works. The
proposed EIT, UNIT, not only spans diverse appli-
cation domains but also considers various analyti-
cal aspects, making it highly applicable for human
annotators. Evaluation results demonstrate that the
integrated taxonomy is more applicable to human
annotators by comparing IAA scores among anno-
tators with different EITs. Future research should
focus on applying the UNIT to new application do-
mains. We believe its extensibility and adaptability
make it a robust tool for future research.

7 Limitations

Comprehensiveness of Evaluation The evalua-
tion is not comprehensive, as the dataset is limited
to already explored domains. We lack edits from
new domains, such as software documentation or
legal documents, which are necessary to test the

generalizability of our UNIT. Future work will in-
volve applying UNIT to new application domains,
including the exploration of edit revisions in soft-
ware documentation, legal documents, and more.

Agreement scores are subject to sampling, data,
and user background. In this study, our training and
evaluation datasets are sampled from ITERATER-
HUMAN and ARXIVEDITS. The slight variation in
agreement across training sessions and comparison
groups may stem from sampling randomness and
dataset size differences.

Further Refinement and Expansion We believe
UNIT mitigates issues of overlapping definitions
by complementing category names and definitions
with examples to improve clarity. While we work
diligently to construct UNIT, we encourage the
community to refine and expand it rather than treat-
ing it as a definitive version. UNIT is not a finalized
product— taxonomies rarely are.

Future Work To ensure consistency, we evalu-
ate UNIT using the same practices reported in the
surveyed studies on existing EITs. The study its hi-
erarchical organization is challenging, as it requires
masking the intent of evaluating user experiences
across taxonomies of different depths. We leave
this for future work.

Ethical Considerations The data used to evalu-
ate the taxonomy is from publicly available datasets
released by Du22 and Jia22. We respect the copy-
rights of the original document authors and the
dataset creators. During the data annotation pro-
cess, our human annotators are volunteers and are
anonymized to protect their privacy rights. We
ensure a reasonable annotation time to avoid exces-
sive workload. Our work poses no potential harm
to marginalized or vulnerable populations.
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A Appendix

A.1 Application Domains

Existing research investigates edit intentions across
various application domains, such as article writing,
news reporting, Wikipedia, and scientific papers.
Wikipedia Pfeil et al. (2006) studies the impact
of national cultures on Wikipedia by exploring the
patterns in editors’ contributions. Jones (2008) ex-
amines revision patterns in the collaborative writ-
ing process of Wikipedia to explore the editors’
experience. Liu and Ram (2011) studies the rela-
tionship between collaboration and article quality
in Wikipedia, identifying the roles of editors such
starters, copy editors, and all-round contributors.
Daxenberger and Gurevych (2012, 2013) compile a
corpus of English Wikipedia edits, train a classifier
to identify the edit intentions and study the collabo-
rative behaviors among editors. Yang et al. (2016)
explores the roles of editors in Wikipedia article
revisions and examines how these roles influence
article quality. Yang et al. (2017) focuses on cap-
turing semantic edit intentions underlying syntac-
tic edit operations in Wikipedia articles. (Faltings
et al., 2021) analyzes the revisions with comments
to develop an interactive text editing system that
assists users in editing text according to their goals.
(Rajagopal et al., 2022) models the relationship be-
tween edits and comments, offering insights into
document evolution through an analysis of revision
intentions. Similarly, Anthonio et al. (2020) inves-
tigates edits in instructional text on wikiHow to
determine if the changes improve instructions in
terms of style or clarity.
Writings Faigley and Witte (1981) examines the in-
tentions behind revisions and the impact of edits on
meaning by analyzing both student and expert writ-
ings. Rathjens (1985) provides an exploration of
the concept of ‘clarity’ in technical writing. Zhang
and Litman (2015, 2016) identify the revision pur-
poses in student writings to predict potential grade
improvements after revisions. Zhang et al. (2017);
Kashefi et al. (2022) provide revision corpora to
support natural language applications. Jiang et al.
(2022) unveils the common strategies practiced by
researchers for revising their papers.
News Spangher et al. (2022) analyzes the revision
histories to explore the narrative and factual evolu-
tion of News articles, as well as the predictability of
edit actions. Guo et al. (2022) investigates the mo-
tivation and frequency of post-publication changes
to news headlines, particularly those made after the
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initial release. Du et al. (2022) focuses on defining
broader edit intentions across multiple domains,
including news.
Others Anthonio et al. (2020) explored the edits of
instructional text in wikiHow to identify whether
the edits improve instructions in terms of style and
correctness or necessary information for clarity.

A.2 Data Sources and Links
We survey the availability of publicly released data
such EITs, annotated text, and guidelines in this
section. We gather the sources of data that re-
searchers analyze to explore edit revisions, as de-
tailed in Table 4. Additionally, we collect the links
of source code for re-generating data, re-training
classifiers, and datasets with annotated labels, con-
tributing to the analysis of edit intentions, as pre-
sented in Table 5.

Daxenberger and Gurevych (2012) released their
annotated data with a complete annotation guide-
line, but the link in the follow-up work Daxen-
berger and Gurevych (2013) is no longer valid.
Zhang et al. (2016) deployed a rewrite assistant
website and released a revision component in
Java. Yang et al. (2017) released the code for re-
extracting the data from Wikipedia article revisions,
along with a multi-label classifier to predict edit
intentions. Zhang et al. (2017) released a small revi-
sion corpus with sentence-level edits in student pa-
pers and manually developed annotations. Faruqui
et al. (2018) released revision corpus focusing on
insertions and deletions. Kashefi et al. (2022) pro-
vides a larger revision corpus of student papers
with sentential and subsentential-level edits. Antho-
nio et al. (2020) provided the pre-trained BiLSTM
model to identify the edit intentions for text pairs,
the code for re-training the classifier from scratch,
and the crawler to fetch the instructional text revi-
sions from the wikiHow website. Rajagopal et al.
(2022) released data annotations along with editor
comments. Spangher et al. (2022) collected news
edits from 20 news agencies, processing revision
from 17 of them and releasing the data publicly.
Jiang et al. (2022) released datasets with differ-
ent granularities of edits and provided a pipeline
to do sentence-level alignment and extract fine-
grained edits by inputting aligned paragraph pairs.
Du et al. (2022) released both human-annotated
and automatic-annotated datasets, as well as the
code for crawling and preprocessing data for model
training and testing. Guo et al. (2022) released
their news headline dataset, though the data lacks

the annotation with their taxonomy. Laban et al.
(2023) released document-level revisions for the
natural language simplification task and provided
fine-trained language models to automatically label
edits. Ruan et al. (2024) released corpus including
review, revision and response data.

A.3 Grouping Results

Tables 6 to 10 illustrate the results of grouped EITs
after lineage analysis. Each column, except for the
leftmost one, represents an existing EIT. Each row
presents matched categories, conveying a similar
edit intention. Entries in a row may contain one
or more categories. A single category may appear
in different entries due to one-to-many category
matches. The leftmost column of each table is a
node proposed to tentatively represent the grouped
categories for the following integration process.

A.4 Category Name Assignment

Another task in the EIT integration is to assign
names to the categories/nodes of UNIT. Good cate-
gory name helps user to understand the edit inten-
tion and also for their applications (Dragut et al.,
2006b). We follow three strategies, selecting an
existing category name, slightly modifying an ex-
isting category name, or proposing a new name.
For example, in the cluster Refactoring, Word-
Smithing, Paraphrase, and Word-usage/Clarity, we
designate Word-Smithing as the cluster name. In
general, we prioritize longer and more descriptive
names. However, when a name is consistently used
across EITs and conveys a precise, narrow mean-
ing, we opt for shorter, single-word names. In some
cases, we make slight edits to candidate names,
such as modifying Syntactic Generic to Syntactic
Changes. Finally, we introduce new names, particu-
larly for top-layer nodes, which lack corresponding
categories in the original EITs. Examples of new
names include Source Code and Collaborative Au-
thoring. Figure 5, which illustrates UNIT, uses a
coding scheme to indicate the procedures followed
for naming.

A.5 Category Definition

We follow a similar approach for assigning defi-
nitions to categories. Our first attempt is find a
representative definition from the existing ones for
a category. In some clusters, we create a defini-
tion by modifying an existing one or combining
text from multiple definitions. For example, the
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paper code? data? sources link?
Fai81 No No (In)experienced student and expert revisions No
Zha15 No No Student written papers No
Zha16(A) No No Student writings Yes
Zha17 No Ye Student writings Yes
Fal21 Yes Ye Wikipedia revision histories Yes
Du22 Yes Ye Formally human-written text(Wikipedia, ArXiv, Wikinews) Yes
Jia22 Yes Ye ArXiv Papers Revisions Yes
Kas22 / Ye argumentative writing essays Yes
Rua24 Yes Ye F1000RD dataset in Kuznetsov et al., 2022, ARR-22 subset

of the NLPeer corpus in Dycke et al., 2023
Yes

Rat85 / / / No
Zha16(B) No No High school student written papers No
Yan16 No No Three datasets from English edition of Wikipedian No
Jon08 No No (Non-)featured Wikipedia articles revision histories No
Dax12 No Ye (Non-)featured Wikipedia articles revision histories Yes
Dax13 No Ye Wikipedia revision histories Yes
Yan17 Yes Ye Wikipedia revision histories Yes
Lab23 Yes Ye Wikipedia’s revision history Yes
Pfe06 No No Wikipedia page revision histories No
Liu11 No No Different quality-level Wikipedia articles based on quality No
Far18 No Yes revision histories Yes
Raj22 No Yes Wikipedia revision histories Yes
Ant20 Yes Yes wikiHow (non-)featured articles revision histories Yes
Spa22 Yes Yes News revision histories Yes
Guo22 No Yes News headlines from major US news agencies Yes

Table 4: This table summarizes whether the literature provided their code and data. code? indicates if the code for
preprocessing or regenerating data was released. data? shows if the data was provided along with their taxonomy.
sources specifies the sources of the revisions their taxonomy and analysis are based on. link? indicates if the links
to their code or data were provided. ‘/’ denotes not applicable.

definition of Forward Reference (Figure 5) is mod-
ified from “a reference to upcoming discourse or
to a word or a phrase later in the text” (Li et al.,
2024). When the existing definitions are specific
to the methodology/application domain of a partic-
ular paper, we generalize them to ensure broader
applicability. We create new definitions to a few
categories, such as “Edits for all online collabora-
tive writing: Wikipedia, Github, online forums, etc.”
for the top-layer category Collaborative Authoring.
We use the same coloring scheme as in Figure 5 to
indicate the definition assignment procedure.

A.6 Revision Examples

Table 11 illustrates the revision examples of cate-
gories in Figure 4.

A.7 Existing EITs Matching and Comparison

Table 12 presents a structured comparison of edit
intention categories across different studies, includ-
ing their definitions and representative revision ex-
amples. Due to space constraints, we illustrate
only a subset of this comparison—specifically, the
categories related to Information Modification and
Reference Changes. The full comparison table is
available at the provided link.

Information Modification. The edit intentions

grouped under Information Modification share a
common purpose: to alter or update informational
content. This includes changes to facts, theorems,
or supporting evidence (Zha15/Zha16/Kas22), as
well as factual data updates (Fal21/Raj22). Dax12
introduces a broader category for content-affecting
edits, while Du22 emphasizes the addition of new
information, bridging factual revision and mean-
ing shifts. The bolded phrases in their definitions
highlight a shared goal of modifying factual or evi-
dential content.

Reference Changes. The intentions categorized
under Reference Changes center around modifying
references or citations—whether by adding, remov-
ing, or verifying them. While Zha15/Zha16/Kas22
emphasize citation as a form of evidential support,
Yan17 and Fal21 focus more specifically on source
verifiability. Despite overlapping definitions, their
underlying purposes differ: one supports claims,
the other ensures reliability.

It is worth noting that the Evidence cate-
gory (Zha15/Zha16/Kas22) spans both Informa-
tion Modification and Reference Changes due to its
broad definition. However, the revision examples
associated with it in the Reference Changes con-
text do not directly align with the bolded definition.
This indicates the need for more representative revi-
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alias Link Work?
https://people.cs.pitt.edu/~zhangfan/argrewrite/ ActiveZha16(A) https://www.cs.pitt.edu/~zhangfan/revisionCorrection.jar Active

Zha17 https://argrewrite.cs.pitt.edu/ Active
Fal21 http://microsoft.com/research/project/interactive-document-generation broken
Du22 https://github.com/vipulraheja/IteraTeR Active
Jia22 https://github.com/chaojiang06/arXivEdits Active
Kas22 https://argrewrite.cs.pitt.edu/ Active

Code: https://github.com/UKPLab/re3 ActiveRua24 Dataset:https://tudatalib.ulb.tu-darmstadt.de/handle/tudatalib/4300 Active
Dax12 https://tudatalib.ulb.tu-darmstadt.de/handle/tudatalib/2354 Moved
Dax13 http://www.ukp.tu-darmstadt.de/data/edit-classification Broken
Yan17 https://github.com/diyiy/Wiki_Semantic_Intention Active
Lab23 https://github.com/Salesforce/simplification Active
Far18 https://github.com/google-research-datasets/wiki-atomic-edits?tab=readme-ov-file Active
Raj22 https://tinyurl.com/editsumm Active
Ant20 https://github.com/irshadbhat/wikiHowToImprove Active
Spa22 https://github.com/isi-nlp/NewsEdits.git Active
Guo22 https://scripta-volant.github.io/ Active

Table 5: It collects the links from the existing works which release their code or data. work? shows whether the
provided link is still working or not; ‘Moved’ means the source link has changed but is still accessible. ‘Broken’
indicates the provided link is not accessible and the source cannot be found via searches.

Combined(DuRa) Rat85 Du22
Fluency Fluency
Coherence Coherence

Clarity

Brevity, Order,
Accuracy,
Completeness,
Emphasis,
Consistency,
Objectivity

Clarity

Style Style
Meaning-
Changed

Meaning-
Changed

Table 6: The result of grouping Rat85 and Du22.

sion examples—particularly ones that align better
with the reference-focused intentions seen in Veri-
fication (Yan17) and Verifiability (Fal21).

A.8 Taxonomy Integration Result

Figure 5 presents our UNIT: the unified and com-
prehensive EIT. UNIT has three layers including
Top-layer (helping annotators quickly locate edit
intentions), Edit Intentions (the categories used in
the evaluation), Fine-grained Intentions (using as
needed). Categories in each layer have clear defini-
tions and illustrative revision examples (omit in Fig-
ure 5 due to space limitations). Blocks surrounded
by a solid line are categories and by a dashed
line are definitions of categories. The blocks in
grey blocks mean that categories/definitions are
taken from the literature. Those in blue mean
that categories are proposed by the authors based
on matched categories, addressing cases where
definitions may be missing or not general for all
edit intentions. Those in purple mean that cate-
gories/definitions are modified from the literature.
Application Configuration Our UNIT can be ap-

Combined
(DaYang) Dax12/Dax13 Yan16

Vandalism Vandalism
Revert Revert
Paragraph Paragraph Rephrase
Spelling
/Grammar

Spelling
/Grammar Grammar

Relocation Relocation Relocation
Markup-IDM Markup-IDM Markp-IDM
Info.-IDM Info.-IDM Info.-IDM
File-IDM File-IDM File-IDM

Ref.-IDM Ref.-IDM
External Link-IDM,
Ref.-IDM,
Wikilink-IDM

Template-IDM Template-IDM Template-IDM

Table 7: The result of grouping Dax12, Dax13, and
Yan16. Dax13 reused EIT in Dax12, so we combine
two EITs into one column. Inf.-IDM and Ref.-IDM are
abbreviated forms of Information-IDM and Reference-
IDM, respectively.

plied across various domains. For instance, if
our research focuses on analyzing the edit inten-
tions behind PostgreSQL documentation, which
falls under informative/explanatory writings, we
need to filter relevant categories from our UNIT.
In this scenario, we select categories under Infor-
mative/Explanatory Writing, Source Code, Non-
Meaning-Changed, and Meaning-Changed. We
include categories under Source Code categories
because PostgreSQL documentation also incorpo-
rates SQL code to demonstrate SQL usage.

Our UNIT does not explicitly specify the unit of
edit within categories, aligning with conventions in
related work. Instead, we allow users to determine
the input granularity.
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Combined(zhaka) Zha15 Zha16(B) Zha16(A) Zha17 Kas22

Organization Organization Organization Reordering
(Organization)

Organization
(Reordering)

Organization
(ORG)

Conventions
/Grammar
/Spelling

Conventions
/Grammar
/Spelling

Conventions

Errors
(Conventions
/Grammar
/Spelling)

Conventions
/Grammar
/Spelling
(Errors)

Spelling and Gramma
(SPL)

Word-usage
/Clarity

Word-usage
/Clarity Clarity

Fluency
(Word-usage
/Clarity)

Word Usage
/Clarity
(Fluency)

Word Usage (WRD)

Claim/Ideas Claim/Ideas Claim/Ideas Thesis/Ideas
(Claim)

Claims/Ideas
(Ideas) Claim(CLM)

Warrant
/Reasoning
/Backing

Warrant
/Reasoning
/Backing

Warrant
/Reasoning
/Backing

Reasoning
(Warrant)

Warrant
/Reasoning
/Backing
(Reasoning)

Reasoning (RSN)

Rebuttal
/Reservation

Rebuttal
/Reservation Rebuttal

Rebuttal
/Reservation
(Rebuttal)

Rebuttal (RBL)

General Content General Content General Content Other content
changes

General Content
(Other)

General Content
Development(GCD)

Evidence Evidence Evidence Evidence Evidence Evidence (EVD)
Precision Precision
Unknown Unknown

Table 8: The result of grouping Zha15, Zha16(B), Zha16(A), Zha17 and Kas22

Combined(YFR) Yan17 Fal21 Raj22
Clarification Clarification Clarification Adding Support Evidence
Copy-editing Copy Editing Copy-editing Word-smithing
Counter-vandalism Counter Vandalism Counter-vandalism Wikipedia-specific edits
Disambiguation Disambiguation Disambiguation Wikipedia-specific edits
Elaboration Elaboration Elaboration Adding New Information
Fact Update Fact Update Fact Update Fact Update
Point of View Point of View Point of View Point of View Change
Process Process Process Wikipedia-specific edits
Refactoring Refactoring Refactoring Word-smithing
Simplification Simplification Simplification Remove existing information
Vandalism Vandalism Vandalism Wikipedia-specific edits
Verification Verification Verifiability Adding Support Evidence
Wikification Wikification Wikification Wikipedia-specific edits
Unlabeled Unlabeled

Table 9: The result of grouping Yan17, Fal21 and Raj22.

Combined(PL) Pfe06 Liu11
Add Information Add Information Sentence Insertion

Reference Insertion Add link Link Insertion,
Reference Insertion

Modify Information Clarify Information Sentence Modification
Delete Information Delete Information Sentence Deletion

Reference Deletion Delete Link Link Deletion,
Reference Deletioin

Reference Modification Fix Link
Link Modification,
Reference
Modification

Format Format
Grammar Grammar Sentence Modification
Mark-up Language Mark-up Language
Reversion Reversion Revert
Spelling Spelling Sentence Modification
Style/Typography Style/Typography
Vandalism Vandalism

Table 10: The result of grouping Pfe06 and Liu11.
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Category Definition Example

Edit[Spa22] Substantially similar except for syntactic changes,
rephrased and minimally changed or updated infor-
mation; merged or split sentences without substan-
tial changes

...he regrets exposing her to the deadly virus
[and had] → [. Had] he known he was car-
rying Ebola, ...

Sentence
Split[Lab23]

An edit that leads to a single sentence being divided
into two or more shorter sentences. In order for
the split to be fluent, words are typically removed
and inserted at the sentence boundary. If no non-
connector content is added, then it is not only a
sentence split.

/

Anaphora Resolu-
tion[Lab23]

An edit that replaces the repeated or implicit mention
of an entity – typically a pronoun – with a resolved
mention of the entity (i.e., that doesn’t require prior
context).

/

Refactoring[Yan17] Restructure the article; move and rewrite content,
without changing the meaning of it

/

Refactoring[Fal21] Restructure the article; move and rewrite content,
without changing the meaning of it

/

Paraphrase[Dax12] Textual edits paraphrasing words or sentences denominations [like] → [such as] the
Refactors[Spa22] the sentence is moved within a document "[The mother, this was the first time seeing

her son since he got to the States.]" ... →
"[The mother, this was the first time seeing
her son since he got to the States.]"

Word-
smithing[Raj22]

Rephrasing or rearranging text, improving gram-
mar, spelling, and punctuation

...as well as [accomodation] → [accommo-
dation] for visitors...

Table 11: The categories in this table are the actual category names, definitions, and revision examples in existing
Edit Intention Taxonomies (EITs). The revision examples of categories only cover the bold part of the definitions.

A.9 Compared EITs in Evaluation

Du22 introduces a comprehensive, multi-domain
taxonomy to model iterative text revision processes
in formal writing. Its edit intention taxonomy is
divided into two broad categories:

Non-meaning-changing edits:

• Fluency: Fixing grammar and syntax issues.
• Clarity: Improving formality, conciseness, or

readability.
• Coherence: Enhancing logical flow and con-

sistency.
• Style: Reflecting personal writing preferences

(tone, emotion).

Meaning-changing edits:

• Meaning-Changed: Adding or modifying fac-
tual content or evidence.

Other: Edits not fitting into the above categories.
This taxonomy supports annotations at sentence

and paragraph levels across domains like scientific
abstracts, Wikipedia, and news. The goal is to
better understand how edits improve writing and
guide models in generating high-quality revisions.

Rua24 proposes the Re3 framework, which fo-
cuses on the collaborative revision process, partic-
ularly in academic writing, integrating reviews, re-
visions, and author responses. It offers a full-scope
annotation taxonomy along three dimensions:

Granularity: Edits are labeled at the section,
paragraph, sentence, and subsentence levels.

Action: Includes Add, Delete, Modify, Merge,
Split, and Fusion.

Intent:
• Surface-level: Grammar and Clarity.
• Semantic-level: Claims and Factual/Evidence

changes.
• Other: Edits that don’t fall into the above.

This taxonomy enables deep analysis of schol-
arly editing behaviors and supports novel tasks like
edit intent classification and document edit summa-
rization using large language models.

A.10 Human Annotation Instructions and
Interface

To guide human annotators in making accurate edit-
intention annotations, we provide a brief task in-
struction in Figure A.10, followed by concrete re-
vision examples. Due to space limitations, these
revision examples are shown in the shared link. We
highlight the edits (i.e., the differences between
text pairs) within sentence-level revisions and pose
questions to the annotators to accurately determine
the edit intention, as illustrated in Figure 8. Figure
8 displays only partial questions for obtaining the
edit intention; the complete set of questions is avail-
able in the shared link. Additionally, we provide
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UNIT Label Category Definition Revision Examples

Information
Modification

Information-
Modify[Dax12]

Textual edits affecting information
content

open steppes of Kashmir and {Siberia → Manchuria}.

Evidence[Zha15] change of facts, theorems or citations
for supporting claims/ideas

In the circle I would place Fidel, He was annoyed with the exis-
tence of the United States and used his army to force them out of
his country, Although Fidel claimed that this is for his peoples’
interest, it could not change the fact that he is a wrathful person.

Evidence[Zha16(B)] change of facts, theorems or citations
for supporting claims/ideas

/

Evidence[Kas22] change of facts, theorems or citations
for supporting claims/ideas

An example for the case where the electronic communication is
limited would be {China→ North Korea}.

Fact Update[Fal21] Update numbers, dates, scores,
episodes, status, etc. based on newly
available information

He married Margaret Frances Prowse Shaw in Sydney in {1874
→ 1871}.

Fact Update[Raj22] Updating facts in document /
Meaning-
Changed[Du22]

Update or add new information to the
text

This method improves the model accuracy from 64% to {78→
83}%.

Reference
Changes

Evidence[Zha15] change of facts, theorems or citations
for supporting claims/ideas

In the circle I would place Fidel, He was annoyed with the
existence of the United States and used his army to force them out
of his country, Although Fidel claimed that this is for his peoples’
interest, it could not change the fact that he is a wrathful person.

Evidence[Zha16(B)] change of facts, theorems or citations
for supporting claims/ideas

/

Evidence[Kas22] change of facts, theorems or citations
for supporting claims/ideas

An example for the case where the electronic communication is
limited would be {China→ North Korea}.

Verification[Yan17] Add/modify references/citations; re-
move unverified text

/

Verifiability[Fal21] Add/modify references/citations; re-
move unverified text

/

Table 12: Partial comparison of labels related to Information Modification and Reference Changes across different
EITs. Bolded phrases in the definitions highlight semantically aligned concepts across studies. The table also
includes example revisions and comments on subtle differences in scope or intent.

the context of the edit (the document revision) to
better ascertain the edit intention, as some edits
require contextual understanding.
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Figure 5: UNIT, a unified, comprehensive, large, extensible edit-intention taxonomy by integrating all EITs.

23023



Figure 6: A screenshot of the annotation instruction for human annotators.

Figure 7: A screenshot of the Application Domain table in the instruction.

Figure 8: A screenshot of the annotation interface with partial questions for human annotators.
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