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Abstract

We introduce an effective and scalable data
selection technique to accelerate the pretrain-
ing of large language models (LLMs). Given
the variation in quality and informativeness of
web-scale corpora, we present the Learn-Focus-
Review (LFR) paradigm-a dynamic training
approach that adapts to the model’s learn-
ing progress. Inspired by human learning
techniques like spaced repetition, LFR tracks
the model’s learning performance across data
instances and prioritizes revisiting challeng-
ing and diverse regions of the dataset that
are more prone to being forgotten, enabling
better retention and more efficient learning.
Through experiments spanning over 2200 GPU
hours, we show that LFR significantly enhances
data efficiency in pretraining while improv-
ing downstream performance across common-
sense reasoning, question answering, problem-
solving, language modeling, and translation
tasks. LFR consistently achieves lower perplex-
ity and higher accuracy using just 5%–19% of
the training tokens as models trained on the
full dataset. Notably, LFR matches the per-
formance of industry-standard Pythia models
with up to 2× the parameter count while requir-
ing only 3.2% of the training tokens. Unlike
prior work on data selection, LFR models are
Chinchilla-optimal demonstrating the effective-
ness of our training methodology.

1 Introduction

LLMs have achieved remarkable success in under-
standing and generating human language. This suc-
cess is driven by the ever-increasing model param-
eter sizes which require web-scale training datasets
like SlimPajama (Soboleva et al., 2023), Common-
Crawl (Penedo et al., 2023; Raffel et al., 2023),
Pile (Gao et al., 2020), and OpenWebText (Rad-
ford et al., 2019; ope), leading to unsustainable
training costs. Between 2016 and 2023, model
training costs have skyrocketed by a factor of 750×
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Figure 1: Average accuracy norm across common-
sense reasoning, problem-solving, world knowledge,
and reading comprehension tasks. Across model sizes
(300M–1.1B), LFR (stars) outperforms full-dataset
training (RS in black circles) by 6%, Pythia (yellow
circles) by 1.5%, and Quad (Zhang et al., 2024) (red
circle) by 9%, using only 3–6% and 65% of the training
tokens of Pythia and Quad, respectively. Notably, Pythia
and Quad have larger parameter counts. See Section 5
for details.

every two years (Gholami et al., 2024), while GPU
memory has scaled at a much slower pace of 2×
every two years. For example, pretraining the GPT-
4 model (OpenAI et al., 2024) was estimated to
have cost around $100M USD over a period of 3-4
months using 25k NVIDIA A100 GPUs (gpt).

As such, a key challenge for unlocking the next
generation of language models is to significantly
reduce training costs while retaining or improving
downstream task performance.

Data quality and selection play a key role
in the development of cost-effective and high-
performance models (Hoffmann et al., 2022;
Brown et al., 2020; Tirumala et al., 2023; Abbas
et al., 2023; lla, 2024). In fact, DeepSeek-V3
technical report (DeepSeek-AI et al., 2025) and
the Llama 3.1 Technical Report (lla, 2024) high-
light the importance of data quality through curated
data mixes and sophisticated data preprocessing
pipelines to minimize redundancy and maximize
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corpus diversity.
Recent work on data selection for pretraining

has achieved great strides in reducing the overall
training time. Methods like D4 (Tirumala et al.,
2023), SemDeDup (Abbas et al., 2023), MiniP-
ile (Kaddour, 2023; min), DSIR (Xie et al., 2023),
and perplexity-based filtering (Marion et al., 2023;
Chen et al., 2024; Muennighoff et al., 2023) rely on
similarity metrics, clustering, or perplexity to filter
data. However, data importance evolves through-
out training and depends on model architecture,
making static filtering inherently limited in effec-
tiveness. While (Zhang et al., 2024) employ a
dynamic data selection approach using the multi-
armed bandit technique, they select 30B tokens
from the SlimPajama dataset to train a 1.3B pa-
rameter model. However, according to the Chin-
chilla scaling laws (Hoffmann et al., 2022), this
token count exceeds the optimal range for models
of this size, suggesting that their selected subsets
may contain redundant or lower-quality data. Other
studies propose leveraging state-of-the-art (SOTA)
pretrained LLMs like GPT-4 (Wettig et al., 2024) or
proxy models, as seen in MATES (Yu et al., 2024)
and RHO-1 (Lin et al., 2024), to assess data quality
for a target model. However, these approaches rely
on existing separately trained models, which may
introduce a mismatch between the data needed for
optimal convergence and the data selected.

We address the high training cost of LLMs and
the shortcomings of existing data selection meth-
ods by drawing inspiration from spaced repeti-
tion (Smolen et al., 2016a; spa). This scientifically
proven technique enhances retention by strategi-
cally presenting information at optimal intervals,
ensuring that the most relevant data is introduced
at the right time for efficient learning. Building
on this foundation, we propose the Learn-Focus-
Review (LFR) training paradigm. Figure 1 displays
the overall efficacy of LFR. Our work offers the
following contributions:

1. Profile LLM pretraining to observe multiple
descent behavior in 25-78% of the training
tokens from web-scale corpuses, which are
forgotten multiple times during training.

2. Develop a Learn-Focus-Review (LFR) train-
ing pipeline that dynamically gauges the
LLM’s learning pace, focusing on complex
data blocks while regularly reviewing all data
blocks to prevent forgetting.

3. Conduct over 2200 GPU hours of training
experiments using the AMD MI250, AMD
MI210, and AMD MI100 GPUs. We pretrain
Llama and GPT models of varying sizes from
scratch on the SlimPajama (627B) and Open-
WebText (9B) datasets and evaluate them on
several downstream tasks from the common-
sense reasoning, question-answering, problem
solving, language modeling, and translation
domains.

4. LFR results in significantly lower perplex-
ity and higher accuracy compared to baseline
models trained on the full dataset, achieving
these improvements by training on just 5-19%
of the training tokens used by the baseline.
All our models are Chinchilla-optimal.

5. LFR outperforms the performance on 70% of
tasks of the Pythia models with up to 2× the
parameter count while requiring only 3-6% of
the training tokens.

6. LFR outperforms prior state-of-the-art data
selection work by 9-13% in downstream task
accuracy while using only 65% of the training
tokens.

7. Observe that LLMs first learn conversational
and anecdotal data, before being able to retain
factual, instructional, and coding language in-
formation in long-term memory.

In the following sections, we examine prior
works on efficient LLM pretraining before diving
deeper into our proposed training strategies and
design decisions.

2 Related Work

Prior works on efficient pretraining of LLMs using
data selection have primarily focused on using dis-
tance metrics and clustering techniques. Tirumala
et al. (2023) proposes D4, which deduplicates and
selects cluster centers in the embedding space gen-
erated by pretrained models. SemDeDup (Abbas
et al., 2023) prunes semantic duplicates using pre-
trained models. It can successfully prune 50% of
the training data with minimal performance loss.
MiniPile (Kaddour, 2023; min) uses the pretrained
E5-Large (Wang et al., 2024) model to embed docu-
ments in the Pile dataset and clusters them to select
a smaller pretraining corpus of ∼6GB. DSIR (Xie
et al., 2023) proposes selecting subsets from large
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unlabeled datasets through importance resampling
to match the distribution of the target dataset. How-
ever, considering the high cost of training, it is
unsustainable to sample a new subset and pretrain
the LLM from scratch for every new downstream
task.

More recently, perplexity-based and influence
function-based filtering techniques have been pro-
posed (Marion et al., 2023; Lin et al., 2024; Muen-
nighoff et al., 2023; Chen et al., 2024; Wettig et al.,
2024; Yu et al., 2024), which use proxy models
to obtain perplexity/influence scores for different
data points and assess sample importance. How-
ever, these methods require an additional pretrained
model, increasing computational overhead. More-
over, if the proxy model has a different architec-
ture from the target model, its assessment of data
importance may not accurately transfer, leading
to suboptimal data selection and inefficiencies in
training.

The Chinchilla scaling laws (Hoffmann et al.,
2022) derive an optimal model size–to–training to-
kens ratio for fixed compute budgets, finding that
parameters and data should scale roughly 1:1. We
observe that several of the prior works discussed
in this Section do not incorporate Chinchilla scal-
ing laws (Hoffmann et al., 2022) into their data
selection strategies, leading to suboptimal filtering
of web-scale corpora and potential overtraining.
For example, Zhang et al. (2024) present Quad, a
data selection method which calculates influence
scores to measure a data point’s impact on model
performance. They select 30B tokens from the
SlimPajama dataset (627B) for their 1.3B model
and continual pretraining of the 7B model. This
indicates that the models have been overtrained or
trained on redundant tokens.

3 Problem Formulation and Profiling

3.1 LLM Pretraining Objective

Given an LLM model parameterized by weights
θ and a web-scale dataset D, we first tokenize all
documents in the dataset and obtain context-length-
sized sequences of tokens, called data blocks,
si such that the training corpus becomes D =
{s1, s2, s3, ...sn}. For the SlimPajama and Open-
WebText datasets used in this paper, the context
length is 1024 tokens, with a total of 627B and
9B tokens, respectively. Given one such sequence
of tokens or data block, si = {x1, x2, ...xn}, the
training objective is to autoregressively predict the

Figure 2: PPL trajectories of data samples from the
SlimPajama dataset as processed by the Llama-300M
model, focusing on a subset of 50 samples for clarity.
Notably, 78.5% of the samples exhibit this behavior,
characterized by multiple descent patterns rather than a
steady decline. This indicates that the model frequently
forgets and relearns data during training, highlighting
inefficiencies in traditional training dynamics

Figure 3: PPLs of data samples being forgotton by the
GPT2-345M model on the OpenWebText dataset. This
multi-descent behavior is exhibited by 20% of the data.

next M tokens:

pθ(y | x) =
M∏

i=1

pθ(yi | y1:i−1, x). (1)

3.2 Observations from Training on Randomly
Sampled Data

In order to better understand the drawbacks of this
traditional training technique, we profile the pre-
training process for the Llama and GPT models.
The training hyperparameters and model configu-
rations are provided in the Appendix A. Similarly
to Marion et al. (2023), we use perplexity as a met-
ric to monitor the training progress. Given a token
sequence si = {x1, x2, ..., xn} from the dataset D,
perplexity is computed as:

PPL(si) = exp


 1

|si|
∑

xj∈si
NLL(xj)


 , (2)
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where NLL(xj) is the negative log likelihood of
token xj computed as follows:

NLL(xj) = − logP (xj | x<j ; θ). (3)

Using this metric, models exhibiting lower perplex-
ities are considered better since this indicates a
high probability of selecting text closest to the raw
dataset.

The observed PPL values associated with each
data block are classified as one of the following:

1. Learned: recorded perplexities monotonically
decrease.

2. Unlearned: recorded perplexities monotoni-
cally increase.

3. Forgotten: recorded perplexities first increase
and then decrease. Such an upward and down-
ward trend may repeat any number of times
during training.

Based on this classification, we observe that
78.5% of the data blocks are forgotten at least once
in the Llama model (Figure 2), compared to 25%
in the GPT model (Figure 3). We hypothesize that
more data blocks are frequently forgotten in the
Llama model due to the higher complexity and
challenge posed by the SlimPajama dataset, as op-
posed to the OpenWebText dataset. It is important
to note that the SlimPajama dataset is an aggrega-
tion of seven datasets, including sources such as
GitHub, Wikipedia, and CommonCrawl. In fact, of
the data blocks that are forgotten, 82% are forgot-
ten multiple times during training, i.e., they display
multiple descent behavior (Figure 3). Xia et al.
(2022) reported a double-descent behavior for the
OPT models (Zhang et al., 2022), and our above ex-
periment further demonstrates that the “forgetting”
can happen multiple times in LLM pretraining.

4 LFR Training Methodology

Based on our profiling observations in Section 3.2
we propose to replace traditional autoregressive
language modeling methods with Spaced Repeti-
tion (Tabibian et al., 2019). Spaced Repetition is an
evidence-based learning method proven to improve
information retention and learning pace in humans
(Smolen et al., 2016b). In this technique, challeng-
ing pieces of information are reviewed more often,
at regular intervals, and easier pieces of informa-
tion are presented to the learner less often. Our

algorithm is detailed in Algorithm 1. We pretrain
our models with a combination of the following
three steps:

1. Learn: Initially, we present the model with
the entire dataset and train on randomly se-
lected data blocks for p1 steps, as normally
seen in the traditional approach (line 1 in
Alg. 1). p1 can be configured by the user based
on the available compute budget, model, and
dataset. In single-epoch training (lines 3-7 in
Alg. 1), we measure the perplexities (PPLs) of
all data samples in the training set and cluster
the data embeddings (inputs to the model’s
last layer). For multi-epoch training (lines 8-
11 in Alg 1), we record the perplexities for all
data blocks during the p1 steps. Depending
on the training style (single or multi-epoch),
we either pass the clustered embeddings and
PPL values or the PPL values observed dur-
ing training to the next step. The following
two phases can be repeated up to reps times,
depending on the available compute budget.

2. Focus: We provide two variations of the Fo-
cus stage based on the number of training
epochs.

(a) Single-epoch training: We discard s1%
of the clusters (line 6 in Alg 1).
Within the retained clusters, we perform
weighted sampling from sub-clusters, pri-
oritizing regions of the retained clusters
which the model finds most challeng-
ing (line 7 in Alg. 1). Sub-clusters with
higher PPL are assigned greater sam-
pling weights, enabling a hierarchical fo-
cus on the most critical regions. For in-
stance, during Llama training, GitHub
code emerged as the most challenging
cluster. Within this cluster, the Focus
stage further emphasizes sampling from
C++ code, which proved more difficult
for the model, over Python code. In
this phase of training, we restrict the
weighted sampling of data points to this
reduced subset for p2 steps. s1 and p2
are user-controlled hyperparameters.

(b) Multi-epoch training: We discard s1%
of the data blocks (line 10 in Alg. 1)
with the lowest PPL values. In doing
so, we provide a mechanism for shift-
ing the model’s focus towards learning
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data blocks that were determined to be
difficult.

3. Review: Next, we reintroduce all of the re-
moved data blocks and train the model by
randomly sampling from the entire corpus for
p3 steps (line 13 in Alg. 1). This ensures that
we allow the model to review and revisit data
blocks which it may have forgotten.

Algorithm 1 LFR Training Methodology

Require: Training dataset D, model M with ini-
tial parameters θ0, hyperparameters p1, s1, p2,
p3, reps, and epochs.

Ensure: Minimization of Equation 3.
1: PPLs, θp1 ← Learn(θ0, D, p1)
2: for r = 1, 2, . . . , reps do
3: if epochs == 1 then
4: Dk ← Cluster(D)
5: Sort(PPLs,Dk)
6: Ssub ← (1− s1)×Dk

7: S1 ← sample(Ssub, PPLs)
8: else
9: Sort(PPLs,D)

10: S1 ← (1− s1)×D
11: end if
12: θp2 ← Focus(θp1 , S1, p2)
13: PPLs, θp3 ← Review(θp2 , D, p3)
14: end for

Return θ

Our training strategy is simple, intuitive and
human-like. It gives the model an opportunity to
learn from all of the data, prioritize and relearn
forgotten data points, and review data samples
from harder regions of the dataset more frequently
than they would have been using random sampling.
While the static clustering-based techniques (Tiru-
mala et al., 2023; Abbas et al., 2023; Kaddour,
2023) presented in Section 2 allow for accelerated
training, they are not designed to suit the multi-
descent training dynamics observed in Section 4
and require pretrained model embeddings to calcu-
late distance metrics. Furthermore, prior methods
including perplexity-based pruning methods (Mar-
ion et al., 2023) are static. Sections 5.4 and the
Appendix characterize the data blocks found easy
and hard by the LLM, and demonstrate why static,
clustering-based data selection methods achieve
poor downstream task performance. Lastly, our
approach does not require any pretrained models to
obtain embeddings. Our focused training strategy

allows the model to absorb harder information (data
blocks with higher perplexity) faster, by presenting
them more number of times.

5 Evaluation

In this section, we present a comprehensive eval-
uation of LFR. We pretrain the Llama models of
sizes 300M, 500M, and 1.1B and the GPT mod-
els (Radford et al., 2019) of various sizes between
124M and 1.5B parameters. We use the SlimPa-
jama (Soboleva et al., 2023) (627B) and OpenWeb-
Text dataset (ope) (9B) and train from scratch using
4 AMD MI100, 4 AMD MI210 GPUs, and 8 AMD
MI250 GPUs. Our pretraining experiments utilize
a fully sharded data parallel (FSDP) approach. All
model configurations and training hyperparameters
of our experiments are detailed in the Appendix A.

Our models and all baselines are evaluated
across a diverse set of downstream tasks span-
ning multiple domains: (1) Commonsense rea-
soning (HellaSwag, Winogrande, PIQA), (2)
General knowledge (ARC_C, ARC_E, MMLU,
Natural Questions), (3) Reading comprehension
(OpenbookQA, BoolQ), (4) Language modeling
(WikiText-2, WikiText-103, LAMBADA, 1BW),
and (5) Translation (WMT-14). Performance re-
sults and comparisons to prior state-of-the-art meth-
ods are detailed in Sections 5.3.

Section 5.4 analyzes the impact of the Focus
and Review stages and the data LFR prioritizes
in SlimPajama. The Appendix provides examples,
details on retained/dropped data across models, ev-
idence that LLMs learn instructions and code after
facts and anecdotes, and a sensitivity study on LFR
hyperparameters.

5.1 LFR Configuration

We pretrain the Llama models for 100k steps, us-
ing 9.8B tokens for the 300M and 500M models
and 19.6B tokens for the 1.1B model, following
the Chinchilla scaling law (Hoffmann et al., 2022)
to ensure optimal data utilization. First, we Learn
for 20k steps (p1 = 20k). Next, we cluster the data
and discard 57.2% of the clusters, retaining only
the 3 most challenging clusters out of 7 based on
their PPL values (s1 = 50). We chose this con-
figuration based on our limited pretraining budget
and profiling in Section 3.2, which showed that
78.5% and 25% of data samples are forgotten at
least once during training for the Llama and GPT
models, respectively. We then apply the Focus
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Model Tokens Arc_C Arc_E Boolq HS OBQA Piqa WG Avg
300M-RS 50B 17.29 39.06 33.17 32.3 28.83 58.36 48.54 36.79

Pythia-410M 300B 20.1 44 40 35.82 29.59 61.8 49.7 40.14
300M-LFR 9.8B 23.61 39.52 54.86 35.44 30.56 63.21 53.88 43.01
500M-RS 50B 25.1 43.7 53.7 36.5 32.6 65.1 52.2 44.47

Pythia-1.0B 300B 27.05 48.99 60.83 47.16 31.4 69.21 53.43 48.29
500M-LFR 9.8B 28.11 52.89 58.72 50.65 31.1 68.66 55.72 49.4

1.1B-RS 50B 27.31 50.27 60.58 38.11 31.11 66.67 54.99 47
Pythia-1.4B 300B 30.1 61.7 62.11 55.18 30.2 72 63.1 53.48

DSIR 30B 20.14 49.28 61.41 30.89 16.2 61.17 47.99 41.01
PPL 30B 20.82 45.41 58.35 35.92 18.8 66.89 54.62 42.97

1.3B-Quad 30B 20.99 52.27 62.14 34.41 20.00 70.04 52.09 44.56
1.1B-LFR 19.6B 29.18 63.47 62.23 54.27 34.89 73.29 61.12 54.06

Table 1: Zero-shot performance (acc_norm for all except Winogrande and Boolq which use acc) on downstream
tasks evaluated using LLM Evaluation Harness (Gao et al., 2024). RS refers to the random sampling baseline,
HS refers to HellaSwag, and WG refers to Winogrande. The model with the highest performance (measured by
acc_norm) is highlighted in bold. Notably, LFR models are trained using only 3.2-6% of the tokens required to train
Pythia models of comparable size, yet they achieve higher accuracy in 70% of cases. Additionally, LFR models
consistently outperform the random sampling baseline by a large margin, despite being trained on 19.6% of the
pretraining tokens.

stage for 60k steps (p2 = 60k), prioritizing the re-
tained high-PPL clusters. It takes <10min to cluster
which can be hidden by the high training latency.
We provide a detailed analysis on the hierarchical
clustering and the data points found easy and dif-
ficult in Section 5. Lastly, we Review the entire
dataset for the last 20k steps (p3 = 20k). In the
case of the GPT models, we Learn for 1 epoch
(p1 = 1), Focus on 50% of the data for 1 epoch
(s1 = 50, p2 = 1), Review the entire dataset for
another epoch (p3 = 1), and Focus on 30% of the
data for 5 epochs (reps = 2, s2 = 70, p4 = 1).
This configuration is chosen based on the findings
in Section 3.2. Figure 3 reveals that forgotten sam-
ples are typically forgotten multiple times, requir-
ing an average of 4 presentations to be learned.
For GPT, we use the first three phases to identify
these samples and allocate 5 epochs focusing on
30% of them in the final phase to ensure long-term
retention.

These configurations are tunable based on the
available pretraining budget and the optimal tokens
estimated through the Chinchilla scaling laws. Fur-
thermore, we test LFR’s sensitivity to hyperparam-
eters p1, s1, p2, p3, and reps in the Appendix A.

5.2 Baselines

We evaluate the models pretrained using LFR with
a comprehensive set of prior works and industry-
standard checkpoints. They include:

1. Industry-standard models: We compare the
Llama models trained through LFR with
Pythia models (Biderman et al., 2023) of up to
2× the size obtained from EleutherAI’s Hug-
gingface1. These models have been trained
on 300B tokens while the LFR models were
trained on 9.8B-19.6B tokens (3.2-6% of the
tokens). We compare the GPT models pre-
trained through LFR for 40k iterations with
the same GPT architectures pretrained by Ope-
nAI 2 for 800k iterations. We use the same
batch size as these models (Refer to the Ap-
pendix for details) by adjusting the gradient
accumulation steps and the per-device batch
size.

2. Random Sampling: while the previous base-
lines ensures that we compare with industry-
standard models, we also train and compare
LFR against the same models pretrained using
random sampling with 5.10× and 20× more
tokens than LFR for the Llama and GPT mod-
els respectively. This baseline allows us to test
LFR against the same models trained through
traditional autoregressive techniques.

3. Prior works: We compare our training method-
ology with the models trained through the

1https://huggingface.co/models?other=pythia
2https://huggingface.co/openai-community
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current state-of-the-art data selection meth-
ods such as Quad (Zhang et al., 2024), static-
PPL based filtering (Marion et al., 2023),
DSIR (Xie et al., 2023), and MiniPile (Kad-
dour, 2023) in Section 5.3.

5.3 Performance on Downstream Tasks

We evaluate Llama models trained with LFR on
commonsense reasoning, general knowledge QA,
and reading comprehension, comparing accuracy
norms with baselines in Table 1. LFR outper-
forms random sampling (RS) by 6% while using
2.4×–5× fewer training tokens and improves ac-
curacy over Pythia by 1.5% despite using only
3.2–6% of the tokens. Compared to prior SOTA
data selection, LFR achieves greater dataset prun-
ing while improving downstream performance. No-
tably, their models are over-trained per Chinchilla
laws, highlighting suboptimal data selection.

We test the GPT models on language model-
ing tasks and compare with the OpenAI baseline
in Table 2 by measuring the PPL. Note that our
models are trained on 5% of the training tokens
as compared with the OpenAI models, further val-
idating that data quality is more important than
quantity. We find that the PPL reduction obtained
by LFR increase as the dataset size increases (from
WikiText-2 to 1BW). Also, smaller models show
a larger PPL reduction by using LFR than larger
models. On average, using our approach, perplex-
ity was reduced by 4.92, 3.26, 2.17, and 1.40 for
the GPT 124M, 345M, 774M, and 1.5B models,
respectively.

We also test the LFR-trained models on stan-
dard benchmarks from the translation, question-
answering, world knowledge, and problem solv-
ing domains in Table 3. LFR models trained with
20× fewer training iterations achieves better perfor-
mance than models trained using random sampling.
Details of each of the datasets is provided in the
Appendix A.

5.4 Ablation Study

In this section, our goal is to understand the im-
pacts of the Focus and Review stages of LFR and
exploring more aggressive data selection strategies
by varying the hyperparameters p1, s1, p2, p3, and
reps.

5.4.1 Impact of Focus
Consider training the Llama 300M parameter
model on the SlimPajama dataset, which comprises

Learn Focus Review

Figure 4: PPL values are tracked at different training
iterations for the clusters identified as challenging and
prioritized during the Focus stage of LFR. The dotted
line represents the PPL values for the same clusters
when trained with random sampling (RS). Notably, LFR
facilitates accelerated learning of these challenging data
points between 20k and 60k iterations (the Focus stage),
whereas random sampling consistently results in higher
PPL values throughout.

of seven sub-datasets sourced from CommonCrawl,
Github, C4, Books, Wikipedia, StackExchange,
and ArXiv. During the Focus stage, LFR employs
weighted sampling from the three most challenging
clusters while discarding clusters with the lowest
perplexity (PPL). Additionally, within the retained
clusters, LFR performs hierarchical sampling by
prioritizing regions with higher PPL, further re-
fining the data selection process. LFR classifies
the Github, StackExchange, and ArXiv clusters as
more challenging at 20k iterations, than the other
four data sources.

Figure 4 illustrates the training dynamics of chal-
lenging data points. LFR (solid line) accelerates
learning of these harder examples compared to ran-
dom sampling (dotted line), ensuring complex in-
formation is learned earlier, which drives the per-
formance gains in Table 1. In the Review stage,
discarded clusters (CommonCrawl, C4, Books,
Wikipedia) are reintroduced, bringing LFR and ran-
dom sampling closer together. However, LFR re-
tains the benefits of the Focus stage by performing
marginally better on the challenging sections.

5.4.2 Impact of Review
Next, we analyze the impact of the Review phase
on data points deemed simple and discarded during
Focus. Unlike prior data selection methods, LFR
reintroduces these samples, preventing catastrophic
forgetting. Figure 5 highlights the importance of
Review by plotting PPL values for easy data points
under LFR (solid line) and random sampling (dot-
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Model WikiText-2 WikiText-103 LAMBADA 1BW
124M-OpenAI (800k iters) 22.1 31.58 18 39.18

124M-RS (40k iters) 23.32 23.42 17.71 39.49
124M-LFR (40k iters) 19.81 22.49 16.61 32.27

345M-OpenAI (800k iters) 19.82 22.05 14.26 29.95
345M-RS (40k iters) 21.11 21.8 14.84 30.66

345M-LFR (40k iters) 16.31 17.48 13.7 25.52
774M-OpenAI (800k iters) 15.93 18.53 13.74 26.52

774M-RS (40k iters) 16.71 18.89 14.10 28.56
774M-LFR (40k iters) 15.11 14.58 12.51 23.83

1.5B-OpenAI (800k iters) 13.80 16.59 12.15 23.87
1.5B-LFR (40k iters) 13.10 14.37 11.23 22.09

Table 2: PPL results for language modeling datasets across model sizes. Here, N -OpenAI refers to the OpenAI
baseline (trained for 800k iterations), N -RS refers to the random sampling baseline (trained for 40k iterations),
and N -LFR refers to our proposed training pedagogy (trained for 40k iterations), where N is the number of model
parameters.

Model Iters
WMT NQ MMLU
(BLEU) (Acc) STEM

(Acc)
HM
(Acc)

SS
(Acc)

Other
(Acc)

Avg.
(Acc)

1.5B OpenAI 800k 11.5 4.1 24.5 24.8 24.0 27.8 25.3
1.5B LFR 40k 11.8 4.61 26.1 27.2 23.8 25.1 25.5

Table 3: LFR-trained GPT models evaluated on translation (WMT-14 (wmt)), question-answering (Natural Ques-
tions (Kwiatkowski et al., 2019)), and world knowledge and problem solving (MMLU (Hendrycks et al., 2021)
domains using the BLEU scores and accuracy metrics. Note that NQ refers to Natural Questions, HM refers to
Humanities, SS refers to Social Sciences, Other refers to business, health, and other miscellaneous topics, and Avg.
refers to the average accuracy across all 57 subjects in MMLU. We compare our 1.5B parameter model with those
trained by OpenAI for 20× more training iterations. The model with the superior performance is highlighted in
bold.

Learn Focus Review

Figure 5: PPL values are tracked at different training
iterations for the clusters identified as easy, discarded
during the Focus stage, and reintroduced during the Re-
view phase. The dotted line represents the PPL values
for the same clusters when trained with random sam-
pling (RS). Notably, we demonstrate that models forget
the data points discarded during training, unless reintro-
duced to the training corpus as in the case of LFR.

ted line). During Focus, when the model prioritizes

challenging clusters like GitHub, StackExchange,
and ArXiv (Figure 4), it forgets discarded data
(solid line rises above dotted). The Review phase
restores these points, ensuring better model perfor-
mance and giving LFR a distinct edge over other
methods (Section 5.3). See the Appendix for raw
examples of easy and difficult samples identified
by LFR.

5.5 Overall Learning Schedule

LFR reveals that models follow a structured learn-
ing trajectory: first mastering conversational and
anecdotal data (CommonCrawl, C4, books), then
retaining factual knowledge (Wikipedia), and fi-
nally learning code, QA, and scientific content
(ArXiv). By recognizing this progression auto-
matically as shown in Sections 5.4.1 and 5.4.2,
LFR optimizes training by dynamically guiding the
model at its own learning pace, ensuring efficient
and targeted learning.
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6 Conclusion

We introduced LFR (Learn-Focus-Review), a novel
data selection paradigm that accelerates LLM pre-
training while significantly reducing training costs.
Through 2200 GPU hours of experiments, LFR
achieved lower perplexity and higher accuracy
while using up to 20× fewer training iterations than
traditional methods. Our findings show that LLMs
follow a natural learning progression—first acquir-
ing conversational data, then factual knowledge,
and finally mastering code and scientific concepts.
By dynamically guiding learning, LFR provides a
scalable, cost-effective alternative to existing pre-
training strategies. We hope this work inspires
further research into more adaptive and efficient
training paradigms.
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8 Limitations and Ethical Considerations

LFR presents the following directions for future
work:

1. LFR is evaluated on models up to 1.5B pa-
rameters using open-source corpus like the
SlimPajama dataset, constrained by our com-
pute resources. With the clear success on
models of such scale, we hope to inspire re-
searchers to validate such focused learning
approaches for different model families, and
domains.

2. The sensitivity study in Section 5.4 and the
Appendix reveals that the hyperparameters se-
lected in Section 4 have a large impact on
the performance of the trained model. Due to
our limited compute budget, we are unable to
present more comprehensive hyperparameter
tuning experiments than those presented in
Section 5.4.
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A Appendix

A.1 Experiment Details
Datasets The datasets used for our experiments are
detailed below:

1. ARC-Challenge (arc, a): A subset of the AI2
Reasoning Challenge with 2,590 challenging
multiple-choice science questions designed to
test advanced reasoning and knowledge.

2. ARC-Easy (arc, b): A subset of the AI2 Rea-
soning Challenge with 5,117 relatively easier
multiple-choice science questions focusing on
basic reasoning and recall.

3. BoolQ (boo, b): A dataset of 16,000+ boolean
(yes/no) questions paired with passages, re-
quiring models to infer answers from support-
ing evidence.

4. HellaSwag (hel): A dataset with 70,000+
multiple-choice questions focused on com-
monsense reasoning and contextual under-
standing, particularly in describing scenarios.

5. OpenBookQA (Ope): A multiple-choice
question-answering dataset with 5,957 ques-
tions requiring knowledge retrieval from a sci-
ence "open book" and commonsense reason-
ing.

6. PIQA (Piq): A physical commonsense reason-
ing dataset with 20,000+ binary-choice ques-
tions about everyday situations and physical
interactions.

7. Winogrande (win): A dataset with 44,000+
sentence pairs designed to test commonsense
reasoning through pronoun disambiguation
challenges.

8. WikiText (wik): the WikiText language mod-
eling dataset consists of 100M tokens ex-
tracted from Wikipedia articles with high rat-
ing. It features two different variants, namely,
WikiText-2 and WikiText-103 which differ
in the number of tokens and vocabulary size.
WikiText-2 consists of 2M tokens and a vo-
cabulary size of 33k whereas WikiText-103
is larger with 103M tokens and a vocabulary
size of 267k.

9. LAMBADA (Paperno et al., 2016): the LAM-
BADA dataset is extracted from the BookCor-
pus dataset (boo, a) and contains 10k passages.

This dataset is useful for testing the ability of
an LLM to capture long-range dependencies
in text. The objective of this model is to pre-
dict the final word in a set of sentences, where
humans need at least 50 tokens of context to
accurately anticipate the word.

10. One Billion Word Benchmark (Chelba et al.,
2014) (1BW): this dataset contains one billion
words extracted from the WMT 2011 News
Crawl data and is used to measure progress in
statistical language modeling.

11. WMT-14 French-English Translation (Artetxe
et al., 2018): This dataset contains 36 million
training sentence pairs for english to french
translation. The test set, which is used for eval-
uation purposes, consists of 3,003 sentence
pairs.

12. Natural Questions (Kwiatkowski et al., 2019):
This dataset contains question-answer pairs
from Google Search and Wikipedia-based an-
notations. The training, validation, and test
sets consist of 307,372, 7,830, and 7,842 ex-
amples.

Models: Tables 4 and 5 describes the different
model configurations and pretraining hyperparame-
ters used in LFR for the Llama models.

300M 500M 1.1B
Layers 12 11 22
#Heads 16 32 32
n_embd 1024 2048 2048

Table 4: Number of layers, attention heads, and the
embedding dimensions in the Llama models used for
pretraining.

Tables 6 and 7 describes the different model con-
figurations and pretraining hyperparameters used
in LFR for the GPT-2 models.

Pretraining: Table 7 shows the hyperparameters
for pretraining the GPT-2 124M-1.5B parameter
models.

Note that OpenAI pretrained the GPT-2 models
using a batch size of 512. Due to insufficient GPU
memory, we adjust the number of gradient accumu-
lation steps to achieve the same effective batch size
of 512.

Finetuning: We use all the same hyperparame-
ters as pretraining, except for the following:

1. Learning rate: 3.00E-5
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Parameter Value
Context Length 1024
Embedding Dimen-
sion

(768, 1024, 2048)

Total Iterations 100,000
Effective Batch Size 768
Block Size 4096
Weight Decay 1.00E-1
Adam β1 0.90
Adam β2 0.95
Warmup Iterations 8000
Minimum Learning
Rate

4.00E-5

Maximum Learning
Rate

4.00E-04

Learning Rate Sched-
ule

Cosine Decay

Learning Rate Decay
Iterations

100,000

GPUs (4x AMD MI210,
4x AMD MI210, 8x
AMD MI250)

Table 5: Pretraining hyperparameters for the Llama
300M-1.1B parameter models. Parameters with mul-
tiple values (e.g. Embedding dimensions, batch size,
gradient accumulation steps, and GPUs) specified in
brackets are for the 300M, 500M, and 1.1B parameter
models respectively.

2. Learning rate schedule: Constant

3. Total iterations: 50

A.2 Limitations and Ethical Considerations
LFR presents the following directions for future
work:

1. LFR is evaluated on models up to 1.5B pa-
rameters using web-scale datasets such as
SlimPajama, constrained by our compute re-
sources. With the clear success on models of
such scale, we hope to inspire researchers to
validate such focused learning approaches for
different model families, and domains.

2. The sensitivity study in this Appendix reveals
that the hyperparameters selected in the evalu-
ation section have a large impact on the perfor-
mance of the trained model. Due to our lim-
ited compute budget, we are unable to present
more comprehensive hyperparameter tuning
experiments than those presented later in this
Appendix.

124M 355M 774M 1.5B
Layers 12 24 36 48
#Heads 12 16 20 25
n_embd 768 1024 1280 1600

Table 6: Number of layers, attention heads, and the
embedding dimensions in the GPT-2 models used for
pretraining.

Figure 6: Clustering the data embeddings from the
SlimPajama dataset using the Llama-300M model at
the 50k training step.

A.3 Llama Pretraining - Data Importance

In this section, we study the data points identified
as easy and challenging by LFR when pretraining
with the SlimPajama dataset. Listing A.3 provides
an example of a code snippet from Github classified
as easy by LFR, and discarded in the Focus stage
of the Llama model training. Listing A.3 provides
an example of a data sample retained from the
Github cluster. Note that this code is more complex,
presents an opportunity to the model to improve
its coding capabilities as opposed to the variable
declarations in Listing A.3.

Listing 1: Code snippet classified as easy by LFR, pri-
marily consisting of variable declarations. As seen
from the code, it contributes minimally to enhancing the
model’s coding capabilities.

package f r c l i b j ;

import edu . wpi . f i r s t . w p i l i b j .
Timer ;

p u b l i c c l a s s TrcDbgTrace
{

p u b l i c s t a t i c f i n a l S t r i n g
ESC_PREFIX = " \ u001b
[ " ;
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Parameter Value
Context Length 1024
Embedding Dimen-
sion

(768, 1024, 1280,
1600)

Total Iterations 40000
Effective Batch Size 512
Batch Size (16, 16, 8, 4)
Gradient Accumula-
tion Steps

(32, 32, 64, 128)

Block Size 1024
Weight Decay 1.00E-01
Adam β1 0.9
Adam β2 0.95
Warmup Iterations 2000
Minimum Learning
Rate

6.00E-05

Maximum Learning
Rate

6.00E-04

Learning Rate Sched-
ule

Linear

Learning Rate Decay
Iterations

40000

GPUs (4xMI100, 4xMI210,
4xMI210, 4xMI210)

Table 7: Pretraining hyperparameters for the GPT-2
124M-1.5B parameter models. Parameters with multiple
values (e.g. Embedding dimensions, batch size, gradient
accumulation steps, and GPUs) specified in brackets are
for the 124M, 345M, 774M, and 1.5B parameter models
respectively.

p u b l i c s t a t i c f i n a l S t r i n g
ESC_SUFFIX = "m" ;

p u b l i c s t a t i c f i n a l S t r i n g
ESC_SEP = " ; " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_RESET = " 0 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_BRIGHT = " 1 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_DIM = " 2 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_ITALIC = " 3 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_UNDERLINE = " 4 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_BLINKSLOW = " 5 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_BLINKFAST = " 6 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_REVERSE = " 7 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_HIDDEN = " 8 " ;

p u b l i c s t a t i c f i n a l S t r i n g
SGR_CROSSEDOUT = " 9 " ;

p u b l i c s t a t i c f i n a l S t r i n g
ESC_NORMAL =
ESC_PREFIX ;

}

Listing 2: Code snippet classified as challenging by
LFR. This code consists of a function which executes
an Oracle query and returns a scalar value. As seen
from the code, it contributes significantly to enhanc-
ing the model’s coding capabilities as compared with
Listing A.3.

/ / / <summary>
/ / / E x e c u t e s an O r a c l e que ry t h a t

r e t u r n s a s i n g l e s c a l a r v a l u e
as t h e r e s u l t .

/ / / </ summary >
/ / / <param name=" commandText ">The

O r a c l e que ry t o e x e c u t e < /
param >

/ / / <param name=" p a r a m e t e r s ">
O p t i o n a l p a r a m e t e r s t o p a s s t o

t h e query < / param >
/ / / < r e t u r n s >The r e s u l t o f t h e

que ry as an o b j e c t < / r e t u r n s >
p u b l i c o b j e c t QueryValue ( s t r i n g

commandText , IEnumerab le
p a r a m e t e r s )

{
o b j e c t r e s u l t ;

i f ( S t r i n g . I sNul lOrEmpty (
commandText ) )

{
throw new

ArgumentExcep t ion ( "
Command t e x t c a n n o t be

n u l l o r empty . " ) ;
}

t r y
{

ensu reConne c t i onOpen ( ) ;
v a r command =

createCommand (
commandText ,
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p a r a m e t e r s ) ;
r e s u l t = command .

E x e c u t e S c a l a r ( ) ;
}
f i n a l l y
{

e n s u r e C o n n e c t i o n C l o s e d ( ) ;
}

r e t u r n r e s u l t ;
}

Similarly, we also provide examples of question-
answer pairs from StackExchange which were dis-
carded and retained in the Focus stage of the Llama
pretraining in Listings A.3 and A.3 respectively.

Listing 3: Question-answer pair from StackExchange
classified as easy by LFR. The question revolves around
a process in PayPal which does not contribute as much
to the answering capability or world knowledge of the
model.

Q: PayPa l IPN $_POST [ ’ t x n _ i d ’ ]
n o t s e t . I ’m u s i n g t h e PayPa l
sandbox t o do a s u b s c r i b e
b u t t o n , and t h e n when I g e t
t h e IPN r e s p o n s e f o r a
s u b s c r i p t i o n o r a s u b s c r i p t i o n

c a n c e l l a t i o n $_POST [ ’ t x n _ i d ’ ]
i s n e v e r s e t .

So I don ’ t know how t o i d e n t i f y
t r a n s a c t i o n s t o on ly a c c e p t
un iq ue ones .

Thanks !
EDIT : f o r example , a l l t h e i n f o

t h a t I have i n POST f o r a
s u b s c r _ c a n c e l a r e :

amount1 , amount3 , a d d r e s s _ s t a t u s ,
s u b s c r _ d a t e , p a y e r _ i d ,

a d d r e s s _ s t r e e t , mc_amount1 ,
mc_amount3 , c h a r s e t ,
a d d r e s s _ z i p , f i r s t _ n a m e ,
r e a t t e m p t ,
a d d r e s s _ c o u n t r y _ c o d e ,
address_name , n o t i f y _ v e r s i o n ,
s u b s c r _ i d , custom ,
p a y e r _ s t a t u s , b u s i n e s s ,
a d d r e s s _ c o u n t r y , a d d r e s s _ c i t y ,

v e r i f y _ s i g n , p a y e r _ e m a i l ,
b t n _ i d , l a s t_name ,
a d d r e s s _ s t a t e , r e c e i v e r _ e m a i l ,

r e c u r r i n g , t x n _ t y p e ,
item_name , mc_currency ,

r e s i d e n c e _ c o u n t r y , t e s t _ i p n ,
p e r i o d 1 , p e r i o d 3 ,
c o r r e l a t i o n _ i d .

A: Accord ing t o Tab le 2 . Summary
of s u b s c r i p t i o n v a r i a b l e s :

For s u b s c r i p t i o n v a r i a b l e s , t h e
t r a n s a c t i o n ID ( t x n _ i d ) i s
on ly a v a i l a b l e f o r USD Payment

and Mul t i − Cur rency Payment
t r a n s a c t i o n t y p e s ( t x n _ t y p e ) .

As e xpec t ed , PayPa l w i l l n o t send
t h e t x n _ i d t o your IPN f o r

t h e t r a n s a c t i o n type ,
s u b s c r _ c a n c e l , and w i l l on l y
send t x n _ i d i f t h e t r a n s a c t i o n

t y p e i s s u b s c r _ p a y m e n t .

For f u r t h e r e x p l a n a t i o n on which
v a r i a b l e s a r e s e n t t o your IPN
URL based on your t r a n s a c t i o n

, p l e a s e check o u t IPN and PDT
V a r i a b l e s .

Have you checked $_REQUEST[ ’
t x n _ i d ’ ] a s t h i s may be s e n t
t o your s e r v e r v i a GET .

Listing 4: Question-answer pair from StackExchange
classified as challenging by LFR. The question revolves
around solving an ODE which contributes more to the
learning of the model than Listing A.3.

Q: P a s s i n g a d d i t i o n a l i t e r a t i o n −
d e p e n d e n t i n p u t s t o ode45

I ’m t r y i n g t o s o l v e a
d i f f e r e n t i a l e q u a t i o n u s i n g
t h e ode45 f u n c t i o n . C o n s i d e r
t h e f o l l o w i n g code ,

[ t1 , X2 ] = ode45 (@( t , x ) fun ( t , x , C1 ,
C2 , C3 , C4 ) , t0 , X01 ) ;

where p a r a m e t e r s C1 , C2 , C3 , and
C4 a r e column v e c t o r s , which
s h o u l d be a v a i l a b l e t o t h e
f u n c t i o n t h a t ode45 i s
r e f e r r i n g t o ( fun .m) .

I want t h e v a l u e s t o change a f t e r
e v e r y i t e r a t i o n , so f o r

example , a t t h e b e g i n n i n g t h e
e n t r y o f C1 I want i s C1 ( 1 ) ,
i n t h e n e x t i t e r a t i o n i t ’ s C1
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( 2 ) , e t c .
How can I implement t h a t ?

A: You may have n o t i c e d t h a t t h e
o f f i c i a l docs a r e n o t t o o
h e l p f u l i n t h i s s c e n a r i o ( a s
t h e y p r e t t y much f o r c e you t o
use g l o b a l v a r i a b l e s − which
i s doab le , b u t d i s c o u r a g e d ) .

I n s t e a d , I ’ l l show you how t h i s
can be done wi th c l a s s e s and
f u n c t i o n h a n d l e s . C o n s i d e r t h e

f o l l o w i n g :

c l a s s d e f SimpleQueue < h a n d l e
%SIMPLEQUEUE A s i m p l e FIFO d a t a

s t r u c t u r e .

p r o p e r t i e s ( Access = p r i v a t e )
d a t a
p o s i t i o n

end

methods ( Access = p u b l i c )
f u n c t i o n o b j = SimpleQueue (

i n p u t D a t a )
%SIMPLEQUEUE C o n s t r u c t an

i n s t a n c e o f t h i s c l a s s
o b j . d a t a = i n p u t D a t a ;
r ewind ( o b j ) ;

end % c o n s t r u c t o r

f u n c t i o n o u t = pop ( obj ,
howMany )

%POP r e t u r n t h e n e x t
howMany e l e m e n t s .

i f n a r g i n < 2
howMany = 1 ; % d e f a u l t

amount o f v a l u e s t o
r e t u r n

end
f i n a l P o s i t i o n = o b j .

p o s i t i o n + howMany ;
i f f i n a l P o s i t i o n > numel (

o b j . d a t a )
e r r o r ( ’ Too many e l e m e n t s

r e q u e s t e d ! ’ ) ;
end
o u t = o b j . d a t a ( o b j . p o s i t i o n

+ 1 : o b j . p o s i t i o n +
howMany ) ;

o b j . p o s i t i o n =

f i n a l P o s i t i o n ;
end % pop

f u n c t i o n [ ] = rewind ( o b j )
%REWIND r e s t a r t s t h e

e l e m e n t t r a c k i n g
% S u b s e q u e n t c a l l s t o pop ( )

s h a l l r e t u r n e l e m e n t s
from t h e b e g i n n i n g .

o b j . p o s i t i o n = 0 ;
end % rewind

end % methods
end % c l a s s d e f

How t o use t h i s ? Simple :
C1q = SimpleQueue ( C1 ) ;
C2q = SimpleQueue ( C2 ) ;
C3q = SimpleQueue ( C3 ) ;
C4q = SimpleQueue ( C4 ) ;

[ t1 , X2 ] = ode45 (@( t , x ) fun ( t , x ,
@C1q . pop , @C2q . pop ,

@C3q . pop , @C4q . pop ) , t0 , X01 ) ;

As you can see , i n s i d e fun we use
C1q ( ) i n s t e a d o f C1 .

A.4 Sensitivity Study

In this section, our goal is to understand the effects
of more aggressive focus, revision, and learning
strategies than the training strategy presented in the
paper. Here, we vary the values of hyperparame-
ters p1, s1, p2, p3, and reps and study the effects
on the downstream task perplexity. Note that the
GPT-2 models used a four phase training process.
Specifically, we aim to answer the following two
questions using the GPT-2 models:

1. What is the impact of not reintroducing the
discarded data samples?

2. What is the impact of the degree of pruning in
Phases 2 and 4?

To answer the first question, we pretrain a 124M
parameter GPT-2 model without the reintroduction
of data blocks in Phase 3, and use the reduced sub-
set from Phase 2 for the rest of the training. Then,
we finetune for downstream language modeling
tasks similarly and compared the perplexities us-
ing LFR in Table 8. This training strategy which
removes Phase 3, is labeled as no-reintro. Next,
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to answer the second question, we pretrain a 124M
parameter GPT-2 model using LFR but increase the
degree of pruning in Phase 2 from 50% to 70%, i.e.,
reduce the training subset to 30% of the original
size. This aggressive training strategy is labeled as
aggr-2.

We observe that both aggressive training strate-
gies do not work as well as the original method.
However, we continue to explore more automated
ways of deciding the training schedule for different
model families as part of our future work.

Model WikiText-2 WikiText-103 LAMBADA 1BW
no-reintro 23.24 25.76 17.27 36.02

aggr-2 23.91 27.00 21.11 38.62
LFR 19.81 22.49 16.61 32.27

Table 8: Downstream task perplexities with more ag-
gressive training strategies.

A.5 Analysis on Dropped and Retained Data
Blocks - GPT-2

In this section, our goal is to characterize the data
points retained and dropped during pretraining by
LFR in Phases 2 and 4 across the training time
and model size. Specifically, we aim to answer the
following questions:

1. What types of data blocks are learned ear-
lier in the training process compared to those
learned later?

2. Are similar data blocks considered learned
and dropped in Phases 2 and 4?

3. Are the dropped data blocks similar across
model sizes?

4. Are the data blocks dropped similar to those
retained at any given training phase?

To answer the first question, we printed out the
texts dropped and retained at different training
phases. Tables 12 and 14 show text blocks dropped
in Phases 2 and 4 by the 345M and 124M parameter
models, while Tables 13 and 15 show data blocks
retained. By reading through the texts, we notice
that the model first learned conversations and per-
sonal anecdotes, before being able to retain factual
information. We provide a more detailed analysis
of the learning process in Section A.6.

In order to answer questions 2-4, we recorded
only the IDs of dropped data blocks during Phases
2 and 4 for both the GPT-2 124M and GPT-2 345M

models, totaling 4 lists of dropped IDs. We then
load the recorded data blocks and embed them into
a higher dimensional space using the GPT-2 tok-
enizer. Considering that there is a total of 8.7M
data blocks (9B tokens divided into blocks of 1024
tokens), we cluster the embeddings using k-means
clustering with k = 270 to reduce the analysis
space and complexity. Finally, for each model, we
compute the cosine similarity for all combinations
of the embeddings of dropped data blocks across
training phases and visualize them using a heatmap.
These heatmaps plot the cosine similarity values
(ranging between 0 and 1) such that lighter values
(closer to 1) indicate higher similarity.

Figure 7 shows the similarity of dropped data
blocks across the time scale (Phase 2 shown on the
X-axis and Phase 4 shown on the Y-axis) for the
124M (left) and 345M (right) parameter models.
We find that there is a higher similarity in the data
points dropped by the 124M parameter model in
Phases 2 and 4 than in the case of the 345M param-
eter model (mean, variance, and standard deviation
are provided in Table 9). This behavior signals that
the lower capacity of the 124M parameter model
inhibits its learning process in Phase 3, such that it
finds similar points confusing in Phases 2 and 4. In
contrast, the 345M parameter model learns the data
blocks it found confusing in Phase 2 by focusing
on them, and moves on to learning new complex
blocks by Phase 4.

We conduct a similar study in order to character-
ize the similarity in data blocks across model sizes.
Figure 8 plots the cosine similarity heatmap for the
data blocks dropped by the 124M parameter model
(X-axis) and those dropped by the 345M parameter
model (Y-axis) in Phase 2. The mean, variance,
and standard deviations of the cosine similarity are
0.38, 0.15, and 0.023, respectively. This indicates
that the data blocks found easy and dropped in
Phase 2 by both models display a moderate level
of similarity, but also differ significantly.

Finally, we observe the cosine similarity of data
blocks dropped and retained during phase 4 for the
124M (left) and 345M (right) parameter models in
Figure 9. The mean, standard deviation, and vari-
ance are detailed in Table 10. The smaller model
displays greater similarity (lighter values in the
heatmap) between the dropped and retained blocks
than the larger model. We hypothesize that the
larger model can perform reasonably well across
similar data points, but struggles with very differ-
ent complex blocks by the fourth training phase.
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GPT-2 124M Dropped Data Blocks in Phase 2
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GPT-2 345M Dropped Data Blocks in Phase 2
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Figure 7: Cosine similarity heatmaps for dropped data blocks during phases 2 and 4 of pretraining for the GPT-2
124M (right) and 345M (left) models. The smaller model displays greater similarity in dropped data blocks over
time (lighter color), indicating that it remained uncertain about similar data points than the larger model.

Model Mean Std Variance
GPT-2 124M 0.45 0.20 0.04
GPT-2 345M 0.30 0.12 0.01

Table 9: Mean, standard deviation (std), and variance
of cosine similarity matrices for dropped data blocks
across time scale (Phase 2 and Phase 4) for the GPT-2
124M and 345M models.

In contrast, the smaller model does not display the
same high-level of understanding (similar perplex-
ity values) on related data blocks.

To summarize, data block importance varies
across training time, and across model sizes.
Therefore, static data selection techniques (Tiru-
mala et al., 2023; Abbas et al., 2023; Kaddour,
2023; Xie et al., 2023) which select a fixed subset
to train for the entire training duration for all model
architectures do not adapt to the changing train-
ing dynamics of LLMs. Based on our analysis in
Figure 8 and 7, different data blocks are found dif-
ficult by models of different capacities at different
training instants, driving the need for dynamic data
selection methods like LFR. We detail further anal-
ysis on the selected and discarded data blocks and
demonstrate how models initially focus on learning
conversational and anecdotal data, before proceed-
ing to learn factual data in Appendix A.6.

A.6 Extended Analysis on Dropped and
Retained Data Blocks for GPT-2

In this section, we expand on the ablation study in
Section A.5 in order to better characterize the data

Model Mean Std Variance
GPT-2 124M 0.44 0.21 0.046
GPT-2 345M 0.32 0.13 0.018

Table 10: Mean, standard deviation (std), and variance
of cosine similarity matrices for dropped and retained
data blocks in Phase 4 of pretraining for the GPT-2
124M and 345M models.

Figure 8: Cosine similarity heatmap for data blocks
dropped during Phase 2 of GPT-2 124M and 345M pre-
training shows moderate similarity, indicating different
data points are considered easy by each model.

Model Mean Std Variance
GPT-2 124M 0.42 0.19 0.04
GPT-2 345M 0.40 0.18 0.03

Table 11: Mean, standard deviation (std), and variance
of cosine similarity matrices for dropped and retained
data blocks in phase 2 of pretraining for the GPT-2
124M and 345M models.
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GPT-2 124M Dropped Data Blocks in Phase 4
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GPT-2 345M Dropped Data Blocks in Phase 4

Figure 9: Cosine similarity heatmaps for dropped and retained data blocks during Phase 4 of pretraining for the
GPT-2 124M (right) and 345M (left) models.

Become a fan of Slate on Facebook. Follow us
on Twitter.The first time I crocheted a soccer
ball was on the occasion of the 2010 World Cup.
It was being held on the continent of Africa,
and I thought the African Flower hexagon motif
was the perfect vehicle for a crochet soccer ball
celebrating the continent’s first time hosting the
World Cup: This time around, instead of using
all 9000 of my favorite colors, I limited myself
to the colors of the flags of the thirty-two coun-
tries that had made it to the final rounds of the
World Cup competition, and I did my best to
incorporate the designs of their flags into the
thirty-two hexagons and pentagons of a soccer
ball.
ML-77 Missile Launcher: Based on existing
technology, the ML-77 is a rapid-fire missile
launcher using seeking projectiles. Each projec-
tile features a friend-or-foe recognition system,
ensuring it will find a hostile target even if the
user’s aim is not completely accurate. The lock-
ing mechanism of the ML-77 allows the shooter
to ignore cover and line of sight when shooting
at locked on enemies, though an attack roll is
still required. Locking on to an enemy requires
a move action when the enemy is in line of sight
and lasts for the rest of the encounter, or until a
new target is locked.

Table 12: Examples of text dropped by the 345M model
in phase 2 (top) and phase 4 (bottom).

Figure 10: Cosine similarity heatmap for dropped data
blocks during Phase 4 of GPT-2 124M and Phase 2 of
the 345M model.

blocks considered easy / hard.
Tables 12 and 14 provides examples of text

blocks dropped in Phases 2 and 4 by the 345M and
124M parameter models respectively. Similarly,
Tables 13 and 15 provide examples of data blocks
retained by the models in Phases 2 and 4. We
printed out and went over all the text dropped and
retained in both Phases, and notice that text con-
sidered easy in phase 2 was more conversational,
and those considered easy in phase 4 were more
factual. This might indicate that the model first
learned conversations and personal anecdotes, be-
fore being able to retain factual information. These
findings are further corroborated by the examples
of data retained in both phases. We are working on
further analysis across different model families and
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sizes to strengthen this understanding.
Next, we continue the analysis of the cosine sim-

ilarity heatmaps evaluated across training time and
model parameter scales presented in Section A.5.
Here, we answer the following questions:

1. Are there similarities in the data blocks con-
sidered easy and dropped in Phase 4 of train-
ing of the 124M parameter model with those
considered easy and dropped by the 345M
parameter model in Phase 2?

2. Are the data blocks dropped similar to those
retained at any given training phase? Note
that Section A.5 presented this analysis only
for Phase 4 of the 124M and 345M parameter
models in Figure 9.

Figure 10 depicts the cosine similarity heatmap
for the data blocks dropped by the 124M parame-
ter model in Phase 4 (X-axis) with those dropped
by the 345M parameter model in Phase 2 (Y-axis).
The mean, standard deviation, and variance of the
similarity are 0.43, 0.18, and 0.03 respectively. In
contrast, the mean cosine similarity of data blocks
dropped in Phase 2 of pretraining of both the mod-
els was 0.38 (Section A.5 and Figure 8). This indi-
cates that the smaller model "catches up" with the
knowledge accumulated by the larger model, and
considers similar block easy in Phase 4 as those
considered easy by the larger model in Phase 2.

Next, we plot the cosine similarity heatmap for
the dropped and retained data blocks in Phase 2 for
the 124M (left) and 345M (right) parameter mod-
els. The mean, variance, and standard deviations
of the similarity are shown in Table 11. Observing
the mean similarity value and heatmap in Table 10
and Figure 9, we find that the cosine similarity
for dropped and retained data blocks is higher in
Phase 2 than Phase 4 in case of the 345M parameter
model. In contrast, the value remains high in both
Phases for the 124M parameter model. This find-
ing indicates that both the smaller and larger model
start the training by being confused about similar
data blocks. However, the larger capacity of the
345M parameter model allows it to learn the dataset
well in Phases 2 and 3, and move on to more com-
plex data blocks in Phase 4 (thus reducing the mean
similarity in Phase 4). The smaller model continues
remaining unsure about similar data blocks. Since
we observed that the smaller model "catches up"
with the training of the larger model (in Figure 10),

we hypothesize that the smaller model will eventu-
ally display similar behaviour as the larger model
once trained for longer iterations.
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Unofficial reports claimed the car was powered
by a 95kW 1.5-litre non-turbo petrol engine but
Tada didn’t confirm. When asked what pow-
ers the S-FR Tada revealed he was considering
three choices. "When you see the S-FR concept
I suppose you imagine it is a 1.5-litre car but
nowadays I can choose many kind of engines,"
he explained. "Downsized turbo, 1.5-litre natu-
rally aspirated and something additional as well.
Now we are thinking which one is the best en-
gine for a small sports car." Tada also admitted
that the company is unlikely to turn to a partner
like it did with Subaru for the 86/BRZ or the
new ’big brother’ sports car with BMW.
In April, MYIR released a Linux-powered MYS-
6ULX single board computer, which was no-
table for being available in two different ver-
sions using NXP’s low power, Cortex-A7 i.MX6
UltraLite (UL) or the more affordable, and al-
most identical i.MX6 ULL SoC. Now, MYIR
has released an “MYB-6ULX Expansion Board”
designed to stack onto either model. The
$21.20 accessory adds a second 10100 Ethernet
port to the MYS-6ULX, as well as new CAN,
RS485, audio, micro-USB, RTC, and camera
functions. MYB-6ULX Expansion Board with
MYS-6ULX (left) and detail view (click im-
ages to enlarge). The MYB-6ULX Expansion
Board has the same 70 x 55mm dimensions as
the MYS-6ULX, which is available in two mod-
els: The i.MX6 UL based MYS-6ULX-IND
has -40 to 85°C support instead of 0 to 70°C,
and the i.MX6 ULL based MYS-6ULX-IOT fea-
tures a USB-powered WiFi radio. The 4-layer
expansion board runs on 5V power, and shares
the industrial temperature support of the IND
model.

Table 13: Examples of text retained by the 345M model
in Phase 2 (top) and Phase 4 (bottom).

In the book, the mythical California is ruled by
Queen Califa and populated only with female
warriors who brandish gold weapons. They even
harness their animals in gold because it is the
only mineral on the island. The legend of Cal-
ifa and her island was well known among New
World explorers. In 1536 when Hernán Cortéz
arrived in Baja California, he believed he had
landed on the legendary island. Over three hun-
dred years later gold was discovered in Califor-
nia, making the legend partially true and earning
the state its nickname: The Golden State.
Segregated Witness, defined by Bitcoin Im-
provement Proposal 141 (BIP141), was de-
ployed using an activation mechanism (BIP9)
that requires 95 percent of all miners (by hash
power) to signal support for the upgrade within
the span of a two-week difficulty period. That’s
at least 1916 blocks within 2016 blocks, to be ex-
act. This threshold has just been reached. While
the current difficulty period will not end until
tomorrow, all blocks in this difficulty period are
signaling support for the upgrade so far. This
now totals over 1916 of them.

Table 14: Examples of text dropped by the 124M model
in Phase 2 (top) and Phase 4 (bottom).
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to the GUI installer. Most notably there is no
support for configuring partition layout, storage
methods or package selection. Please refer to
the official documentation for details. Here you
can find some useful information on creating
and using kickstart files which can be used to
perform advanced configuring without the need
for the GUI installer. The message "Insufficient
memory to configure kdump!" appears during
install. This is a known issue which appears on
systems with less than 2 GB RAM. This can be
ignored. Content for both the i386 and x86_64
architectures is split into two DVDs. We have
tried to get all basic server and basic desktop
installs only from DVD-1. Make sure that you
setup correctly the selinux context of the public
key if you transfer it to a CentOS 6 server with
selinux enabled.
Once you signed up, you can either click on the
Todo tab or the sign in link to gain access to
the application. Note that if you are selecting
sign in in the same session in which you signed
up, you will automatically sign in with the same
account you used for signing up. If you are
signing in during a new session, you will be
presented with Azure AD’s credentials prompt:
sign in using an account compatible with the
sign up option you chose earlier (the exact same
account if you used user consent, any user form
the same tenant if you used admin consent). If
you try to sign-in before the tenant administrator
has provisioned the app in the tenant using the
Sign up link above, you will see the following
error.

Table 15: Examples of text retained by the 124M model
in phase 2 (top) and phase 4 (bottom).
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