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Abstract

The ability of language models to compre-
hend and interact in diverse linguistic and
cultural landscapes is crucial. The Can-
tonese language used in Hong Kong presents
unique challenges for natural language pro-
cessing due to its rich cultural nuances and
lack of dedicated evaluation datasets. The
HKCanto-Eval benchmark addresses this gap
by evaluating the performance of large lan-
guage models (LLMs) on Cantonese language
understanding tasks, extending to English and
Written Chinese for cross-lingual evaluation.
HKCanto-Eval integrates cultural and linguis-
tic nuances intrinsic to Hong Kong, provid-
ing a robust framework for assessing language
models in realistic scenarios. Additionally,
the benchmark includes questions designed to
tap into the underlying linguistic metaknowl-
edge of the models. Our findings indicate that
while proprietary models generally outperform
open-weight models, significant limitations re-
main in handling Cantonese-specific linguis-
tic and cultural knowledge, highlighting the
need for more targeted training data and eval-
uation methods. The code can be accessed at
https://github.com/hon9kon9ize/hkeval2025

1 Introduction

Recent advancements in large language models
(LLMs) such as GPT-4, Gemini, and various open-
weight models have demonstrated remarkable ca-
pabilities in natural language understanding across
multiple languages (Xu et al., 2024). However,
the performance of most models significantly de-
clines when applied to languages other than En-
glish, yielding particularly poor outcomes for low-
resource languages (LRLs). These languages are
under-represented lingua francas that play a cru-
cial role in certain communities, and it is imper-
ative to improve multilingual support for LRLs
by creating benchmarks to guide the future de-
velopment of multilingual LLMs. Since they are

poorly supported due to the lack of training data,
if there is a close language with more resources,
this problem can potentially be mitigated through
few-shot learning. A notable example of this strat-
egy is the use of Bahasa Indonesian to handle re-
gional languages in Indonesia (Aji et al., 2022;
Winata et al., 2022). This strategy aligns with the
spirit of language sustainability and AI support for
marginalised communities (Du et al., 2020), which
is also applicable to Cantonese.
This paper investigates the status of LLM sup-

port for Cantonese (ISO 639-3: yue), a member of
the Sinitic (“Chinese”) branch of the Sino-Tibetan
language family, and a distinct variety unintelli-
gible to users of Mandarin, the standard variety
of Chinese used in Mainland China (Pǔtōnghuà)
and Taiwan (Guóyǔ). Cantonese, spoken by over
85 million people according to Ethnologue (Eber-
hard et al., 2024), serves as the most common
and de facto official language of Hong Kong and
Macau, and is also widely used in parts of Guang-
dong, Guangxi, Malaysia, and Singapore. Addi-
tionally, it is used as a diasporic language in coun-
tries such as Canada (Sachdevl et al., 1987), the
United States (Leung and Uchikoshi, 2012), Aus-
tralia (Zhang et al., 2023), and the United King-
dom (Bauer, 2016; Tsapali and Wong, 2023). De-
spite its widespread use, Cantonese is still consid-
ered a low-resource language (Xiang et al., 2024)
due to the lack of quality written resources. This
scarcity results from a “diglossia” that requires
Written Chinese (which resembles Mandarin) to
be used in formal settings1, and a longstanding,
ideologically-driven stigmatisation of Cantonese
as an informal/vulgar language (Lau, 2024), fur-
ther confines written Cantonese to informal con-

1Even in Mandarin-like Written Chinese, there are persis-
tent lexical differences with other regions due to vastly differ-
ent governmental, legal and education systems. For instance,
the word “taxi” is rendered as “出租車” in mainland China,
“計程車” in Taiwan, and “的士” in Hong Kong and Macau.
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texts like social media and texting.
Cantonese is partially supported by certain

LLMs, with models like GPT-4 and Gemini ca-
pable of comprehending and responding in Can-
tonese (Fu et al., 2024; Hong et al., 2024; Jiang
et al., 2024). There are models dedicated to better
supporting Chinese languages and dialects: The
Hong Kong government is developing an inter-
nal tool based on locally developed LLMs for ad-
ministrative use (Yiu, 2024); SenseTime released
SenseChat (Cantonese), a model trained on 6 bil-
lion tokens of Hong Kong-specific data (Sense-
Time, 2024). However, the current support level
is mostly contributed to by small pockets of Can-
tonese presented in the sheer volume of Written
Chinese training data. There have been compar-
isons between Chinese and Western models on
how well languages spoken in China are handled
(Wen-Yi et al., 2025), showing that Chinese mod-
els outperformed Western ones on Mandarin, but
the same cannot be said for Cantonese or other
languages in China. The following section out-
lines how current benchmarking studies have yet to
provide a comprehensive evaluation for Cantonese
and Hong Kong-related tasks that tap into the in-
depth representation of underlying aspects of the
language, which we believe is the prerequisite for
accurate comprehension in uncommon scenarios.

2 Related Benchmarks

The development of LLMs has spurred significant
research into evaluating their performance and
comparing their capabilities to human reasoning
across general and domain-specific tasks. A promi-
nent benchmark in this area is the MMLU dataset
(Hendrycks et al., 2020), which comprises 57
tasks ranging from elementary to university-level
multiple-choice questions. Despite its widespread
use, MMLU has been criticised for containing
flawed questions and answers (Gema et al., 2024;
Gupta et al., 2024). To address these shortcom-
ings, alternative benchmarks such as BIG-Bench
(Srivastava et al., 2022), MMLU-Pro (Taghanaki
et al., 2024), and MMLU-Pro+ (Wang et al., 2024)
have been introduced, aiming to improve accu-
racy while presenting more diverse and challeng-
ing questions.
In addition to comprehensive benchmarks, re-

searchers have developed domain-specific, expert-
curated datasets to evaluate the reasoning capabili-
ties of LLMs in specialised fields such as program-

ming (HumanEval (Chen et al., 2021); NL2Code
(Zan et al., 2022)) and mathematical reasoning
(GSM8K (Cobbe et al., 2021); MATH (Hendrycks
et al., 2021); MATH 401 (Yuan et al., 2023); Omni-
MATH (Gao et al., 2024)).
Although most existing LLM benchmarks fo-

cus on English-language tasks, culturally-aware
datasets integrating machine-translated questions,
native datasets, and exam questions have been
developed in other languages, including Ara-
bic (Koto et al., 2024), Basque (Etxaniz et al.,
2024a,b), Spanish (Plaza et al., 2024), Indic lan-
guages (Verma et al., 2024), andKorean (Son et al.,
2024). Similar benchmarks have been published
for Chinese, such as CMMLU (Li et al., 2023) and
C-Eval (Huang et al., 2024) that gathered ques-
tions from various academic and professional ex-
ams in mainland China, and TMLU (Chen et al.,
2024) and TMMLU+ (Tam et al., 2024) that eval-
uate knowledge in Traditional Chinese in the con-
text of Taiwan.
These benchmarks are not applicable to the

Hong Kong context due to the aforementioned
diglossia and regional lexical differences. Re-
cently, Jiang et al. (2024) introduced a Can-
tonese evaluation benchmark that combines four
datasets translated from other languages (ARC,
GSM8K, CMMLU, and Truthful-QA)2, resulting
in a dataset that is heavily biased towards Amer-
ican culture (16.9% entries in the Truthful-QA
dataset reference the United States) or mainland
Chinese exams (CMMLU) (see Appendix A).

3 Methodology

HKCanto-Eval introduces a specialised bench-
mark to address the lack of systematic tests for
evaluating the Cantonese capabilities and Hong
Kong knowledge of an LLM in these aspects: (1)
Language Proficiency, the capability in an accu-
rate and nuanced understanding of Cantonese and
local-flavoured Written Chinese, as well as gen-
erating fluent, idiomatic, genre-appropriate Can-
tonese text in question and answering, translation,
and summarisation tasks; (2) Cultural Knowl-
edge, in-depth knowledge about not only general
historical and geographical facts related to Hong
Kong, but also everyday practices, local customs,
beliefs and values, and cultural references from

2It also contains a translation evaluation component
for English-Cantonese and Simplified-to-Traditional Chinese
translations, but its data sources and evaluation methods are
not fully transparent.
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Figure 1: Diagram showing the tasks of the HKCanto-Eval Benchmark

movies, music, literature, and internet culture; (3)
Reasoning and Problem-Solving, reasoning and
problem-solving skills within a Cantonese and/or
Hong Kong-based context, including reasoning
about the sound and written forms of the language.
These aspects are incorporated into the five

datasets outlined below.

3.1 Translated MMLU Dataset
The first dataset comprises 14,042 questions from
the original MMLU dataset in English (Hendrycks
et al., 2020) and their Cantonese translation3. This
allows us to compare how LLMs perform when
handling knowledge in a wide range of subjects
in Cantonese rather than in English (See Appendix
B).

3.2 Academic and Professional Dataset
The Academic and Professional Dataset is a set
of multiple-choice questions curated to measure
LLMs’ reasoning and problem-solving abilities in
domain-specific knowledge. The dataset contains
multiple-choice questions from 3 sub-categories:
(1) Academic: Questions sourced from Hong
Kong Diploma of Secondary Education (HKDSE),
a territory-wide high-school graduate-level exam;
extracted and manually corrected from scanned

3The translation was done by the Google Gemini 1.5 Flash
API, which offers a balance between top performance and cost
as one would find in the later section. To address concerns
regarding the accuracy of LLM translation, we have selected
4 questions from each category for human checking. 202 out
of 228 sentences were judged to be good by the raters.

PDFs and are believed to have never appeared on-
line in a plain-text form; (2) Professional: Ques-
tions from seven professional qualification exams,
extracted from text PDF files found on the cor-
responding official sites (in which the model an-
swers were not on the same page as the questions,
avoiding data contamination concerns), and an ad-
ditional set of Taxi Licensing Exam Styled Route
Planning questions on Hong Kong roads and geo-
graphical features; (3) Law: Questions about law
in Hong Kong across 15 categories sourced from
the Internet, and an additional subset of the Basic
Law edited by the authors.
All questions are in Written Chinese (in the Tra-

ditional script). We also included an English ver-
sion if it is available. The details of this dataset can
be found in Appendix C.

3.3 Hong Kong Cultural Questions Dataset

This dataset contains 277 manually crafted ques-
tions divided into five categories that capture cul-
tural knowledge common to people who have lived
or grown up in Hong Kong, that are often not
learned in schools. The categories are Food Cul-
ture, History and Landmarks, Language and
Expressions, Life in Hong Kong and Local Area
Knowledge. The questions were collected in a
way to capture knowledge from all walks of life.
244 questions were developed by the authors and
volunteers for the first four categories, and the last
category comes from an online quiz. Questions
were created so that they were non-trivial and at
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the same time not too obscure, and have been ver-
ified by all the authors. Details can be found in
Appendix D.

3.4 Linguistic Knowledge Dataset
This is an assessment of the linguistic knowledge
represented in the models, inspired by the ap-
proach of PhonologyBench (Suvarna et al., 2024)
for English. To our knowledge, this innovative ap-
proach has never been incorporated into existing
Cantonese or Chinese benchmarks in general.

3.4.1 Phonological Knowledge
The dataset contains 100 questions that evalu-
ate phonological knowledge about characters and
words of an LLM, including the judgment of homo-
phones and rhyming and other non-trivial reason-
ing tasks based on word pronunciation. These are
particularly important in the Cantonese context, as
the writing system does not provide reliable cues
about the pronunciation of words, and Cantonese
materials are not accompanied by sound transcrip-
tion. This knowledge needs to be present in the
training data for tasks that require sound-related
operations or reasoning (See Appendix E.1).

3.4.2 Orthographic Knowledge
The Orthographic Knowledge Dataset evaluates
the character meta-knowledge of an LLM. Can-
tonese users fromHongKong need to know around
4,000 characters by the age of 12 and will have
built sound knowledge about the representation of
the characters. This subset contains 100 questions
about the strokes, structure, arrangement, and radi-
cal and constituent components of common charac-
ters. Cantonese uses the Traditional Chinese script
(ISO 15924: Hant) in Hong Kong and Macau, and
the script is also used in Taiwan. There could be
influence fromMandarin data or Taiwan usage not
shared by Cantonese. It is also expected that cer-
tain models may produce incorrect answers due to
the over-reliance on simplified Chinese data (See
Appendix E.2).

3.4.3 Grapheme-to-Phoneme (G2P)
Conversion

This dataset addresses the task of converting a
string of written text represented in Traditional
Chinese characters into Jyutping, a widely adopted
romanisation standard of Cantonese4. This is sim-
ilar to typical G2P tasks except that Jyutping is

4https://lshk.org/jyutping-scheme

used instead of the International Phonetic Alphabet
(IPA) as the output. G2P functionalities have been
implemented by PyCantonese (Lee et al., 2022),
a Cantonese NLP package, Hambaanglaang Con-
verter5 and Visual Fonts6. As the task is non-
deterministic, rule-based conversions are bound to
be unreliable (althoughVisual Fonts have achieved
very high accuracy now). There is also no reli-
able non-rule-based G2P system to our best knowl-
edge. This part of the dataset contains 150 pairs
of Character-Jyutping sentences from both Stan-
dardWritten Chinese and Cantonese and in a range
of formality levels, manually checked by profes-
sional linguists from the Linguistic Society of
Hong Kong, the organisation that established and
maintains the Jyutping system. The score calcula-
tion method is discussed in Appendix E.3.

3.5 NLP Tasks Dataset
Multiple-choice questions offer a structured ap-
proach to assess LLM factual knowledge and rea-
soning, but they are insufficient for evaluating
real-world language understanding and generation.
Open-ended tasks, including translation and sum-
marisation, were incorporated.
A translation dataset comprising 20 Cantonese

sentences with complex linguistic nuances was
created, with each sentence manually translated
into English and written Chinese (resulting in 4
translation pairs per sentence) (See Appendix F).
For summarisation, 10 Cantonese articles and 10
TED talk subtitles were used. The importance of
transcription-based summarisation, reflecting Can-
tonese’s prevalence in oral communication, is em-
phasised by the inclusion of TED talks (See Ap-
pendix G).
Performance on traditional NLP tasks like senti-

ment analysis was also evaluated. Leveraging the
OpenRice dataset (toastynews, 2020) (restaurant
reviews categorised as positive, neutral, or neg-
ative), 1200 reviews (avg. 309 characters) with
a balanced sentiment distribution were included.
Additionally, a new dataset of 399 Facebook com-
ments (avg. 24 characters), labelled by paid in-
terns, was created (See Appendix H).

3.6 Evaluation Method
The evaluation process of multiple-choice ques-
tions follows the standard 5-shot evaluation pro-
cedures in MMLU formulation. However, for the

5https://test.hambaanglaang.hk
6https://visual-fonts.com
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Hong Kong Cultural Questions Dataset, a zero-
shot evaluation was also conducted to emulate ac-
tual usage. The translated MMLU dataset used
the same system prompt as the original MMLU
dataset. For other multiple-choice questions, a
short sentence with the name of the exam or ques-
tion subcategory is added.
For the G2P dataset, character error rates (CER)

and Levenshtein distance were both used to calcu-
late the discrepancy between the model output and
the gold standard in a five-shot evaluation. The
summarisation tasks were evaluated without any
example to avoid exceeding the context length of
any model, while zero and three-shot evaluations
were carried out for the translation task.
The outputs of both translation and summari-

sation evaluation were evaluated and graded by
paid undergraduate students and teaching assis-
tants. The rubric can be found in Appendix F and
G. As technology improves, future LLMs can per-
form the task to offer scalability. Nonetheless, the
results from this human evaluation will be useful
for verifying the validity and consistency of LLM-
as-a-judge in the future.

3.7 Model Selection
13 model families were selected for evaluation.
Proprietary models including OpenAI GPT4o
(Hurst et al., 2024) and GPT4-mini (OpenAI,
2024), Google Gemini 1.5 Flash and Gemini 1.5
Pro (Gemini Team et al., 2024) and Anthropic
Claude 3.5 Sonnet (Anthropic, 2024)were selected
for their reported superior performance across dif-
ferent languages.
Three proprietary models from Chinese com-

panies, including Doubao Pro from ByteDance
(Doubao, 2024), Erne 4.0 from Baidu (Baidu Inc.,
2023) and SenseChat (Cantonese) from Sense-
Time (SenseTime, 2024), were also incorporated.
All proprietarymodels were accessed through their
API, except SenseChat, which was accessed via
the web interface due to a failure to get verified
to use their API.
Popular multilingual open-weight models in-

cluding Aya 23 8B (Aryabumi et al., 2024),
Gemma 2 2B, 9B and 27B (Gemma Team et al.,
2024), Llama 3.1 8B, 70B and 405B (Dubey
et al., 2024), and Mistral Nemo Instruct 2407
12B (Mistral, 2024) were included to assess their
cross-lingual ability. The collection also included
two open-weight multilingual models from Chi-
nese companies, Yi 1.5 6B, 9B and 34B (Young

et al., 2024) and Qwen2 7B and 72B (Yang et al.,
2024). In addition, CantoneseLLM (CLLM) v0.5
6B and 34B7 are two of the few open-weight mod-
els trained specifically on Cantonese data. They
were trained by fine-tuning Yi 1.5 6B and 34B
models with around 400 million tokens of Hong
Kong-related content. Open-weight instructions
fine-tuned models smaller than 70B parameters
were evaluated using Nvidia H100 GPUs. The
70B and 405B models were evaluated using the
API of SiliconFlow8.

4 Results

4.1 MMLU

Table 1 shows the results of the multiple-choice
questions. Proprietary models and open-weight
models like Llama 3.1 70B, 405B, and Qwen 2
72B performedwell inMMLU, but experienced an
average of 7.46 percentage point drop when ques-
tions were in Cantonese. Considering potential er-
rors from machine translations, this is evidence of
Cantonese reasoning and problem-solving ability.

4.2 Academic and Professional Questions

The results of this dataset showed expected
problem-solving abilities across models in differ-
ent subject areas, in particular, general weaknesses
in handling secondary school-level mathematics
and strong performance in legal questions. Pro-
prietary models generally performed better than
open-weight models. The sub-scores in the indi-
vidual tasks show that most models struggled with
academic questions that were never posted online.
It is worth noting that some open-weight models
(e.g. CLLM v0.5 34B and Qwen2 72B) outper-
formed most models, and we can conduct further
investigation on what additional training data was
used to achieve this performance. Written Chi-
nese yielded better overall results, and this is at-
tributed to the Law dataset, which only came in
Chinese. Discounting this set, Written Chinese
caused a slight drop in performance. This indi-
cates thatmulti-lingual open-weight LLMs showed
cross-lingual capabilities, maintaining similar per-
formance across both languages.

7https://huggingface.co/hon9kon9ize/CantoneseLLMChat-
v0.5

8https://siliconflow.cn
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MMLU Academic &
Professional Cultural Average

Model EN YUE EN ZH 0-shot 5-shot EN ZH/YUE
Claude 3.5 Sonnet 85.0% 81.5% 75.1% 75.2% 71.7% 75.0% 80.1% 75.8%
Doubao Pro 79.8% 74.2% 60.8% 70.5% 70.7% 75.0% 70.3% 72.6%
Ernie 4.0 81.0% 75.2% 70.4% 72.4% 68.2% 75.2% 75.7% 72.8%
Gemini 1.5 Flash 79.0% 73.1% 67.4% 68.3% 61.0% 64.0% 73.2% 66.6%
Gemini 1.5 Pro 83.2% 77.6% 71.0% 71.7% 74.0% 73.8% 77.1% 74.3%
GPT4o 84.8% 80.3% 77.6% 75.3% 77.5% 77.2% 81.2% 77.6%
GPT4o-mini 76.7% 69.4% 62.0% 65.6% 55.6% 60.6% 69.4% 62.8%
SenseChat 78.7% 70.1% 73.6% 75.6% 67.4% 77.4% 76.1% 68.8%
Aya 23 8B 56.6% 47.1% 44.8% 49.0% 39.5% 37.7% 50.7% 43.3%
CLLM v0.5 6B 58.6% 51.7% 50.9% 53.5% 52.0% 56.1% 54.7% 53.3%
CLLM v0.5 34B 75.9% 69.9% 66.8% 69.9% 72.5% 76.7% 71.3% 72.3%
Yi 1.5 6B 64.1% 54.0% 53.7% 58.3% 47.7% 50.7% 58.9% 52.7%
Yi 1.5 9B 70.9% 60.8% 59.2% 63.3% 48.7% 57.3% 65.0% 57.5%
Yi 1.5 34B 76.1% 68.5% 63.7% 68.7% 67.7% 72.9% 69.9% 69.5%
Gemma 2 2B 58.5% 46.5% 45.3% 48.5% 33.3% 35.2% 51.9% 40.9%
Gemma 2 9B 73.4% 64.3% 63.6% 64.0% 49.1% 51.6% 68.5% 57.3%
Gemma 2 27B 76.4% 68.4% 65.1% 68.1% 57.1% 60.9% 70.7% 63.6%
Llama 3.1 8B 69.0% 56.4% 51.4% 57.1% 45.6% 52.7% 60.2% 52.9%
Llama 3.1 70B 80.3% 74.9% 68.2% 70.0% 63.0% 64.4% 74.2% 68.1%
Llama 3.1 405B 84.5% 78.4% 70.9% 74.2% 67.9% 69.9% 77.7% 72.6%
Mistral Nemo 12B 68.8% 58.4% 54.6% 58.0% 40.1% 42.7% 61.7% 49.8%
Qwen2 7B 71.2% 64.8% 60.7% 65.4% 53.6% 54.8% 66.0% 59.6%
Qwen2 72B 82.9% 78.3% 74.7% 76.3% 72.9% 77.7% 78.8% 76.3%
Random 25.0% 25.5% 22.9% 24.6% 29.8% 28.1% 23.9% 27.0%

Table 1: Model performance on MMLU, Academic and Professional, and Cultural questions. Note that SenseChat
refused to answer one subset of questions in Cultural Question 5-shot evaluation.

4.3 Hong Kong Cultural Questions

Proprietary models and Qwen 2 72B showed a
good understanding of Hong Kong cultural knowl-
edge, yet none of themodels performedwell across
the subcategories. Looking into the sub-scores,
models occasionally matched humans in most sub-
tests (e.g. Food Culture and Life in HK ). However,
when inspecting the results, good performance by
percentage only reflects the size of existing Hong
Kong knowledge represented in Wikipedia entries.
For example, only two models (Yi 1.5 6B and
Qwen2 72B) correctly answered the origin of De-
mae Itcho noodles sold in Hong Kong, while 94%
of humans did. The results for Language & Ex-
pressions also show that most models did not have
a nuanced understanding of Cantonese. Com-
pared to human performance at 85.8%, SenseChat
scored the highest point out of all models in 5-
shot (79.6%), but its performance dropped signif-
icantly in zero-shot (61.4%). In zero-shot evalu-

ation, CLLM v0.5 34B delivered the best perfor-
mance at 77.3%. Furthermore, model size affects
the performance of geospatial tasks, with open-
source models in the 6-9B parameter range achiev-
ing only about 50% of larger models’ performance
on Local Area Knowledge (e.g. Yi 1.5 34B 67.9%,
9B 35.7%). The overall results of this dataset sug-
gest that Hong Kong cultural knowledge is under-
represented in LLM training. See Appendix C for
details.

4.4 Linguistic and NLP Tasks
These two groups of tasks reveal the representa-
tion of Cantonese phonological, orthographic, lex-
ical and grammatical knowledge in existing mod-
els. The overall results (Table 2) show a consis-
tent trend where proprietary models outperformed
open-weight models (but more pronounced in lin-
guistic tasks). GPT-4o led with 76.7% and 89.6%
in both linguistic and NLP tasks. Lower scores
are often due to chance-level performance when
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Phonological Knowledge Orthographic Knowledge NLP

Model Homo-
phone Rhyme Misc. Visual

Sim.
Canton.
Char. Misc. Avg.

Claude 3.5 Sonnet 28.0% 64.0% 16.0% 50.0% 76.9% 59.3% 89.2%
Doubao Pro 16.0% 44.0% 16.0% 70.0% 80.8% 48.1% 87.0%
Ernie 4.0 28.0% 60.0% 18.0% 70.0% 80.8% 53.7% 82.7%
Gemini 1.5 Flash 12.0% 20.0% 24.0% 40.0% 73.1% 31.5% 83.2%
Gemini 1.5 Pro 16.0% 40.0% 24.0% 50.0% 88.5% 46.3% 87.9%
GPT4o 56.0% 96.0% 28.0% 50.0% 65.4% 63.0% 89.6%
GPT4o-mini 20.0% 60.0% 20.0% 30.0% 57.7% 40.7% 86.1%
SenseChat 16.0% 36.0% 22.0% 75.0% 76.9% 42.6% 78.8%
Aya 23 8B 12.0% 40.0% 14.0% 15.0% 19.2% 31.5% 70.1%
CLLM v0.5 6B 24.0% 8.0% 18.0% 20.0% 50.0% 27.8% 71.9%
CLLM v0.5 34B 28.0% 28.0% 14.0% 35.0% 76.9% 37.0% 73.3%
Yi 1.5 6B 28.0% 12.0% 12.0% 10.0% 50.0% 20.4% 56.6%
Yi 1.5 9B 36.0% 40.0% 24.0% 30.0% 57.7% 18.5% 72.2%
Yi 1.5 34B 16.0% 32.0% 26.0% 30.0% 61.5% 33.3% 82.9%
Gemma 2 2B 8.0% 24.0% 18.0% 25.0% 53.8% 22.2% 73.4%
Gemma 2 9B 20.0% 28.0% 24.0% 25.0% 50.0% 33.3% 85.0%
Gemma 2 27B 20.0% 12.0% 16.0% 25.0% 65.4% 24.1% 83.2%
Llama 3.1 8B 12.0% 16.0% 18.0% 25.0% 42.3% 38.9% 60.3%
Llama 3.1 70B 28.0% 40.0% 12.0% 30.0% 61.5% 35.2% 84.5%
Llama 3.1 405B 20.0% 44.0% 18.0% 35.0% 65.4% 50.0% 64.4%
Mistral Nemo 12B 12.0% 28.0% 10.0% 25.0% 23.1% 37.0% 68.8%
Qwen2 7B 8.0% 40.0% 12.0% 35.0% 46.2% 33.3% 66.8%
Qwen2 72B 12.0% 28.0% 16.0% 50.0% 76.9% 48.1% 83.5%
Random/Control 16.0% 28.0% 24.0% 30.0% 11.5% 27.8% 76.8%

Table 2: Model performance on Linguistic Knowledge Dataset multiple-choice questions and NLP tasks. The bot-
tom row indicates the expected correctness from random selection for the Phonological and Orthographic Knowl-
edge tasks. For NLP, the reported figure is the average evaluation of professionally prepared translations for trans-
lation tasks serving as a control.

knowledge is absent, or below chance-level due to
influence from Mandarin. Here are the key find-
ings and observations:
Most LLMs understand Cantonese fine. Most

models performed well in Sentiment Analysis
(GPT4o 79.7%, Llama 3.1 405B 78.8%), Transla-
tion (3-shot: GPT4o 98.3%, Qwen2 72B 96.6%),
and Summarisation (Claude 3.5 Sonnet 92.7%,
Gemma 2 9B 91.3%). Models that obtained lower
scores are often due to task completion problems,
e.g. failure to handle long input and problems with
low-frequency/mixed-language tokens.
Proprietary and large open-weight models have

good Cantonese lexical knowledge. The perfor-
mance in translation and sentiment analysis is
closely tied to the ability to determine the mean-
ing of Cantonese-specific words that are not found
or used differently in Mandarin. Most models
also performed well in the Cantoense Character

Selection sub-task (Canton. Char. in Table 2)
under Orthographic Knowledge. It is notewor-
thy that despite good performance with proprietary
models (73.1% - 88.5%) and some open-weight
models (CLLM v0.5 34B and Qwen2 72B, both
76.9%), GPT4o struggled with Cantonese orthog-
raphy (65.4%).
LLMs in general lack knowledge about Can-

tonese pronunciation. In the Grapheme-to-
Phoneme (G2P) conversion task, all models per-
formed far worse than the rule-based control (Vi-
sual Fonts v3.3, CER 0.8%), with the closest be-
ing GPT-4o (5.4%) and Claude 3.5 Sonnet (7.9%)
as shown in Table 3. The appalling results from
all tested language models reveal how linguistic
knowledge is seriously under-represented. While
it is expected that the G2P tasks will be signifi-
cantly improved in newer/future models, actual lin-
guistic tasks that involve sounds require more ad-
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Model CER Levenshtein
Claude 3.5 Sonnet 7.9% 0.018
Doubao Pro 20.9% 0.044
Ernie 4.0 34.4% 0.094
Gemini 1.5 Flash 34.7% 0.083
Gemini 1.5 Pro 15.3% 0.030
GPT4o 5.4% 0.009
GPT4o-mini 12.0% 0.023
SenseChat 54.4% 0.163
Aya 23 8B 96.6% 0.724
CLLM v0.5 6B 94.1% 0.859
CLLM v0.5 34B 23.4% 0.058
Yi 1.5 6B 99.0% 0.577
Yi 1.5 9B 97.2% 0.528
Yi 1.5 34B 79.6% 0.837
Gemma 2 2B 97.5% 0.524
Gemma 2 9B 73.0% 0.259
Gemma 2 27B 62.5% 0.201
Llama 3.1 8B 69.9% 0.270
Llama 3.1 70B 31.3% 0.086
Llama 3.1 405B 26.3% 0.074
Mistral Nemo 12B 59.8% 0.201
Qwen2 7B 97.3% 0.466
Qwen2 72B 74.0% 0.268
Rule Based 0.8% 0.001

Table 3: Model performance in the Grapheme-to-
Phoneme (G2P) dataset. Scores calculated based on
character error rates (CER) and Levenshtein distance.
(Lower is better)

vanced knowledge about the language’s sound sys-
tem. Most models struggled with tasks like judg-
ing homophone or rhyme pairs in Table 2, with
GPT-4o being a notable exception (Homophone:
56.0%; Rhyming: 96.0%). Poor (close to chance
level) performance in other models is not only due
to the lack of G2P ability, a prerequisite for phono-
logical reasoning, but also due to how Mandarin
homophones partially influence this task. This will
continue to be challenging for Cantonese due to
limited specialised data.
LLMs in general do not have meta-linguistic

knowledge represented in Cantonese. Although
certain models, especially the Chinese proprietary
models, performed well in the visual similarity
task (SenseChat 70%, Doubao 70%, Ernie 75%)
or orthographic reasoning (GPT4o 63.0%), the
knowledge seems to have come from Simplified
Chinese, thus their good performance is not trans-
ferred to Cantonese-specific items. This seems to
be caused by insufficient descriptive knowledge

about the structure and properties associated with
the individual glyphs.

5 Conclusion

This paper presents HKCanto-Eval, the first com-
prehensive evaluation benchmark focusing on
Hong Kong Cantonese, by comparing the Can-
tonese language support of 6 proprietary and 7
open-weight model families. Our findings indi-
cate that while these models can understand Can-
tonese in various contexts, retrieve knowledge
about Hong Kong, and address problems written
in or about Cantonese to some extent, there are no-
table limitations. Most models, especially open-
weight models in the 6–9B range, lack sufficient
linguistic, cultural and professional knowledge in
Cantonese and Hong Kong. Performance was par-
ticularly poor for questions requiring knowledge
not commonly found in major online sources.
One area that we paid close attention to is

the presence of metalinguistic knowledge in these
models. There is concern that models showed Can-
tonese proficiency in linguistic and NLP tasks pri-
marily through Mandarin. If their linguistic under-
standing is based solely on Mandarin, they may
perform well on simpler tasks but struggle signifi-
cantly with “false friends” between languages, as
Mandarin knowledge becomes a hindrance. This
benchmark introduces a novel perspective, focus-
ing on Cantonese processing abilities beyond su-
perficial slang and expressions. By requiring rea-
soning about sounds and characters specific to Can-
tonese, our benchmark provides a fairer judgement
that credits models accurately capturing Cantonese
phonology and orthography, while exposing those
that appear competent in Cantonese but are heavily
reliant on Mandarin.
This challenge in processing Cantonese is

shared by other low-resource languages. As train-
ing data increases, models tend to favour high-
resource languages like Mandarin Chinese. The
apparent similarity between Cantonese and Writ-
ten Chinese further affects the ability of even pro-
prietary models to distinguish between these lin-
guistic contexts accurately. Addressing the seg-
regation of regional and linguistic knowledge is
crucial for developing culturally and linguistically
adaptive LLMs. This issue extends beyond Can-
tonese to other under-represented language com-
munities.
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6 Limitations & Future Directions

The current benchmark exhibits several limita-
tions.
Inaccuracies in machine-translated materi-

als: First, the use of machine translation intro-
duces potential inaccuracies. While Gemini 1.5
Flash balances cost and quality, human-translated
questions could provide a more reliable bench-
mark, albeit at a higher resource cost. The reliance
on multiple-choice and text-based questions does
not fully capture the capabilities required for practi-
cal LLM applications such as code generation and
mathematical problem-solving, which demand co-
herent and contextual text generation. The dataset
also lacks multi-modal data like image and audio,
which is now supported by proprietary models and
should be evaluated.
Biases in topic selection: The newly and man-

ually created questions might contain biases and
a lack of scalability and comprehensiveness. The
cultural questions, predominantly created by col-
leagues and relatives of the authors, may intro-
duce bias in cultural references and wordings, lead-
ing to an over-representation of certain perspec-
tives while under-representing others, such as tra-
ditional practices. Political topics were also specif-
ically excluded, due to political complications, lim-
iting cultural representation. This can also be con-
sidered a reasonable compromise since many mod-
els (e.g. those from Chinese companies) are con-
figured to censor these topics, and there is a risk
that our accounts or IP addresses will be banned
before we complete all the benchmarking tasks for
this paper.
Lack of Crosslingual Evaluation: English

translations for cross-lingual ability evaluation
were also not included due to resource limitations.
An additional comparison should be added to com-
pare whether the same set of questions will be an-
swered less satisfactorily when presented in En-
glish or Standard Written Chinese instead of Can-
tonese, in line with the evaluation done for Basque
(Etxaniz et al., 2024a) and Mongolian and Tibetan
(Zhang et al., 2025). We will leave this for future
research.
Reliance on human evaluation: Human evalu-

ation, while insightful, is not scalable. Automated
and objective evaluation methods, such as LLM-
as-a-judge or rule-based approaches, are necessary
for efficient evaluation, but this is challenging due
to the low-resource nature of Cantonese.

Future directions include developing bench-
marks incorporating audio, images, and tables, and
addressing the aforementioned limitations to cre-
ate more comprehensive and representative evalu-
ations.
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