CoNLL 2025

The 29th Conference on Computational Natural Language
Learning (CoNLL 2025)

Proceedings of the Conference

July 31 - August 1, 2025



The CoNLL organizers gratefully acknowledge the support from the following
SpONsors.

Platinum

@ DeepMind

ii



©2025 Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
317 Sidney Baker St. S

Suite 400 - 134

Kerrville, TX 78028

USA

Tel: +1-855-225-1962

acl@aclweb.org

ISBN 979-8-89176-271-8

iii



Introduction

Welcome to CoNLL, the annual conference organized by the ACL Special Interest Group on Natural
Language Learning (SIGNLL). As in previous years, CoNLL is a single-track conference with a focus
on theoretically, cognitively and scientifically motivated approaches to computational linguistics, parti-
cularly exploring interactions between theoretical issues and computational modeling. This year, CoONLL
is held alongside ACL 2025.

For our conference program, we received a total of 217 archival and 20 non-archival paper submissions,
out of which we accepted 40 archival submissions (18%) and 6 non-archival submissions (30%). In
addition to direct submissions, our program includes one presentation of a Findings paper accepted to
the ACL main conference. Accepted papers are presented in two poster sessions and four oral sessions.
In addition, the program includes a discussion session as well as two invited talks, by Raquel Fernandez
and Jean-Rémi King.

Our program committee consisted of 22 area chairs and 189 reviewers, whom we’d like to thank very
much for providing constructive reviews and thoughtful recommendations. Special thanks go to our
publication chairs, Emily Cheng and Selina Meyer, and publicity chairs, Snigdha Chaturvedi and Anvesh
useful tips and important information. We are grateful for Google DeepMind’s sponsoring of the Best
Paper Award.

And, last but very much not least, a big thank you to the authors and the community, without whom this
conference would not exist.

Gemma and Michael
CoNLL 2025 conference co-chairs
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