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Abstract

This paper presents our submission to Sub-
task 2 (multi-label classification of persuasion
techniques) of the Shared Task on Detection
and Classification of Persuasion Techniques
in Slavic Languages at SlavNLP 2025. Our
method leverages a teacher–student framework
based on large language models (LLMs): a
Qwen3 32B teacher model generates natural
language explanations for annotated persuasion
techniques, and a Qwen2.5 32B student model
is fine-tuned to replicate both the teacher’s ra-
tionales and the final label predictions. We train
our models on the official shared task dataset,
supplemented by annotated resources from Se-
mEval 2023 Task 3 and CLEF 2024 Task 3
covering English, Russian, and Polish to im-
prove cross-lingual robustness. Our final sys-
tem ranks 4th on BG, SI, and HR, and 5th on
PL in terms of micro-F1 score among all par-
ticipating teams.

1 Introduction

Persuasion techniques (Piskorski et al., 2023a) are
widely employed in both formal and informal dis-
course, ranging from parliamentary debates to emo-
tionally charged social media posts. These tech-
niques leverage rhetorical devices—such as exag-
geration, scapegoating, or appeals to authority—to
manipulate opinions or obscure critical thinking
(Nikolaidis et al., 2023). Automatically identifying
such techniques is an essential step in combating
misinformation and promoting media literacy.

The SlavNLP 2025 Shared Task on “Detection
and Classification of Persuasion Techniques in
Slavic Languages” presents a challenging multilin-
gual, multi-label classification problem (Piskorski
et al., 2025). In Subtask 2, participants are asked
to identify all applicable persuasion techniques in
paragraph-level texts drawn from two distinct do-
mains—political debates and social media—and
across five Slavic languages (Bulgarian, Croatian,
Polish, Slovene, and Russian).

LLMs (Brown et al., 2020) have shown impres-
sive reasoning abilities, producing detailed reason-
ing steps that enhance input prompts and boost few-
shot or zero-shot performance (Wei et al., 2022; Ko-
jima et al., 2022). Reasoning steps have also been
utilized during further fine-tuning to enable LLMs
to self-improve (Zelikman et al., 2022; Huang et al.,
2022). LLMs have shown remarkable performance
in generation tasks but have been less widely ap-
plied to classification tasks. Therefore, we leverage
generative reasoning to enhance the classification
capabilities of large models.

To address this task, we propose an explanation-
guided teacher–student training framework (Hinton
et al., 2015; Pintrich and Schunk, 1996) that first
uses the Qwen3 32B model (Yang et al., 2025)
as a teacher to generate detailed natural language
rationales explaining the presence of persuasion
techniques, providing an intermediate layer of su-
pervision beyond surface annotations. Then, a stu-
dent model Qwen2.5 32B (Yang et al., 2024) is
fine-tuned to mimic the teacher’s reasoning pat-
terns and labels. Additionally, we apply a voting
strategy (Breiman, 1994) leveraging the stochastic-
ity of the fine-tuned model by generating multiple
prediction samples and aggregating results via self-
consistency (Wang et al., 2022) voting.

Our exploration integrating explanation-guided
rationale generation, cross-lingual data augmenta-
tion, and ensemble voting mechanisms suggests
potential pathways for addressing the challenges of
multilingual persuasion technique classification.

2 Methodology

2.1 Stage 1: Abductive Reasoning from the
Teacher Model

To enable the student model to acquire interpretabil-
ity and contextual reasoning abilities in persua-
sion technique detection, we adopt a large lan-
guage model (LLM), specifically Qwen3-32B, as
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the teacher model. Leveraging its strong generaliza-
tion and causal reasoning capabilities, we activate
its latent knowledge through carefully designed
prompts, encouraging it to generate natural lan-
guage rationales for multi-label persuasion deci-
sions. These rationales are then used to guide the
student model via distillation.

Given a sample text input X (e.g., a parliamen-
tary debate speech or a social media post) and
its corresponding multi-label annotation Y , we
prompt the teacher model to produce a rationale R
that explains why the given text implies the pres-
ence of one or more persuasion techniques. This
prompt is designed to elicit rich world knowledge
and argumentative reasoning from the LLM. For-
mally, the prompt p is structured as:

The following [language] sentence [text]
employs persuasion techniques: [labels].
Please explain the reasons why.

Through this prompting strategy, the LLM gen-
erates a rationale R, which often includes back-
ground knowledge, discourse clues, and inferred
intentions that are implicit in the input text. These
rationales are then paired with the original input
X to form training samples (X,R) for the student
model in the next stage.

This stage serves as a form of interpretation-
level knowledge distillation, where the student
model learns not only to predict but also to rea-
son. The resulting rationale corpus provides fine-
grained supervision that guides the student model
to capture semantic patterns aligned with persua-
sion techniques, enhancing both accuracy and ex-
plainability in downstream classification tasks.

2.2 Stage 2: Qwen2.5 32B Fine-tuning
To perform multi-label classification of persuasion
techniques on parliamentary debates and social me-
dia texts, we employ a two-phase fine-tuning strat-
egy on a smaller language model, Qwen2.5-32B,
using only textual modality. This design ensures
that the model inherits reasoning capabilities while
maintaining inference efficiency in real-world sce-
narios.

Learn from Rationale: In the first stage of train-
ing, we supervise the student model using the rea-
soning texts (rationales) previously generated by
the teacher model. These rationales provide ex-
plicit explanations for why a given input contains
one or more persuasion techniques, serving as valu-
able intermediate supervision signals.

We adopt a sequence-to-sequence learning ob-
jective: the student model takes the original text
input X and generates the corresponding rationale
R̂, aiming to approximate the target rationale R.
This learning process encourages the model to in-
ternalize latent reasoning patterns aligned with per-
suasion techniques, promoting better understand-
ing of argumentative structures and discourse cues
embedded in persuasive language.

We use a prompt-based format to elicit ratio-
nales in a natural language generation setting. Our
prompt is:

Identify persuasion techniques used in
the text and please explain the reasons
why. Your answer should be a subset of
the following labels: [all the labels].

The learning objective in this stage is:

Lrationale = CE(R, R̂) (1)

Learn from Label: We further fine-tune the
student model to directly predict persuasion tech-
nique labels in a multi-label classification setting.
Instead of relying on fixed-size classification heads,
we cast this task as a generation problem. The
model is prompted to generate a list of persuasion
techniques from a predefined label set.

Given the same text input X , the model is trained
to generate one or more applicable labels L, where
each label name is separated by commas. The
target output consists of all the gold labels con-
catenated into a natural-language-like string. This
generation-based formulation allows the model to
flexibly output an arbitrary number of labels with-
out manual threshold tuning or token-level classi-
fication constraints. In this stage, we change the
prompt to:

Identify persuasion techniques used in
the text. Your answer should be a subset
of the following labels: [all the labels].

The learning objective is:

Llabel = CE(L, L̂), (2)

Together, these two stages ensure that the student
model not only inherits the interpretive capability
of the teacher model but also becomes proficient
in direct label inference. The reasoning stage en-
hances the model’s internal comprehension, while
the label prediction stage adapts this understanding
to the downstream multi-label task.
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2.3 Self-Consistency Voting

Despite the promising capabilities of the fine-tuned
student model, the open-ended nature of rationale
generation and the inherent ambiguity in multi-
label persuasion classification can occasionally in-
troduce variability in the predicted labels. Such
variation may stem from factors like decoder sam-
pling stochasticity or subtle shifts in the model’s
attention.

To improve prediction stability and reduce un-
certainty, we employ self-consistency at inference
time. Concretely, for each input text X , we sample
the model multiple times independently to obtain
a collection of predicted label sets {Y1, Y2, ..., Yn}.
For each candidate label, we count its frequency
across these runs and include it in the final predic-
tion if it appears in more than half of them. The
final aggregated label set Y ∗ is defined as:

Y ∗ = {y |
n∑

i=1

I(y ∈ Yi) >
n

2
} (3)

This self-consistency approach helps mitigate
inconsistencies across individual predictions and
promotes more reliable output in the multi-label set-
ting. By aggregating multiple decoding outcomes,
it reinforces stable and representative label assign-
ments while suppressing occasional noise.

3 Experiment and Result

3.1 Dataset and Evaluation

We constructed the evaluation set by randomly
sampling 50 instances each from the organizer-
provided RU, PL, and BG datasets. For SI, given its
limited data availability, we selected 20 instances.
The remaining data constituted our training set. Ad-
ditionally, we curated supplementary training data
from the RU, PL, and EN portions of SemEval
2023 Task 3 (Piskorski et al., 2023b) and CLEF
2024 Task 3 (Piskorski et al., 2024). Complete
dataset statistics are presented in Table 1 and 2.

The experiments use Macro-F1 and Micro-F1 as
the main evaluation metrics to measure model per-
formance. Macro-F1 reflects performance across
classes, while Micro-F1 considers the overall label
distribution. This is important in our multi-label
setting, where the number of samples per persua-
sion technique varies greatly.

Source Language Samples

CLEF 24 English (EN) 8,826
Russian (RU) 3,940
Polish (PL) 3,730

SemEval 23 English (EN) 7,520
Russian (RU) 1,555
Polish (PL) 1,655

Slavic 25 Polish (PL) 145
Bulgarian (BG) 118
Russian (RU) 116
Slovenian (SI) 38

Total — 23,693

Table 1: Training set statistics

Source Language Samples

Slavic 25 Polish (PL) 50
Bulgarian (BG) 50
Russian (RU) 50
Slovenian (SI) 20

Total — 170

Table 2: Validation set statistics

3.2 Experimental Setup

We utilize Qwen3-32B for rationale generation and
fine-tune Qwen2.5-32B for reasoning, with training
deployed on 4 NVIDIA A100 GPUs. The detailed
parameter configurations are presented in Table 3

3.3 Results and Analysis

Table 4 shows our final results on test dataset. Pol-
ish achieves the highest scores due to supplemen-
tary training data beyond the competition dataset.
In contrast, Bulgarian, Croatian, and Slovenian
demonstrate substantially lower performance with
limited training samples from the competition data
alone. The consistently lower Macro-F1 compared
to Micro-F1 across all languages further indicates
class imbalance challenges.

Since the classification task is reformulated as
a generative framework, careful temperature se-
lection becomes essential for controlling output
diversity. Figure 1 illustrates how Micro-F1 and
Macro-F1 scores on the validation set vary across
different temperature settings, analyzing the impact
of generation temperature on model performance.
After comprehensive evaluation of this trade-off,
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Parameter Value
LoRA rank 8
LoRA target layers All
Batch size 8
Learning rate 1.0× 10−4

Learning schedule Cosine + 10% warmup
Training epochs 6
Checkpoint interval 25 steps
n(voting) 3

Table 3: Training Configuration Summary

Language Micro-F1 Macro-F1
BG 0.2796 0.1504
HR 0.2968 0.1776
PL 0.3557 0.1958
SI 0.1911 0.1128

Table 4: Results on test dataset

we select temperature 0.9 as the optimal configura-
tion.

Figure 1: F1 scores under different temperature settings

To assess the impact of rationale-guided training
and compare performance with LLM inference, we
report results on the validation set in Table 5. The
"1 stage" setting refers to directly fine-tuning the
student model with label supervision only. The
"2 stages" setting first fine-tunes the model using
rationales generated by a 32B LLM, followed by
label-based fine-tuning. Additionally, we include
zero-shot predictions from both the 32B and 72B
LLMs for reference.

The results show that 2-stage training yields the
best performance, suggesting that rationale super-
vision helps the model better capture subtle persua-
sive cues. Moreover, both fine-tuning approaches
significantly outperform direct inference from even
larger LLMs (72B), underscoring the effectiveness
of task-specific training over sheer model size.

Method Micro-F1 Macro-F1

32B zero-shot 0.2527 0.1997
72B zero-shot 0.2799 0.2130
1 stage 0.3575 0.2418
2 stages 0.3757 0.2446

Table 5: Comparison of fine-tuning strategies and zero-
shot LLM inference

Text: The Withdrawal Agreement ab-
rogates this fundamental contract and
would place control of aspects of our na-
tional security in foreign hands.

1 stage: Loaded Language, Appeal to
Fear-Prejudice

2 stages: Appeal to Fear-Prejudice,
Doubt, Flag Waving

True Label: Appeal to Fear-Prejudice,
Doubt, Flag Waving

As shown in the preceding case, the 1-stage and
2-stage approaches yield distinct predictions. No-
tably, the model failed to detect the Doubt tech-
nique implied by the phrase "abrogates this fun-
damental contract", due to the absence of Stage
1 training for implicit cues, limiting its recogni-
tion of non-interrogative skepticism. It also missed
Flag-Waving as a separate technique, interpret-
ing the nationalist tone in "our national security"
solely as Appeal to Fear, reflecting lexical over-
attribution. Finally, the model misclassified the
phrase as Loaded Language alone, overlooking its
role in reinforcing both Appeal to Fear-Prejudice
and Flag-Waving, showing a pattern of overgen-
eralizing emotional cues while underrepresenting
nationalist appeals.

To evaluate the effectiveness of the self-
consistency voting strategy, we submitted two sets
of results to the official evaluation platform. Specif-
ically, run 1 corresponds to the prediction results
using a single forward pass without voting, while
run 2 applies hard voting across multiple inference
outputs. The results are shown in Figure 2.

As shown in the evaluation results, the voting
strategy did not consistently improve performance
across all languages. In terms of Micro-F1, the
differences between run 1 and run 2 are marginal
or slightly negative, suggesting that the voting strat-
egy does not bring notable gains in overall pre-
diction accuracy. However, in some cases (Polish
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Figure 2: Ablation experiment of voting

and Slovenian), we observe minor improvements
in Macro-F1, indicating that voting may help cap-
ture more diverse labels and improve robustness on
underrepresented classes.

Label Prec Rec F1

Appeal_to_Authority 22.22 40.00 28.57
Appeal_to_Fear-Prejudice 28.00 72.92 40.46
Appeal_to_Hypocrisy 24.81 32.32 28.07
Appeal_to_Pity 0.00 0.00 0.00
Appeal_to_Popularity 20.00 13.16 15.87
Appeal_to_Time 0.00 0.00 0.00
Appeal_to_Values 15.63 21.28 18.02
Causal_Oversimplification 20.00 4.17 6.90
Consequential_Oversimplification 100.00 2.00 3.92
Conversation_Killer 0.00 0.00 0.00
Doubt 40.35 58.82 47.86
Exaggeration-Minimisation 24.73 23.96 24.34
False_Dilemma-No_Choice 14.29 1.35 2.47
False_Equivalence 0.00 0.00 0.00
Flag_Waving 18.59 46.77 26.61
Guilt_by_Association 0.00 0.00 0.00
Loaded_Language 27.58 77.89 40.74
Name_Calling-Labeling 33.79 43.81 38.15
Obfuscation-Vagueness-Confusion 0.00 0.00 0.00
Questioning_the_Reputation 32.26 12.93 18.46
Red_Herring 0.00 0.00 0.00
Repetition 11.48 44.68 18.26
Slogans 8.77 31.25 13.70
Straw_Man 0.00 0.00 0.00
Whataboutism 50.00 1.85 3.57

Table 6: Per-label classification performance on BG,
reported as percentages (%).

Overall, although self-consistency voting does
not yield significant improvement in this task, it of-
fers a simple and generalizable approach to slightly
enhance performance, particularly in multi-label
classification with varying label distributions.

In Table 6, we can see model performance
varies widely across different persuasion tech-
niques. Frequent labels like Loaded_Language,
Name_Calling-Labeling, and Doubt exhibit rela-
tively strong recall and F1 scores, reflecting the

benefit of ample training examples. In contrast,
low-resource labels such as False_Equivalence, Ap-
peal_to_Pity, and Straw_Man receive near-zero
performance, underscoring the model’s limitations
under few-shot or zero-shot conditions. Notably,
some low-frequency classes like Whataboutism
show modest precision, suggesting that certain
well-defined rhetorical patterns may still be cap-
tured despite data sparsity.

4 Conclusion

This paper presents our approach to the Slavic NLP
2025 Workshop, focusing on multi-label persua-
sion technique classification in parliamentary de-
bates and social media texts. We adopt a two-stage
framework: a teacher model first generates contex-
tual rationales via prompt-based reasoning, which
guide fine-tuning of a student model. The student is
optimized with both rationale and label supervision.
To improve prediction robustness, we perform self-
consistency voting over multiple decoding runs to
produce the final label set. However, the current
prompt template assumes input instances contain at
least one persuasion technique, which aligns with
the training data distribution of Subtask 2 and other
additional datasets (where empty-label instances
are absent), but fails to account for the test distribu-
tion containing non-persuasive content.

In future work, we plan to explore more effective
prompting strategies for handling non-persuasive
content, investigate architectures that integrate per-
suasion detection modules, and develop calibration
techniques to enhance robustness for multi-label
classification in open-domain scenarios.
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