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Abstract

The Church Slavonic language has evolved
over time without being formalized into a pre-
cise grammar. Therefore, there is currently no
clearly outlined history of this language trac-
ing its evolution. However, in recent years,
there has been a greater effort to digitize these
resources, partly motivated by increased sensi-
tivity with respect to the need to preserve mul-
tilingual knowledge. To exploit them, we pro-
pose DIACU (DIAchronic Analysis of Church
Slavonic), a comprehensive collection of sev-
eral existing corpora in Church Slavonic. In
this work, we thoroughly describe the collec-
tion of this novel dataset and test its effective-
ness as a training set for attributing Slavonic
texts to specific periods. The dataset and the
code of the experiments are available at https:
//github.com/MariaCassese/DIACU.

1 Introduction

The diachronic development of Church Slavonic
has not been comprehensively codified in a unified
historical grammar, which makes it particularly
interesting for linguistic research. There are rel-
evant studies that allow us to trace its evolution
through textual variants, regional redactions, and
shifts in orthographic and lexical conventions over
time (Eckhoff and Janda, 2014; Tomelleri, 2022;
Ferro et al., 2018).

However, identifying the regional and chronolog-
ical influences on the linguistic features of specific
texts is still a challenging task. This issue becomes
particularly significant in the case of doctrinal and
liturgical texts in Church Slavonic, which, initially
translated from Greek into a language specifically
regulated and constructed for ecclesiastical knowl-
edge, was gradually transformed under the influ-
ence of Slavic culture and languages.

To study these phenomena, we created a large-
scale dataset of texts in the Church Slavonic lan-
guage, accompanied by chronological and geo-

graphic annotations. In total, we collected 652
documents from 4 different language variants.

This collection can serve two separate purposes.
First, it can serve as a unified corpus for linguists
and humanities scholars to investigate diachronic
language phenomena manually. Second, it can be
used as a training set for machine-learning-based
attribution methodologies.

2 Related Works

Ancient languages can be analyzed in their spatial
and temporal evolution. In particular, Old Church
Slavonic is a language that has experienced a non-
linear evolution over time. Born as an ecclesiastical
language transplanted among a people and a region
(the Great Moravia), it has undergone orthographic,
lexical, and morphosyntactic variations — both
unintentional during the copying process and de-
liberate ones, with editions rendered into Slavic
vernacular languages.

When considering the spatial variation of a lan-
guage, in Natural Language Processing, we typ-
ically refer to language identification methods,
which are approaches aimed at identifying regional
variants of the same language or languages that
share a common proto-language. A representa-
tive work in this field is that of Wu et al. (2019),
in which the authors train an SVM for all the lan-
guage identification tasks of the VarDial Evaluation
Campaign from 2016 to 2019. The tasks included
the identification of similar languages and dialectal
variants.

Regarding temporal evolution, NLP methods can
support both the study of classical philology, by
providing computational tools for the analysis of
ancient texts (Bamman and Burns, 2020; Bamman
and Crane, 2011), and the improvement of recog-
nition systems for historical languages (Celano,
2020). Although limitations exist for all ancient
languages, work carried out in Latin and Greek
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Century & Language

Old Church Slavonic Church Slavonic New Church Slavonic Ruthenian
9th - 11th 12th - 17th 18th 15th - 18th

Name N. Docs N. Docs N. Docs N. Docs Total

Cyrillomethodiana 3 132 3 - 138
Syntacticus 6 33 - - 39
Old Russian Hagiographic Literature - 15 10 - 25
Russian Language National Corpus - 106 - - 106
Ruthenian Corpus - - - 344 344

Total 9 286 13 344 652

Table 1: The composition of the DIACU dataset, subdivided into datasets and ages.

(Celano et al., 2016) is far more frequent. This
is not the case for Old Church Slavonic, as there
are still few studies on diachronic variation in Old
Church Slavonic using NLP methods. One of these
is the article by Lendvai et al. (Lendvai et al.,
2025), in which a large collection of texts in Old
Church Slavonic and Old East Slavic was digitized
to evaluate the impact of the sentence segmenta-
tion on retrieval performance. Given a text avail-
able in both language variants, they developed a
benchmark dataset aligned at the lexical and sub-
sentential levels. The results showed that, for this
task, classical similarity-based models still outper-
form large language models. For this work, two
datasets were collected. The ground truth dataset
consists of two versions of the Life of Paul and Ju-
liana: one in Old Church Slavonic, extracted from
the Codex Suprasliensis (10th century), and one in
Old East Slavic, contained in the Great Menaion
Reader (GMR, 16th century). In contrast, the test
dataset consists of the March volume of the Great
Menaion Reader. Equally relevant is the work of
2023 by Lendvai et al. (Lendvai et al., 2023), in
which a dataset including six diachronic and cross-
linguistic variants of Slavic Pre-Modern language
is created. The six datasets span the period from
the 10th to the 18th century and include different
genres and language variants. This dataset was
created to investigate the capabilities of the BERT
model in classifying historical religious texts as a
domain adaptation task by fine-tuning on masked
language modeling.

3 The DIACU Dataset

The need for the DIACU dataset arises from the
challenges faced by historical languages, which
suffer from a limited amount of available textual
resources, mainly due to a) the lack of digitized
collections and, when such collections do exist,

their dispersion across various digital libraries and
portals; b) the difficulty of accessing manuscript
collections from specific and limited geographical
areas; c) the challenge of defining a short chrono-
logical boundary as an additional criterion, along-
side the geographical one. An additional challenge
includes the digitalization of works using HTR or
OCR technologies (Scherrer et al., 2018; Pedrazz-
inia, 2020; Lendvai et al., 2024). Recent studies in
this field have shown that the limited availability
of critical editions of historical Church Slavonic
texts passed down through manuscript tradition sig-
nificantly slows progress and requires substantial
correction efforts for model training. In the last
instance, a unified literary standard is lacking, even
in the case of available digital editions, resulting
in a high percentage of orthographic and linguistic
inconsistencies within the corpora.

The DIACU (DIAchronic analysis of Church
Slavonic) dataset includes five collections of texts
(Cyrillomethodiana: uni-sofia.bg, Syntacticus: syn-
tacticus.org, Old Russian Hagiographic Literature:
spbu.ru, a part of the National Corpus of the Rus-
sian Language (RNC): ruscorpora.ru, and a sample
of the Ruthenian Corpus: UD_Old_East_Slavic-
Ruthenian).

Among the datasets considered for the construc-
tion of DIACU, the RNC emerges as the most rele-
vant. Its significance is primarily due to the 2020
expansion, which introduced new annotated data
through the development of the Rubic model (Lya-
shevskaya et al., 2023). This improved parsing and
lemmatization, particularly on historical and non-
standard texts (Savchuk et al., 2024). In our dataset,
we included a subset of this corpus, comprising 106
Old East Slavic documents from the Middle Rus-
sian Corpus, and released as part of the Universal
Dependencies Treebank starting from UD v2.4 1.

1https://github.com/UniversalDependencies/UD_
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Language Bulgaria Poland Ukraine Russia Latvia Serbia Turkey Greece Italy Egypt Syria Belarus Unknown Total
OCS 5 1 – – – – – – – 1 – – 2 9
CS 48 – 2 144 1 26 4 3 1 – 1 – 56 286

NCS 1 – – – – – – – – – – – 12 13
Rut – – 15 – – – – – – – – – 329 344

Table 2: Distribution of languages across regions.

Language Old Russian East Slavic Old Serbian Middle Bulgarian Resavski New Bulgarian Middle Russian Old East Slavic - Belarus Old East Slavic - Ukraine Not specified Total
OCS – – – – – – – – – 9 9
CS 55 1 18 56 25 5 118 – – 8 286

NCS – – – – – – – – – 13 13
Rut – – – – – – – 329 15 – 344

Table 3: Distribution of languages across historical and regional variants.

The corpus is subject to access restrictions; there-
fore, we were able to use only its publicly shared
section.

Another part of the dataset consists of the Ruthe-
nian Treebank, containing 344 texts written in
prosta mova (ruska mova, Old Belarusian, Old
Ukrainian). This sample of legal and non-fiction
texts, dated approximately between 1380 and 1650,
is drawn from the Ruthenian Corpus, a historical
language resource currently under development by
an independent research consortium. Within DI-
ACU, we have included the texts covering the pe-
riod from the 14th to the 18th centuries. This de-
cision, although the Ruthenian language never be-
came a liturgical language, stems from the project’s
overarching aim: to create a diachronic dataset that
may serve as a reference for tracing linguistic and
literary variation over time and across regions.

The Cyrillomethodiana web portal constitutes
another resource, incorporating 138 texts of Bulgar-
ian origin, spanning various genres from the 10th
to the 18th century (Totomanova, 2021), which
brings together several projects contributing to the
Histdict system 2 and related digital tools.

DIACU also includes texts from Syntacticus, an
umbrella project that brings together the PROIEL
Treebank, the Tromsø Old Russian and Old Church
Slavonic Treebank (TOROT), and the ISWOC
Treebank (Information Structure and Word Order
Change in Germanic and Romance Languages).
These resources all share a unified annotation sys-
tem and common linguistic priorities. From this
resource, DIACU integrates 39 texts (Berdicevskis
and Eckhoff, 2020).

In addition, texts from the Old Russian Hagio-
graphic Literature dataset, available on GitHub 3,

Old_East_Slavic-RNC
2https://www.resilience-ri.eu/news/

in-our-service-catalogue-histdict/
3https://github.com/vintagentleman/

scat-content

were included. The texts considered comprise the
List of Lives, a collection of 25 hagiographic texts
dating from the 15th to the 17th centuries. The
library also provides a tool for lexical research
through concordances, which can be used by in-
stalling Old Russian fonts.

Overall, the documents in DIACU cover the
period from the IX to the XVIII century, corre-
sponding to four linguistic variants: Old Church
Slavonic (OCS): 9th – 11th century; Church
Slavonic (CS): 12th – 17th century (with different
revisions: Bulgarian, East Slavic, Serbian); New
Church Slavonic (NCS): 18th century; Ruthenian,
ruska mova (Rut): 15th – 18th century.

Table 1 shows the subdivision of DIACU into
sources and periods: OCS, CS, NCS, and Rut. In
total, there are 652 documents with varying num-
bers written in each linguistic variant: 9 in OCS,
286 in CS, 13 in NCS, and 344 in Rut. This
linguistic classification follows the standard def-
initions adopted in both international and Italian
Slavic studies (Garzaniti, 2019). The languages
mentioned refer to the sacred written languages
used in Orthodox Slavic countries, except for the
Ruthenian, which was never officially recognized
as a liturgical language, but functioned instead as
a medium of religious communication directed to-
ward the lay population (Nedeljković, 2011).

Each document includes its title, language, re-
gional language variant, and the region of origin
of the edition. Some titles were in Old Slavonic or
Russian, while others were in English. To standard-
ize the information across documents, we included
both the original title and its scientific transliter-
ation, and, when available, the Latin title as well.
The data concerning the region of origin are pre-
sented in Table 2. It can be noted that most of the
OCS documents come from Bulgaria, the region
where the disciples of Cyril and Methodius resorted
after being expelled from the Great Moravia. The

103

https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://github.com/UniversalDependencies/UD_Old_East_Slavic-RNC
https://www.resilience-ri.eu/news/in-our-service-catalogue-histdict/
https://www.resilience-ri.eu/news/in-our-service-catalogue-histdict/
https://github.com/vintagentleman/scat-content
https://github.com/vintagentleman/scat-content


Setting Base DRO

Precision Recall F1-score Precision Recall F1-score Support

New Church Slavonic 0.900 0.692 0.783 0.833 0.769 0.800 13
Church Slavonic 0.951 0.958 0.955 0.954 0.951 0.953 286
Old Church Slavonic 0.750 0.333 0.462 0.800 0.444 0.571 9
Ruthenian 0.971 0.988 0.980 0.968 0.983 0.975 344

Macro avg 0.893 0.743 0.811 0.889 0.787 0.834 652
Weighted avg 0.958 0.960 0.958 0.956 0.957 0.956 652

Table 4: Results of the classification in the Base and Distributional Random Oversampling (DRO) settings.

only exceptions are the Codex Suprasliensis, from
Supraśl in Poland, and the Psalterium Sinaiticum,
held in the Monastery of Saint Catherine in the
Sinai Peninsula in Egypt. The class CS is the one
with the most regional variety. Most of the docu-
ments come from Russia (144), followed by Bul-
garia (48) and Serbia (26). Additionally, there are
documents from other regions, including Greece,
Turkey, Ukraine, Latvia, and others. Finally, the
Ruthenian class includes documents from Belarus
(329) and Ukraine (15). This distribution is con-
firmed by the second table 3, where the historical
and regional language variants are shown. The
OCS documents attested in the present collection
are written in the Old Bulgarian recension of the
language. In the case of the CS texts, in line with
the regional variation, a prevalence of documents
in the Russian (Old and Middle Russian, 55 and
118), Bulgarian (Middle Bulgarian, 56), and Ser-
bian (Old Serbian and Resavski, 18 and 25) vari-
ants is observed, followed by a spurious minority
of other varieties.

3.1 Challenges

Collecting texts from different digital sources poses
many challenges. In addition to those discussed
in Section 3, one major issue is the presence in
the dataset of Private User Area (PUA) characters.
Their presence does not hinder the classification
of texts by historical periods, since they can easily
be included in the feature extraction process. How-
ever, collecting the appropriate fonts is essential to
ensure the correct visualization of the overall tex-
tual content extracted from various webpages, each
requiring different character sets and fonts. Build-
ing on this, we are working on an interface for the
correct visualization of the entire dataset and we
will develop a character mapping between PUA
and Unicode code points to unify the characters
across the whole dataset.

4 Classification of Church Slavonic
Variants

As a case study for the use of the DIACU dataset,
we train a machine-learning-based classifier that
attributes Slavonic texts to different periods of time.
We train a predictor in a 4-class classification set-
ting, including all the ages available in DIACU. As
the machine learning algorithm, we used a logistic
regressor, as it often proved to be one of the most
effective and efficient algorithms for text classifica-
tion (Pranckevičius and Marcinkevičius, 2017), and
it is beyond the scope of this first work to investi-
gate fine-grained optimization of machine-learning
methods for this dataset. Indeed, this classification
task aims to validate the dataset rather than to pro-
vide a tool for the temporal attribution of Slavonic
texts.

The logistic regressor is trained on basic stylo-
metric features that do not overlap with seman-
tic features: token length, number of characters
per sentence, part-of-speech n-grams, character n-
grams, and syntactic dependency n-grams, the lat-
ter three all with unigrams, bigrams, and trigrams.

Before extracting the stylometric features, the
text is preprocessed. Since the documents are tran-
scriptions of manuscripts, they contain substitu-
tions of letters or missing words with a variable
number of dots and sections of text enclosed in
parentheses. To improve the text quality we re-
move the following patterns from the documents:
(1) numbers smaller than 1000 (to be sure that no
dates or other relevant numbers were involved); (2)
numbers followed by letters indicating paragraphs
(e.g. 242v); (3) biblical references or hymns; (4)
dots in square brackets; (5) symbols for division
into verses or paragraphs and other noisy symbols;
(6) square brackets around one- to three-letter se-
quences. Square brackets surrounding larger por-
tions of text were kept in place because they often
abutted words that were not otherwise separated by
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punctuation. Lastly, the text is lowercased.
The documents are divided into segments rang-

ing from 8 to 400 tokens. This is done be-
cause the texts vary in length significantly. Both
whole documents and segments are encoded as
TF-IDF–weighted vectors. Training is carried out
using a leave-one-out approach in which each docu-
ment is tested using the set of remaining documents
as training, which makes the results statistically
more robust than other protocols, such as k-fold.

To mitigate the unbalanced number of docu-
ments in the four classes in DIACU, we compare
two settings: a standard classification one, which
we call BASE, and one with oversampling to bal-
ance the classes, which we call DRO from the name
of the oversampling algorithm we use: Distribu-
tional Random Oversampling (DRO). DRO creates
random synthetic samples of the minority class in
the training set by leveraging the distributional pat-
terns of words from the original documents (Moreo
et al., 2016).

The DRO algorithm has two hyperparameters:
the number of features to retain (it was settled on
80% after testing 80% and 100%); and the new
proportion of the minority class examples versus
the majority class in the synthetic data generation.
We tested 20%, 50%, and 80%, and the best F1 was
achieved by balancing the data to have an equal
number of training examples (50% ratio) among
the two classes4 For details on the method, refer to
(Leocata et al., 2025), the base for this work.

4.1 Results

Table 4 reports the scores achieved by our classi-
fiers. In the Base setting, we see high Precision (≥
0.9) in the two most represented classes (CS and
Ruthenian) and one of the less represented ones,
NCS. On the contrary, precision in OCS is lower
(0.75). Similarly, recall is higher for the two most
represented classes. Among the two least repre-
sented ones, NCS also has a lower value, 0.69, and
OCS is even lower, 0.33. As a result, F1 shows a
similar pattern where the classifier achieves a per-
class F1 higher than 0.95 on both CS and Rut, and
lower scores for NCS 0.78 and OCS 0.46.

The DRO setting shows scores following a simi-
lar pattern as the BASE setting, where more pop-
ulated classes are better identified than least pop-
ulated ones, as expected. However, through DRO,

4In the four classes case the classifier is built training four
one-vs-the-rest binary classifiers, and assigning the class with
the highest score. DRO is applied to each one-vs-rest classifier.

the overall Macro Average F1 score rises from 0.81
to 0.83, and specifically, the per-class F1 score in
NCS goes from 0.78 to 0.8 and OCS from 0.33 to
0.44, with negligible F1 losses in CS and Rut. The
weighted average F1 score suffers a minor decrease,
but we remark that for the leave-one-out setting,
Macro Average is most appropriate.

5 Conclusions and Future Works

In this work, we collect a new dataset, DIACU,
based on aggregating existing resources for Church
Slavonic texts. The dataset is composed of 652
documents divided into 4 linguistic variants: Old
Church Slavonic, Church Slavonic, New Church
Slavonic, and Ruthenian.

As a first test case for the dataset, we eval-
uate its usability as a training set for machine-
learning-based approaches to the attribution of
Church Slavonic texts to different periods of time,
and find that it enables the development of effective
models, achieving F1-scores above 80%.

However, DIACU does not overcome some of
the limitations inherent in processing historical-
language texts that span such an extensive chrono-
logical range. One of the main limitations lies in
the scarcity of texts belonging to the OCS and NCS
categories, corresponding respectively to the first
(OCS) and the most recent phase (NCS) of the
considered periodization. Moreover, the dataset
contains noisy elements such as diacritics, liga-
tures, graphic variants, and paragraph markers. We
partially removed them through the pre-processing
phase, but there is still room for improvement. A fi-
nal relevant issue concerns the editions used: these
have not been compared to the original manuscripts.
As a result, potential editorial errors or inconsisten-
cies in the criteria adopted by different editors are
also reflected within DIACU.

Future expansion of the dataset will include a
larger number of texts for each historical phase
and a more detailed analysis of editorial criteria .
Additional texts from other sources are expected
to be included, originating from projects currently
under development. In particular, the RNC Corpus
of Birchbark Letters 5, made publicly available
after May 2025. Another direction for future work
is to incorporate a larger number of OCR and HTR-
processed texts and to provide direct links to the
digitized manuscripts.

5https://github.com/UniversalDependencies/UD_
Old_East_Slavic-Birchbark/tree/master
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