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Abstract

The increasing volume of patient messages via
electronic health record (EHR) portals has con-
tributed significantly to clinician workload. Au-
tomating responses to these messages can help
alleviate this burden, but it is essential to en-
sure that the generated responses are grounded
in accurate clinical evidence. As part of the
ArchEHR-QA 2025 BioNLP ACL shared task,
we explore unsupervised methods for gener-
ating patient question responses that are both
contextually accurate and evidence-backed. We
investigate three novel approaches: zero-shot
prompting, clustering-based evidence selection,
and attention-based evidence attribution, along
with a hybrid model that combines cluster-
ing and attention. Our methods do not re-
quire model fine-tuning and leverage the in-
herent structure of the input data to identify the
most relevant supporting evidence from clinical
notes. Our best-performing approach, which in-
tegrates clustering and attention, demonstrates
a substantial improvement in factuality over
baseline zero-shot methods, highlighting the
potential of unsupervised strategies for enhanc-
ing the clinical utility of large language models
in EHR contexts.

1 Introduction

Electronic health record (EHR) systems have im-
proved physicians’ ability to document and track
patient care over time. They also facilitate dig-
ital communication, allowing patients to engage
with their health goals beyond in-person visits.
However, the rise in patient messaging has unin-
tentionally added to clinician workload (National
Academies of Sciences et al., 2019).

Large language models (LLMs) have been pro-
posed as tools to automatically answer patient ques-
tions. However, mere generation is not sufficient;
responses must be grounded in clinical evidence
from patients’ medical records to ensure accuracy
and reliability (Lin et al., 2003). The ArchEHR-QA
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2025 BioNLP ACL shared task (Soni and Demner-
Fushman, 2025b) aims to develop systems that can
generate such grounded answers using information
extracted from EHRs. Thus, the task is to generate
an answer to a patient’s question and include the
sentences (or sentence identifiers) from the source
note as supporting evidence for the answer.

The problem of evidence attribution has received
much attention recently, and can be categorized
as follows: direct LLM attribution, post-retrieval
generation, and post-generation attribution. Some
approaches prompt the LLM to directly generate
attribution within its responses. However, (Zuc-
con et al., 2023) investigates ChatGPT’s ability to
attribute directly using prompting strategies and
found that the attributions was partially correct
around 50% of the time and only present 14% of
the time demonstrating its unreliability. Other ap-
proaches attempt to retrieve relevant external in-
formation and prompt an LLM to incorporate said
information during generation. However, citations
for these approaches were present only 50% of the
time (Gao et al., 2023). Finally, (Liu et al., 2023)
investigates the quality of citations generated by
mainstream generative search engines that incor-
porate citations post-generation. It was found that
only 51.5% of generated sentences were fully sup-
ported and that 74% of the citations supported their
associated sentences (Liu et al., 2023). Clearly, cur-
rent methods to attribute are lacking in consistency
and relevance of LLM text attribution.

As with many clinical machine learning tasks,
this challenge provides limited data - only 20 train-
ing and development questions with corresponding
medical records. To address the data scarcity, we
propose two novel unsupervised methods that do
not require fine-tuning or alignment of LLMs. This
paper examines two approaches individually and
in combination. The first uses clustering to identify
the most relevant clinical evidence for a given ques-
tion, narrowing the context for LLM input. The
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second employs an attention-averaging augmented
generation method, where the LLM generates a re-
sponse freely, and attention weights are used post
hoc to attribute evidence sources. We also evalu-
ate a combined approach and compare all methods
against a baseline that prompts the LLM without
any augmentation.

2 Methods

2.1 Dataset

The dataset (Soni and Demner-Fushman, 2025a)
is adapted from the Medical Information Mart for
Intensive Care (MIMIC) corpus (Johnson et al.,
2016) by the organizers of the ArchEHR-QA
2025 BioNLP ACL shared task (Soni and Demner-
Fushman, 2025b). It consists of patient-inspired
questions paired with relevant clinical note excerpts
from MIMIC, forming "cases." Each excerpt is pre-
annotated, with sentences labeled as "essential,"
"supplementary," or "not relevant" for answering
the question. Sentences are numbered to serve
as citations in generated responses. A physician-
paraphrased version of the patient’s question is also
provided. The development set includes 20 cases,
while the test set contains 100.

2.2 Evaluation

Evaluation is based on two metrics - Factuality
and Relevance - and their average. Factuality is
measured using precision, recall, and F1 score be-
tween the system-selected citations and the gold-
standard "essential" evidence. Relevance compares
the generated response to a paragraph combin-
ing the question and essential evidence text, using
BLEU, ROUGE, SARI, BERTScore, AlignScore,
and MEDCON. Evaluation scripts are provided by
the challenge organizers.

2.3 Method details

We propose three methods for answer generation
and evidence attribution, and compare them to a
baseline provided by the shared task organizers,
which prompts an LLLM to answer questions. The
first method uses clustering to identify relevant
citations based on sentence groupings. The sec-
ond leverages transformer attention to attribute evi-
dence to each generated sentence. The third com-
bines both approaches, using clustering to guide
attention-based attribution. Details of each method
are provided below. All experiments were run on
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a NVIDIA RTX A6000 GPU. We release the code
that is necessary to reproduce our experiments'.

Zero and few-shot baselines: The baseline was
performed by the organizers of the ArchEHR com-
petition that involves prompting LLaMa 3.3 70B
(Al@Meta, 2024) on the test set in a zero-shot fash-
ion. The model is prompted to generate answers
that included citations. If a response was invalid
(e.g., exceeding the word limit or lacking valid ci-
tations), the prompt was retried up to five times to
obtain a valid output. Additionally, we explored in-
cluding multiple examples in the prompt (few-shot)
but this lead to significant performance degradation
on the development set.

Clustering-based method: First, every clini-
cal note sentence and the concatenated patient and
physician versions of the question are converted
into embeddings. Embeddings are obtained using
an encoder LLM via HuggingFace’s transformers
feature extraction API (Wolf et al., 2020). Em-
beddings are provided per token, so the token em-
beddings for each sentence are averaged to get an
overall embedding for the given sentence. These
embeddings are then clustered into two clusters
using the agglomerative clustering algorithm from
sci-kit learn (Pedregosa et al., 2011). The clusters
are then parsed to identify the cluster containing
the question embedding vector. The clinical sen-
tences that are a part of this cluster are assumed to
contain the most relevant evidence to answer the pa-
tient’s question. These clinical sentences are used
as input to the LLM prompt, which is prompted to
answer the patient question given the selected con-
text. Post-generation, the clinical sentences utilized
are cited at the end of the LLM response without
precisely attributing each output sentence to a clin-
ical sentence. This is unlike the attention-based
and hybrid approaches which precisely cite clinical
note segments to each output sentence. An exam-
ple is included in the prompt to demonstrate to the
model how detailed its response should be without
restrictions on formatting responses.

Attention-based model: This method leverages
transformer attention scores to attribute generated
text to specific sentences in the source clinical note.
We hypothesize that the average attention between
generated output and input sentences can serve as
a signal for source attribution. All questions and
evidence entries are input to an LLM. An example
is provided in the prompt to demonstrate to the
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model how detailed its response should be. This
example, however, does not give restrictions on
how responses to be formatted. Post-generation,
attention outputs are analyzed. For each output sen-
tence, an average attention score is computed with
regards to each evidence entry; i.e. if there were n
evidence entries, there will be n computed average
attention scores for each output. To obtain atten-
tion scores for averaging, we parse the attention
matrix from the LLLM after determining the token
indices of output sentences and each evidence en-
try. Details on how the indexed attention matrix is
utilized to compute average scores can be found in
the source code.

All computed evidence entry attention scores
for each output are converted to z-scores, and en-
try scores exceeding a threshold are considered
supporting evidence, which is then appended to
the corresponding output sentence. The z-score
selection enables selection of only the most signif-
icantly attended evidence entries or alternatively
no citations if all z-scores are below a threshold,
which makes this attribution factually robust. This
process is repeated for all output sentences in the
LLM response. Key hyperparameters include the
LLM model, prompt format, z-score threshold, and
chosen attention layers.

Hybrid model: The final method combines clus-
tering and attention-based approaches. The LLM is
first prompted with evidence selected via clustering,
and its output is then processed using the attention-
based attribution workflow. This hybrid method
tests whether clustering can guide the LLM’s atten-
tion toward the most relevant evidence, potentially
improving the identification of essential informa-
tion compared to using either method alone.

Methods not included in the final submission:
Other methods were experimented with early in the
competition, including retrieval augmented gener-
ation (RAG), few-shot prompting, encoder-based
evidence selection, supervised-fine tuning, selec-
tion of evidence based on similarity to output post-
generation using BERTScore, and others. However,
the best performing methods were finalized for sub-
mission using the development set and described
above.

2.4 Experiments

All models are implemented using HuggingFace
(Wolf et al., 2020) and PyTorch (Paszke et al.,
2019). We use Llama-3.1-8B-Instruct (Al@Meta,
2024) and we conduct all experiments on 8
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NVIDIA RTX A6000 GPUs. All hyperparameters
are tuned on the development set.

For the clustering approach, the dmis/biobert
v1.1 (Lee et al., 2020) was selected against other
embedding models. Agglomerative clustering
with number of clusters of 2 was selected from
SkLearn’s clustering module (Pedregosa et al.,
2011). The options for clustering algorithms in-
cluded KMeans, Agglomerative, and DBSCAN.
Number of clusters was varied between 2 and 3
representing the categories that the evidence en-
tries were labeled as (essential vs not relevant or
essential vs supplementary vs not relevant).

For the attention approach, selection of attention
layers was treated as a hyperparameter. The at-
tention layers kept varied by case, where attention
layer outputs were compared sequentially using co-
sine similarity and only the attention output layers
that differed the most from the previous attention
layer was kept for averaging. The hyperparame-
ter was whether to perform this selection or not.
For the development set, dropping attention layers
was selected for and applied to the test cases. The
selected for z-score threshold was 0 from the fol-
lowing options 1.64 (average attention score signif-
icantly greater than 95% of other attention scores),
1 (significantly greater than 85%), and O (signifi-
cantly greater than 50%).

All methods are evaluated on the development
set using the scoring script provided by the orga-
nizers of the competition.

3 Results and Discussion

Experiment Factuality Relevance Average
Zero-Shot 43.10 28.70 35.90
Clustering 50.56 32.38 41.47
Attention 54.11 31.81 42.96
Clustering + Attention  58.64 33.37 46.00

Table 1: Development set overall factuality, overall rel-
evance, and overall scores for all methods. Zero-shot
is the baseline approach attempted by the organizers of
the competition.

The results of our performance evaluation on the
development set are presented in Table 1. The best-
performing method is the hybrid approach, Clus-
tering combined with Attention, which improves
the factuality score from a baseline of 43.10 to
58.64. The attention-based method alone achieves
a score of 54.11, while the clustering-only method
yields 50.56. These results suggest that the model’s



Experiment Factuality Relevance Average
Zero-Shot 33.60 27.80 30.70
Clustering + Attention  57.35 30.36 43.85

Table 2: Test set overall factuality, overall relevance, and
overall scores for best method and zero-shot. Zero-shot
is the baseline approach implemented by the organizers
of the competition.

attention matrix can effectively highlight the infor-
mation the LLM prioritizes when generating each
sentence, contributing to a nearly 10-point increase
in factuality. By leveraging attention, LLMs can
generate more accurate outputs without relying on
complex formatting or explicit instructions, while
also enabling real-time evidence integration during
generation.

Additionally, combining clustering with atten-
tion further improved the factuality score by 4
points over using attention alone. This indicates
that selecting relevant evidence through clustering
before passing it to the LLM helps the model focus
more effectively on the most pertinent informa-
tion when answering patient questions, leading to
higher factuality.

In terms of relevance, the greatest improvement
over the zero-shot baseline came from combining
clustering and attention, resulting in a nearly 5-
point gain. This likely stems from more accurate
evidence selection.

The best-performing approach, clustering com-
bined with attention, was evaluated on the test set
and compared to the organizer’s zero-shot base-
line. It maintained similar average scores for both
factuality and relevance, showing no significant
performance drop and achieving comparable gains
over the baseline as seen on the development set.
Notably, this unsupervised method using an 8B
LLM outperformed a 70B LLM, offering substan-
tial savings in computational cost, time, and train-
ing resources. Curating clinically oriented train-
ing datasets is both time-consuming and resource-
intensive, making them difficult to obtain. Our re-
sults demonstrate that unsupervised methods can ef-
fectively enhance the factuality of LLM-generated
responses in clinical settings.

4 Conclusion

Automating responses to patient questions using
EHR data holds significant potential for reducing
clinician workload and improving patient care. In
this work, we demonstrated that integrating unsu-
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pervised approaches like clustering and attention-
based evidence attribution with large language
models (LLMs) can significantly enhance the factu-
ality and relevance of generated responses without
requiring extensive model fine-tuning or alignment.
Our hybrid method, combining clustering and atten-
tion, outperformed traditional zero-shot baselines,
highlighting the value of leveraging context struc-
turing and attention analysis for more accurate clin-
ical responses. Importantly, our findings show that
relatively small LLMs (8B parameters) can outper-
form much larger models (70B parameters) when
appropriately guided, offering substantial cost and
efficiency advantages in real-world clinical applica-
tions. Future work could further refine these meth-
ods by incorporating more sophisticated context se-
lection strategies, leveraging multimodal data, and
exploring more interpretable attention mechanisms
to ensure even higher levels of clinical trustworthi-
ness and reliability.

5 Limitations

Most experiments were performed utilizing LLMs
with 8B parameters or less due to memory con-
straints. Furthermore, only 20 development / train-
ing examples were provided for experimentation.
Although these examples labeled the evidence en-
tries that were essential to incorporate in the answer
the experimented approaches generate, there were
no associated example answer outputs.
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