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Abstract
This paper presents an approach to answer-
ing patient-specific medical questions using
electronic health record (EHR) grounding with
ArchEHR-QA 2025 datasets. We address
medical question answering as an alignment
problem, focusing on generating responses
factually consistent with patient-specific clin-
ical notes through in-context learning tech-
niques. We show that LLM-generated re-
sponses, used as few-shot examples with GPT-
4.1 and Gemini-2.5-Pro, significantly outper-
form baseline approaches (overall score =
49.1), achieving strict precision, recall, and
F1-micro scores of 60.6, 53.6, and 56.9, re-
spectively, on the ArchEHR-QA 2025 test
leaderboard. It achieves textual similarity be-
tween answers and essential evidence using
BLEU, ROUGE, SARI, BERTScore, Align-
Score, and MEDCON scores of 6.0, 32.1,
65.8, 36.4, 64.3, and 43.6, respectively. Our
findings highlight the effectiveness of com-
bining EHR grounding with few-shot exam-
ples for personalized medical question answer-
ing, establishing a promising approach for de-
veloping accurate and personalized medical
question answering systems. We release our
code at https://github.com/biodatlab/archehr-
qa-lamar.

1 Introduction

Large language models (LLMs) have significantly
influenced medical question-answering systems by
generating clinically relevant content grounded in
electronic health records (EHRs) for more person-
alized and context-aware patient care (Yang et al.,
2022). Clinical-related questions are among the
most frequently asked topics, reflecting the public’s
natural curiosity about their health literacy and the
rising healthcare costs in many countries, which
drive individuals to seek alternative sources of in-
formation (Savery et al., 2020). Despite some hal-
lucinations, recent frontier models typically main-
tain reasonable factual accuracy. We theorized that

aligning with human expectations on answering
style, citation practices, and information structur-
ing is the main challenge. Thus, we formulate our
approach to align the model response to human
expectation with the limited data provided in this
shared task.

While fine-tuning LLMs on medical records or
textbooks can improve alignment, it demands ex-
tensive datasets, limiting scalability (Singhal et al.,
2023). Few-shot learning offers a promising alter-
native by guiding models with representative exam-
ples that demonstrate task-specific reasoning pat-
terns without requiring fine-tuning, though design-
ing optimal examples remains challenging (Brown
et al., 2020). Similarly, Retrieval-augmented gen-
eration (RAG) enables LLMs to access external
knowledge sources such as structured medical
databases and clinical literature, providing accu-
rate, up-to-date answers by incorporating the medi-
cal knowledge without retraining (Alkhalaf et al.,
2024; Lewis et al., 2020). However, questions re-
main about how effectively retrieved information is
integrated and grounded in the model’s final output,
particularly in clinical contexts where alignment
with human preferences is crucial.

In this paper, we present an approach to answer-
ing patient-specific medical questions using elec-
tronic health record (EHR) grounding with the
ArchEHR-QA 2025 dataset (Soni and Demner-
Fushman, 2025b). We address medical question an-
swering as an alignment problem, focusing on gen-
erating responses factually consistent with patient-
specific clinical notes through in-context learning
techniques. Our system leverages LLM-generated
responses as few-shot examples with GPT-4.1 and
Gemini-2.5-Pro, achieving strict precision, recall,
and F1-micro scores of 60.6, 53.6, and 56.9, re-
spectively, on the test leaderboard.
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2 Related work

Large Language Models (LLMs) have demon-
strated significant potential across diverse med-
ical question-answering applications. Initial re-
search focused on general medical knowledge re-
trieval (Shi et al., 2024), while subsequent work
has expanded into specialized domains including
USMLE-style multiple-choice questions (Lucas
et al., 2024), clinical decision support (Benary
et al., 2023), medical exam preparation (Artsi
et al., 2024), and patient-facing information sys-
tems (Goodwin et al., 2022). Despite these ad-
vances, LLMs continue to face challenges. Hal-
lucinations remain a key concern in medical set-
tings (Agarwal et al., 2024), and newer models
have made progress in reducing them (Kim et al.,
2025). However, real-world EHRs introduce an
even bigger hurdle: clinical data are often messy,
incomplete, and inconsistent (Holmes et al., 2021).
Issues such as outdated knowledge and inconsis-
tent reasoning also persist and demand ongoing
attention (Ji et al., 2023).

In-context learning (ICL) provides an efficient
alternative to model fine-tuning, enabling LLMs
to learn from demonstrations embedded directly in
prompts without requiring parameter adjustments.
Dong et al. (2022) demonstrate that ICL leverages
pre-trained capabilities to recognize task patterns
from limited examples, reducing dependency on
supervised datasets (Dong et al., 2024). Few-shot
prompting, popularized by Brown et al. (2020)
with GPT-3, showed that LLMs can achieve com-
petitive performance across diverse tasks, including
medical question answering, by conditioning on
carefully selected examples. This approach signifi-
cantly reduces barriers to adapting LLMs for spe-
cialized applications like clinical reasoning without
requiring domain-specific retraining or extensive
annotated data (Brown et al., 2020).

Alkhalaf et al. demonstrated that combining gen-
erative AI with Retrieval-Augmented Generation
(RAG) significantly improves clinical information
extraction from EHRs, achieving 99.25% accuracy
using LLaMA 2 13B with zero-shot prompting
(Alkhalaf et al., 2024). Beyond methodology, RAG
component quality is critical for performance, as
highlighted by research using the MEDRAG toolkit
across 41 configurations with varying models, re-
trievers, and knowledge corpora. This comprehen-
sive analysis revealed that properly implemented
RAG systems can boost accuracy by up to 18%

Figure 1: The multistage few-shot prompting pipeline
of our system submitted to ArchEHR-QA 2025.

compared to chain-of-thought prompting across
multiple medical question-answering tasks, em-
phasizing the importance of appropriate language
model selection, retrieval strategy, and knowledge
corpus construction (Xiong et al., 2024).

3 Datasets

We utilize the ArchEHR-QA 2025 dataset (Soni
and Demner-Fushman, 2025a) , which comprises
20 development cases and 100 testing question-
note pairs. The dataset includes a patient question,
a clinician question, and a clinical note. The devel-
opment set features ground-truth annotations for ev-
idence sentences, while the test set requires natural
language answers accompanied by cited sentence
numbers. The patient’s question is inspired by real
patient inquiries. Clinical note excerpts are derived
from the MIMIC-III database (Johnson et al., 2016).
Answers consist of sentences referenced by the ID
from the clinical note.

4 Methodology

We viewed the problem as an alignment issue. We
aimed to generate an answer that was correctly
cited and factually aligned with the clinical note.
To help generate aligned answers, we explored
zero-shot, few-shot prompting, and retrieval aug-
mented generation (RAG) with external sources
including MedlinePlus and Merck Manual.

4.1 Baseline

We applied zero-shot and chain-of-thought (CoT)
prompting conditions as our baselines. We select
non-thinking models, including GPT-4.1, Gemini-
2.0-Flash, or Claude-3.7-Sonnet (non-thinking),
due to their significant computational and finan-
cial overhead. Each model was prompted to reason
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step by step before generating a final answer, pro-
viding a reference for measuring the impact of few-
shot examples and retrieval-augmented generation
(RAG).

4.2 In-Context Learning through Few-shot
Prompting

We explored several few-shot prompting strategies,
including:

• Basic Few-shot. We selected two examples
from the ArchEHR website as few-shot.

• LLM-Generated Exemplars as Few-shot.
Since the relevant sentence labeling can only
be found in the development dataset, we used
Gemini-2.5-Pro to generate answers from the
development set. These answers, paired with
their corresponding clinical notes and ques-
tions, were used as few-shot examples in sub-
sequent prompts.

• LLM-Generated Exemplars with Reason-
ing. We want to see if examples with reason-
ing can help improve the answer. Here, we
used Gemini-2.5-Pro to generate both reason-
ing steps and final answers. These reasoning-
annotated examples were included in prompts
to simulate clinical thinking.

4.3 Retrieval-Augmented Generation (RAG)

We tested external context enhancement using
10,232 MedlinePlus (National Library of Medicine
(US), 2025) and 2,927 Merck Manual articles
(Merck & Co., 2025). This experiment aimed to de-
termine whether external medical knowledge could
improve answer accuracy over a few-shot exemplar.
Articles were embedded using MedCPT (Jin et al.,
2023) and indexed for retrieval. We compared 3
retrieval approaches:

• Full-Text Clinical Articles. We retrieved the
complete texts of relevant clinical publications
identified by our RAG pipeline. We input the
entire article to provide the model with com-
prehensive contextual information for answer
generation.

• Concise Article Summaries. We prompted
Gemini-2.5-Pro to distill each full-text arti-
cle into a one-paragraph summary to reduce
prompt length and boost information density.

• Synthetic Clinical Cases. We prompted
Gemini-2.5-Pro with a few-shot examples
from the ArchEHR page to transform and for-
mat the retrieved articles into a realistic pa-
tient scenario featuring patient narrative, pa-
tient question, clinical question, clinical notes,
and answer to mimic the ArchEHR dataset.

5 Evaluation

Each answer includes sentences and their refer-
ences to the clinical note. Generated sentences are
evaluated on factuality and relevance. Factuality
compares cited evidence to ground truth using pre-
cision, recall, and F1 scores, with both strict (essen-
tial sentences only) and lenient (essential and sup-
plementary sentences). Relevance measures textual
similarity between answers and essential evidence
using BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), SARI (Xu et al., 2016), BERTScore (Zhang
et al., 2019), AlignScore (Zha et al., 2023), and
MEDCON (Yim et al., 2023). The final score aver-
ages normalized Strict Citation F1 and composite
Relevance.

6 Experimental Setup

We use zero-shot and chain-of-thought prompting
with GPT-4.1, Gemini-2.0 Flash, and Claude-3.7-
Sonnet as our baseline. In few-shot prompting,
we use Gemini-2.5-Pro to generate 19 exemplar
answers for each item in the development set, ex-
cluding the item itself. Generated answers are sent
to Gemini-2.5-Pro to trim and summarize answers
to a 75-word limit. We set up top-k=5 in retrieval
for all RAG experiments.

7 Results and discussions

We evaluated various prompting and retrieval strate-
gies on the development dataset to assess their im-
pact on citation accuracy, factuality, and relevance
across multiple language models. These experi-
ments informed our final multi-stage pipeline de-
sign for the test dataset. The following sections
present key results and their implications for our
system.

7.1 Development dataset observation
7.1.1 Zero-shot Baselines
On the development set, GPT-4.1, Gemini-2.0-
Flash, and Claude-3.7-Sonnet achieved overall
zero-shot scores of 47.9, 45.0, and 48.1, respec-
tively, with Claude-3.7-Sonnet performing best (Ta-
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Approach Model
Development dataset

Overall Factual. Relev. SPµ SRµ SFµ LPµ LRµ LFµ SPM SRM SFM LPM LRM LFM BLEU ROUGE-L SARI BERTScore AlignScore MEDCON

Baseline
GPT-4.1 47.9 53.8 42.1 54.0 53.6 53.8 68.6 49.7 57.7 60.4 64.1 57.1 74.2 59.4 62.2 6.9 34.1 69.5 37.3 61.8 42.7
Gemini-2.0-Flash 45.0 49.2 40.8 55.5 44.2 49.2 70.0 40.7 51.5 60.2 53.7 53.5 73.0 50.7 56.2 6.3 30.6 65.4 35.9 65.4 41.0
Claude-3.7-Sonnet 48.1 57.1 39.2 51.1 64.5 57.1 65.5 60.3 62.8 52.6 72.5 57.5 66.9 68.0 64.1 5.7 31.6 64.2 35.6 56.6 41.2

Few-shot:
basic

GPT-4.1 48.6 57.8 39.4 60.8 55.1 57.8 72.8 48.1 58.0 65.5 64.5 59.2 79.0 59.6 62.5 5.5 31.4 65.5 35.6 57.1 41.3
Gemini-2.0-Flash 47.5 56.3 38.8 54.0 58.7 56.3 66.0 52.4 58.4 56.4 66.4 56.2 70.5 62.3 61.3 5.2 30.2 65.5 33.8 56.3 41.9
Claude-3.7-Sonnet 48.1 55.6 40.6 49.7 63.0 55.6 62.3 57.7 59.9 55.1 73.9 57.4 67.8 70.1 63.5 7.0 32.8 66.3 35.2 60.7 41.5

Few-shot:
LLM-generated
exemplars

GPT-4.1 51.5 61.1 41.8 56.4 66.7 61.1 71.8 61.9 66.5 60.3 77.2 63.6 76.9 74.0 71.4 6.3 32.7 66.5 36.4 64.0 44.9
Gemini-2.0-Flash 50.5 59.6 41.5 54.9 65.2 59.6 65.9 57.1 61.2 56.9 75.9 59.8 68.8 69.5 63.6 7.5 32.1 66.7 36.2 60.9 45.6
Claude-3.7-Sonnet 49.6 58.4 40.7 51.1 68.1 58.4 65.2 63.5 64.3 53.4 76.3 58.4 69.1 72.0 65.8 7.1 31.7 65.8 35.2 61.3 43.2

Few-shot:
exemplars with
reasoning

GPT-4.1 47.3 55.6 39.0 52.2 59.4 55.6 67.5 56.1 61.3 56.6 70.9 58.2 75.1 70.8 67.3 6.1 31.6 65.8 36.5 54.6 39.6
Gemini-2.0-Flash 51.0 58.1 43.9 54.4 62.3 58.1 65.8 55.0 59.9 57.2 74.2 59.3 68.5 68.9 64.0 9.8 35.5 70.6 40.0 60.3 47.4
Claude-3.7-Sonnet 49.3 55.5 43.1 58.4 52.9 55.5 68.0 45.0 54.1 61.7 60.5 57.3 73.6 55.2 58.2 9.1 34.6 70.8 38.2 64.1 41.6

RAG:
articles

GPT-4.1 46.4 53.3 39.5 47.0 61.6 53.3 65.2 62.4 63.8 53.1 71.1 55.9 70.2 70.2 66.4 6.8 32.4 64.4 36.5 54.0 43.0
Gemini-2.0-Flash 45.7 50.0 41.5 56.4 44.9 50.0 73.6 42.9 54.2 61.0 57.2 53.2 76.8 55.0 59.4 6.9 32.8 67.2 35.6 66.4 40.1
Claude-3.7-Sonnet 47.4 55.3 39.5 51.2 60.1 55.3 66.0 56.6 61.0 56.2 69.8 56.4 70.1 65.5 62.6 6.9 31.6 67.0 37.3 58.0 36.4

RAG:
article summaries

GPT-4.1 46.7 52.8 40.5 49.1 57.2 52.8 62.7 53.4 57.7 54.9 66.6 55.4 68.8 63.0 61.1 7.2 33.4 67.4 36.8 55.4 42.9
Gemini-2.0-Flash 45.7 49.0 42.3 52.0 46.4 49.0 60.2 39.2 47.4 57.1 55.1 50.0 66.7 49.9 51.1 6.4 33.0 66.8 38.7 67.1 41.7
Claude-3.7-Sonnet 46.9 54.7 39.1 47.1 65.2 54.7 66.0 66.7 66.3 50.6 76.5 56.4 68.0 74.7 67.0 5.3 31.4 64.2 34.4 59.1 40.4

RAG:
synthetic cases

GPT-4.1 47.1 56.3 37.9 50.0 64.5 56.3 62.4 58.7 60.5 55.6 74.2 59.8 68.3 68.3 65.1 4.8 29.2 64.0 34.6 54.7 40.3
Gemini-2.0-Flash 48.9 58.2 39.7 55.2 61.6 58.2 66.9 54.5 60.1 59.7 68.6 58.0 72.9 65.1 62.8 4.8 30.9 66.7 35.7 59.4 40.5
Claude-3.7-Sonnet 47.8 55.3 40.3 51.2 60.1 55.3 66.0 56.6 61.0 56.2 69.8 56.4 70.1 65.5 62.6 6.8 32.3 69.3 37.2 61.0 35.2

Test dataset

Submission Overall Factual. Relev. SPµ SRµ SFµ LPµ LRµ LFµ SPM SRM SFM LPM LRM LFM BLEU ROUGE-L SARI BERTScore AlignScore MEDCON

Exemplars as few-shot with Gemini-2.0-Flash 48.5 54.6 42.5 62.6 48.4 54.6 65.9 48.2 55.6 67.6 62.7 58.7 71.4 60.2 59.7 6.3 31.9 67.7 37.0 68.7 43.3
Exemplars as few-shot with GPT-4.1 48.6 57.3 39.8 61.4 53.8 57.3 64.7 53.7 58.7 65.7 64.2 60.4 70.2 62.3 62.0 4.2 29.6 64.6 33.8 63.7 43.1
Multistage few-shot prompting (Figure 1) 49.1 56.9 41.4 60.6 53.6 56.9 64.0 53.5 58.3 65.4 64.0 60.2 70.0 62.2 61.8 6.0 32.1 65.8 36.4 64.3 43.6

Table 1: Results on development and test sets. SP = Strict Precision, SR = Strict Recall, SF = Strict F1, LP = Lenient
Precision, LR = Lenient Recall, LF = Lenient F1. Subscripts µ and M denote micro and macro respectively.

ble 1). Across all models, we observed consis-
tently high macro recall but low micro recall. This
suggests that while models can identify relevant
evidence across different cases, they often fail to
capture all necessary citations in longer notes with
many sentences, indicating challenges in evidence
completeness for long and complex cases.

7.1.2 Few shots outcome

GPT-4.1 with LLM-generated exemplars achieved
the highest overall score of 51.5 on the develop-
ment set, outperforming the reasoning-based few-
shot approach. These exemplars notably improved
factual recall, increasing the overall factuality score
from 53.8 (baseline) to 61.1 without relying on ex-
ternal data. This highlights that well-structured,
relevant examples can enhance the model’s abil-
ity to cite appropriate evidence. In contrast, the
reasoning-based few-shot setup achieved a lower
overall score of 47.3, compared to 51.5 for few-shot
prompting without reasoning. This suggests that
explicitly including reasoning steps may not yield
additional benefit in this task, and that the model
may perform implicit reasoning more effectively
when guided by concise, LLM-curated exemplars.

7.1.3 RAG: Full text vs. Article summary vs.
Synthetic clinical cases

Among RAG variants with Gemini-2.0-Flash, top-
5 synthetic cases yielded the best performance,
achieving an overall score of 48.9 and improv-
ing factuality from 49.2 to 58.2 compared to the
baseline. This suggests structured, case-like in-
puts better support clinical reasoning than unstruc-

tured text. RAG using full-text articles and sum-
maries produced lower factuality scores (50.0 and
49.0, respectively). Although converting articles
into cases improved alignment, these formats re-
mained less effective than LLM-crafted exemplars,
likely due to misalignment between retrieved con-
tent and the target question. Overall, the RAG
approaches performed worse than the best few-shot
LLM-generated exemplars. We hypothesized that
the quality and relevance of in-context examples
may be more important than retrieved knowledge.

7.2 Test dataset results

Based on the development set results, GPT-4.1 with
LLM-generated exemplars as few-shot achieved
the best overall performance. On the test set, GPT-
4.1 demonstrated strong factuality (overall factual-
ity = 57.3), while Gemini-2.5-Pro performed better
in terms of relevance (overall relevance = 42.5). We
leveraged both models by developing a multistage
few-shot prompting pipeline without external data
for our final submission, achieving an overall score
of 49.1 (Table 1). This pipeline uses Gemini-2.5-
Pro to generate 20 exemplar answers with citations
from the development dataset. These 20 exemplars
are used as in-context examples for GPT-4.1’s ini-
tial answer generation on the test dataset. We then
extract references from these initial answers. In the
final stage, we input the test dataset and its corre-
sponding retrieved references into Gemini-2.5-Pro
to generate the final grounded answers (Figure 1).
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8 Conclusion and Future Work

Our study demonstrates that few-shot learning
with LLM-generated examples significantly im-
proves EHR-grounded medical question answering.
We achieved performance gains on the ArchEHR-
QA 2025 benchmark without requiring model re-
training or external knowledge sources. Models
can leverage implicit patterns when guided by in-
context learning demonstrations. Future work may
explore example selection for ICL or demonstration
strategy (Zhang et al., 2024; Huang et al., 2023),
which can help improve the model’s alignment with
the ground truth. We can also improve the refer-
ence of clinical notes to achieve better recall.

Limitations

LLM-generated few-shot examples may incorpo-
rate subtle biases or inaccuracies that propagate
through the system. Our implementation relies on
underlying EHR data quality, which may vary in
completeness and structure across clinical settings.
In practice, real-world EMR heterogeneity ampli-
fies these challenges: clinicians document infor-
mation across free-text notes, scanned documents,
and copied entries that vary widely in format, of-
ten include redundant or contradictory details, and
fragment critical data. Moreover, we rely on propri-
etary model APIs with 19–20-shot prompts, which
drive up computation time and latency and limit
scalability in resource-constrained settings.

Despite strong benchmark performance, real-
world deployment would require the validation of
our prompting strategies on unstructured produc-
tion EHR systems, incorporating robust NLP pre-
processing (entity normalization, de-duplication)
alongside human oversight to ensure clinical safety,
data privacy, and appropriateness. We also need
to prune exemplars, distill models, and conduct
cost–benefit analyses to reduce inference time and
API costs, all while upholding data privacy and
regulatory compliance.
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A Appendix

This appendix provides documentation of the
prompts used in our multistage few-shot pipeline
(Figure 1). The following sections describe the ex-
act prompts, design rationale, and implementation
considerations used throughout the system.

A.1 Prompt for Exemplar Generation

Figure B illustrates the prompt employed for gen-
erating exemplars. This stage utilizes the develop-
ment dataset, which includes the patient narrative,
patient question, clinician question, clinical note,
and relevant sentence key. Gemini-2.5-Pro gener-
ates concise, citation-grounded answers in plain
text, which are subsequently used as few-shot ex-
amples for downstream prompting.

A.2 Prompt for Initial Answers Generation

We use the prompt in Figure A to generate initial
answers from the test dataset. Input components
include the patient narrative, patient question, clin-
ician question, and clinical note. The exemplars
derived from the development data (as described in
Section A.1) are incorporated into the prompt for
initial responses with GPT-4.1.

LLM-Generated Exemplars as Few-shot

# Examples

{exemplars}

# To answer

Patient Narrative: {patient_narrative}
Patient Question: {patient_question}
Clinician Question: {clinical_question}
Clinical Note: {clinical_note}

Return your response in the format below strictly.

<answer>
Your answer based on the things you have seen in
the Example Patient Narrative, Example Patient
Question, Example Clinician Question, Example
Clinical Note and the Example Answer. Please
do not use a hyphen (’-’) in the citation. List all
the citations.
</answer>

Figure A: Prompt used for LLM-generated exem-
plars as few-shot for final answers generation

Exemplars and Final Answers Generation

You are a medical expert tasked with providing clear,
accurate answers to medical questions based on relevant
sentences from the clinical notes. Your response should
be detailed, evidence-based, and reference specific points
from the relevant sentences using the numbered citations.
You are only allowed to use the relevant sentences to
answer the question.

Example Patient Narrative:
I had severe abdomen pain and was hospitalised for 15
days in ICU, diagnosed with CBD sludge. Doctor advised
for ERCP. My question is if the sludge was there does not
any medication help in flushing it out? Whether ERCP
was the only cure?

Example Patient Question:
My question is if the sludge was there does not any
medication help in flushing it out? Whether ERCP was
the only cure?

Example Clinician Question:
Why was ERCP recommended over a medication-based
treatment for CBD sludge?

Example Clinical Note:
1: During the ERCP a pancreatic stent was . . .
2: However, due to the patient’s elevated INR . . .
3: Frank pus was noted . . .
4: The Vancomycin was discontinued.
5: On hospital day 4 . . .
6: On ERCP the previous biliary stent . . .
7: As the patient’s INR was normalized . . .
8: At the conclusion of the procedure . . .

Example Relevant Sentences: [1, 5, 6, 7]

Example Answer:
Medications can sometimes help in managing bile duct
sludge, but in this case, ERCP was necessary... |1|... |5|...
|6|... |7|.

Now, please provide a similar detailed answer
for the following case:

Patient Narrative: {patient_narrative}
Patient Question: {patient_question}
Clinician Question: {clinical_question}
Clinical Note: {clinical_note}
Relevant Sentences: {relevant_sentences}

Answer Format:

<answer>
Use ALL of the relevant sentences to answer the
question. Make sure to answer the question based
on the relevant sentences. See the example an-
swer for the format (use the |sentence number| to
reference).
</answer>

Note: Think about the question and relevant sentences
carefully. You may reshuffle the sentences, but should not
include any other content.

Figure B: Prompt used for exemplars and final an-
swers generation
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A.3 Prompt for Final Answers Generation
For the final answer generation stage, we reutilize
the prompt shown in Figure B. However, instead
of using the development sentence key, we pro-
vide the model with retrieved sentences cited in the
initial answers. This configuration enables Gemini-
2.5-Pro to generate a grounded, citation-supported
response based on the test data and previously ex-
tracted evidence.
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