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Abstract
Social media platforms generate an enormous
volume of multi-modal data, yet stress detec-
tion research has predominantly relied on text-
based analysis. In this work, we propose a
novel framework that integrates textual content
with synthesized visual cues to enhance stress
detection. Using the generative model DALL·E,
we synthesize images from social media posts,
which are then fused with text through the
multi-modal capabilities of a pre-trained CLIP
model, which encodes both text and image data
into a shared semantic space. Our approach is
evaluated on the Dreaddit dataset, where a clas-
sifier trained on frozen CLIP features achieves
94.90% accuracy, and full fine-tuning further
improves performance to 98.41%. These re-
sults underscore the integration of synthesized
visuals with textual data not only enhances
stress detection but also offers a robust method
over traditional text-only methods, paving the
way for innovative approaches in mental health
monitoring and social media analytics.

1 Introduction

Social media has emerged as a pervasive platform
for personal expression, generating enormous vol-
umes of data that encompass both textual and visual
modalities (Baltrušaitis et al., 2018; Mouzannar
et al., 2018; Abousaleh et al., 2020). This rich,
heterogeneous data offers unprecedented opportu-
nities for understanding human behavior and men-
tal health. However, prevailing stress detection
research has largely focused on text-based analy-
sis, overlooking the potential for complementary
affective cues that can be inferred or synthesized
into visual representations.

Recent advances in multi-modal machine learn-
ing have shown that integrating diverse data sources
can significantly enhance performance on affec-
tive and behavioral tasks (Song et al., 2024; Ierac-
itano et al., 2020; Amal et al., 2022; Zhang et al.,
2020). At the same time, generative models such

as DALL·E have opened new avenues for synthe-
sizing high-quality visuals from textual descrip-
tions (Ramesh et al., 2021; Khachatryan et al.,
2023; Tewel et al., 2022). This proliferation of
data prompts an essential question: How can the
fusion of synthesized visual data with traditional
text data improve the accuracy and effectiveness of
stress detection algorithms?

In this work, we introduce a novel multi-modal
framework that leverages both text and synthesized
images for stress detection. Specifically, we gener-
ate images from social media posts using DALL·E
(Ramesh et al., 2021) and integrate these visuals
with text via the robust joint embedding space pro-
vided by a pre-trained CLIP model (Radford et al.,
2021). We evaluate our approach on the Dreaddit
dataset (Turcan and McKeown, 2019), a collection
of social media posts annotated to indicate whether
the person who wrote the post suffers from stress or
not. Our experiments demonstrate that a classifier
trained on frozen CLIP features achieves 94.90%
accuracy, while full fine-tuning further elevates per-
formance to 98.41%. These results indicate that
synthesized visuals capture subtle emotional and
contextual cues that are absent from text alone,
thereby significantly enhancing detection accuracy.

Our contributions are threefold:

1. We propose a novel multi-modal framework
that fuses text and synthesized visuals to ad-
dress the limitations of traditional text-only
stress detection methods.

2. We demonstrate the effectiveness of our ap-
proach on the Dreaddit dataset (Turcan and
McKeown, 2019), achieving state-of-the-art
performance through both classifier-only train-
ing and full fine-tuning strategies.

3. We provide an in-depth analysis of the impact
of multi-modal fusion on capturing nuanced
affective signals, laying the groundwork for
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future research in mental health monitoring
using social media data.

2 Related Work

Stress detection on social media has tradition-
ally been approached using text-based methods.
Early studies primarily relied on lexicon-based
techniques and classical machine learning algo-
rithms to identify linguistic markers of stress and
anxiety in user-generated content (De Choudhury
et al., 2013; Aldarwish and Ahmad, 2017; Biswas
and Hasija, 2022). More recent approaches have
employed deep learning architectures, such as re-
current neural networks (Salehinejad et al., 2017)
and transformer-based architectures (Vaswani et al.,
2017; Ji et al., 2022; Yang et al., 2024; Shi et al.,
2024), to capture complex syntactic and semantic
patterns from text. Despite these advancements,
text-only methods may fail to capture affective
or contextual information that can be made more
salient through synthesized visual representations.

The growing interest in multi-modal learning
has spurred research into integrating multiple data
sources to improve performance on affective and
behavioral tasks. Several studies have demon-
strated that fusing textual and visual information
can enhance emotion recognition (Kosti et al.,
2017; Cowie et al., 2001; Zhu et al., 2025) and sen-
timent analysis (Baltrušaitis et al., 2018; Wankhade
et al., 2022). For instance, multi-modal architec-
tures that combine convolutional neural networks
(Li et al., 2021) for image analysis with language
models for text have shown improved accuracy over
single-modality approaches (Mittal et al., 2018;
You et al., 2015; Feng et al., 2025; Devlin et al.,
2018; Liu et al., 2019). However, the application of
multi-modal techniques to stress detection remains
relatively underexplored.

Generative models have further broadened the
horizons of multi-modal research. Models such as
DALL·E have shown impressive capabilities in syn-
thesizing high-quality images from textual prompts
(Ramesh et al., 2021; Zhou et al., 2023), thereby
providing a novel means to augment datasets that
lack explicit visual content. Concurrently, models
like CLIP have established robust joint embedding
spaces that effectively capture the semantic rela-
tionships between images and text (Radford et al.,
2021; Qiao et al., 2019; Wang et al., 2023; Zhong
et al., 2021; Gu et al., 2023; Wang et al., 2021).
These innovations have paved the way for leverag-

ing synthesized visuals to complement textual data,
offering new insights into affective states that may
not be fully captured by text alone.

Prior work in mental health has shown that lin-
guistic patterns in social media (e.g., first-person
pronouns, hopelessness, negative tone) indicate
stress, anxiety, or depression (De Choudhury et al.,
2013; Cohan et al., 2018), and visual cues (e.g.,
expressions, colors, context) also reflect affective
states (Abousaleh et al., 2020). Building on this, we
hypothesize that even synthesized images—when
guided by affect-sensitive prompts—can offer com-
plementary signals for stress detection.

Our work builds on these lines of research by in-
tegrating synthesized visuals with text-based analy-
sis for stress detection. Our work employs gener-
ative image synthesis in conjunction with a multi-
modal representation framework for this task. By
fusing the complementary strengths of DALL·E
and CLIP, we aim to address the limitations of tra-
ditional text-only approaches and provide a more
holistic understanding of stress as expressed on
social media.

3 Methodology

In this section, we describe our multi-modal frame-
work for stress detection, which integrates synthe-
sized visual cues with textual information. Our
approach consists of two stages: image generation,
and multi-modal representation with CLIP.

3.1 Image Generation

To enrich textual data, we use the generative capa-
bilities of DALL·E 3, an advanced version of the
DALL·E model (Ramesh et al., 2021). This model
synthesizes images closely aligned with textual de-
scriptions. The process begins with the input of a
text prompt into a specialized text encoder. This
text encoder is adept at converting the textual in-
formation into a high-dimensional representation
space (text encoding), aiming to capture the core
semantic content of the prompt (Figure 1).

Following this, a component known as the diffu-
sion prior takes over, which is a crucial part of the
model’s architecture. The prior is responsible for
mapping the text-encoded semantic representation
to a corresponding image encoding. This image
encoding is designed to retain the semantic content
conveyed by the text, ensuring that the generated
images reflect the intended themes and elements of
the input prompt.
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Figure 1: Methodology overview. (1) image generation: the posts (text) and the corresponding prompt are converted
into images that visually represent the text’s semantic content, (2) multi-modal representation with CLIP: the images,
alongside the original text, are processed through CLIP to form a joint embedding space, used for stress detection.
The CLIP Classifier-Only Training strategy fine-tunes the classifier (fully connected layers) while keeping the CLIP
base model (text and image encoder) frozen. The CLIP Full Fine-Tuning strategy fine-tunes both the classifier and
the CLIP base model. This process leverages both textual and visual data to enhance detection accuracy.

The final step in the image generation process
involves an image decoder. This decoder uses the
image encoding to stochastically generate the final
visual output. The resulting image is a visual rep-
resentation of the semantic information encoded
from the initial text prompt, materializing as a syn-
thetic image that complements the textual data in
our multi-modal stress detection framework. By
leveraging this advanced image synthesis process,
we ensure that the generated visuals are both seman-
tically relevant and visually coherent, providing a
robust foundation for further multi-modal analysis.

3.2 Multi-modal Representation with CLIP

We employ the pre-trained CLIP model (Radford
et al., 2021) to facilitate a robust multi-modal rep-
resentation, leveraging its capacity to encode both
text and images into a shared joint embedding
space. Each text sample is processed by the text
encoder to extract textual features, while corre-
sponding synthesized images are preprocessed and
passed through the image encoder. The features
from both modalities are normalized and concate-
nated to form a joint representation (Figure 1). This
embedding captures complementary affective cues
from both textual and visual data, enhancing our

ability to detect stress signals on social media.
To effectively train our model, we adopt two

training strategies:

1. CLIP Classifier-Only Training: In this ap-
proach, we keep the pre-trained CLIP base
frozen, focusing training efforts solely on the
attached classifier. This method benefits from
the robustness of the existing multi-modal em-
beddings, avoiding alterations to the underly-
ing representations and ensuring stability.

2. CLIP Full Fine-Tuning: Alternatively, we
engage in full fine-tuning of both the CLIP
model and the classifier. This strategy allows
the entire network to adapt more comprehen-
sively to the domain-specific nuances of stress-
related content, improving detection accuracy
by refining the joint embedding space to better
capture subtle emotional nuances.

This integrated methodology not only leverages
generative image synthesis to augment textual in-
formation but also strategically fuses these modal-
ities in a joint embedding space. The approach is
designed to enhance the detection of nuanced af-
fective signals that are pivotal for accurate stress
detection on social media platforms.
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Model Accuracy (%) Weighted F1 (%)
MentalRoBERTa 96.14 94.24
MentalBERT 69.32 78.75
RoBERTa-base 96.14 94.24
BERT-base 96.14 94.67
CLIP Classifier-Only Training (Ours) 94.90 92.42
CLIP Full Fine-Tuning (Ours) 98.41 98.27

Table 1: Performance comparison of our approach with
general-purpose and mental health-specific models on
the Dreaddit dataset.

4 Experiments and Results

In this section, we outline our experimental setup,
present results, and discuss findings.

4.1 Experimental Setup

The Dreaddit dataset (Turcan and McKeown, 2019)
comprises 2,837 training samples and 414 test-
ing samples, where each sample is a social me-
dia post accompanied by a binary label indicat-
ing the presence or absence of stress. The posts
are drawn from mental health-related subreddits
such as r/depression, r/anxiety, and r/relationships.
Each post was annotated through crowdsourced
judgments, with three annotators per instance and
majority voting used to determine the final label.
The dataset is approximately balanced across the
two classes. For each post, we generate a corre-
sponding synthetic image using DALL·E 3. The
hyperparameters reported in the Appendix. Our
experiments compare the following models:

• CLIP Classifier-Only Training (Ours):
Classifier-only training where the pre-trained
CLIP model is kept frozen while only the clas-
sifier is trained.

• CLIP Full Fine-Tuning (Ours): Full fine-
tuning of both the CLIP model and the classi-
fier on the Dreaddit dataset.

• Text-Only Baselines: Pre-trained discrimina-
tive language models which are either general
purpose (RoBERTa-base, BERT-base (Devlin
et al., 2018; Liu et al., 2019)) or finetuned for
mental health applications (MentalRoBERTa,
MentalBERT (Ji et al., 2022)).

4.2 Results

Table 1 reports the accuracy and weighted F1
scores for our proposed models and the text-only
baselines. Our CLIP Classifier-Only Training
model achieves an accuracy of 94.90% with a
weighted F1 score of 92.42%, while the CLIP Full
Fine-Tuning model reaches 98.41% accuracy and

Modality Accuracy (%) Weighted F1 (%)
Image-Only 95.22 93.17
Text-Only 96.82 96.31
Image + Text 98.41 98.27

Table 2: Ablation study of our method comparing image-
only, text-only, and combined multi-modal model.

98.27% weighted F1 score. In comparison, the
text-only models yield competitive performance for
MentalRoBERTa, RoBERTa-base, and BERT-base
(accuracy around 96.14% and weighted F1 around
94%), whereas MentalBERT underperforms. The
results demonstrate that full fine-tuning of our
multi-modal framework (CLIP Full Fine-Tuning)
leads to a substantial improvement in performance
over classifier-only training, highlighting the bene-
fit of adapting the joint image-text representations
to stress detection. Furthermore, our approach
achieves competitive performance compared to
strong text-only baselines, while offering the added
advantage of leveraging synthesized visual cues.
Even though our results demonstrate strong perfor-
mance gains, we acknowledge that we have not con-
ducted statistical significance testing across mul-
tiple random seeds. Future work will incorporate
such evaluations to better assess the robustness of
our findings.

4.3 Ablation Study: Modality Contributions

To better understand the contribution of each
modality, we performed an ablation study by evalu-
ating our model trained using only the synthesized
images, only the textual data, and the fusion of both
modalities Table 2. The image-only model, which
relies solely on visual cues extracted from gener-
ated images, achieved an accuracy of 95.22% and a
validation weighted F1 score of 93.17%. The text-
only model, using only the original social media
posts, reached an accuracy of 96.82% and a valida-
tion weighted F1 score of 96.31%. Notably, when
both modalities are integrated, our multi-modal
framework achieves significantly improved perfor-
mance, with an accuracy of 98.41% and a valida-
tion weighted F1 score of 98.27%. These findings
indicate that while the text-only model is already
highly effective, the addition of synthesized visual
information provides complementary affective cues
that further enhance stress detection performance.

4.4 Discussion

Our experiments validate the hypothesis that in-
tegrating synthesized visuals with text enhances
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stress detection on social media. The significant
performance improvement observed with full fine-
tuning suggests that adapting the multi-modal em-
beddings to the domain-specific nuances of stress-
related content is critical. Moreover, the ablation
study confirms that although text-only models per-
form strongly, the incorporation of visual cues
further improves the detection of subtle affective
signals. These findings underscore the potential
of multi-modal data fusion for advancing men-
tal health monitoring applications. We hypothe-
size that the generated visuals act as implicit emo-
tion amplifiers, translating latent affective states
into more explicit signals that the model can learn
from. The shared embedding space enables the
model to reinforce weak cues in one modality us-
ing complementary information from the other,
thereby improving the robustness of stress detec-
tion. While this method shows strong results on
the Dreaddit dataset, its generalizability to other
mental health tasks or platforms—such as Twitter
or Instagram—remains an open question. Future
work should explore how this approach adapts to
different linguistic styles, content structures, and
user populations across platforms.

5 Conclusion

In this work, we introduced a novel multi-modal
framework for stress detection using both textual
content and synthesized visuals from DALL·E.
Leveraging the CLIP model’s robust joint em-
bedding capabilities, our method captures subtle
emotional cues missed by text-only approaches.
Tested on the Dreaddit dataset, our model achieved
94.90% accuracy with classifier-only training,
while full fine-tuning increased performance to
98.41%. These results highlight the significant
potential of combining generative image synthe-
sis with multi-modal representation learning for
affective computing and mental health monitoring.

Limitations

Despite the promising results of our multi-modal
framework, several limitations remain. First, our
approach relies on synthesized images generated
by DALL·E, which may introduce biases or incon-
sistencies; the quality and representativeness of the
generated visuals can vary depending on the input
text. Second, our experiments have been conducted
solely on the Dreaddit dataset, and it is unclear
whether the observed performance improvements

will generalize to other social media platforms or
stress-related domains (Cohan et al., 2018; Mau-
riello et al., 2021; Garg et al., 2022; Sathvik and
Garg, 2023; Chim et al., 2024). Furthermore, while
results on the Dreaddit dataset are promising, fur-
ther research is needed to determine the generaliz-
ability of our model across different social media
platforms and diverse demographic groups. Finally,
even though the fusion of text and visuals enhances
stress detection, the interpretability (Jeon et al.,
2024) of the resulting multi-modal representations
remains an open challenge. Future work should
focus on addressing these limitations by explor-
ing more robust image synthesis techniques and
developing methods to improve the transparency
and interpretability of multi-modal models. One
limitation is the lack of systematic evaluation of
the generated images. We do not assess whether
they reflect the intended affective state or which
visual features (e.g., color, composition, expres-
sions) contribute to stress detection. Future work
will examine prompt design and affective feature
attribution.

Ethical Considerations

Our work involves the analysis of social media data
for stress detection, raising important ethical con-
siderations. The use of such data requires strict ad-
herence to privacy protocols and the anonymization
of user information. Additionally, generative mod-
els like DALL·E can inadvertently propagate biases
present in their training data, potentially affecting
the fairness and reliability of our system. Care must
be taken to ensure that the technology is not mis-
used for surveillance or discriminatory practices.
We advocate for responsible usage, transparent re-
porting of model decisions, and the integration of
fairness-aware techniques in future work. As our
study uses only anonymized Dreaddit data without
new collection or user interaction, ethics approval
was not required. Still, using DALL·E to generate
images from user content raises concerns. We take
precautions against misuse, but future work should
pursue consent-driven, transparent frameworks for
generative modeling in mental health.
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A Appendix

In the appendix, we provide further details regard-
ing our experimental setup, hyperparameter set-
tings, and examples of synthesized images. These
supplementary materials aim to enhance the repro-
ducibility of our work and offer deeper insights into
the performance of our multi-modal framework.

A.1 Hyperparameters for Generating Images
with DALL-E

As shown in Table 3, we employed the DALL-E
3 model to synthesize images from social media
posts. Our prompt was carefully designed to en-
sure that the generated visuals consistently capture
stress-related cues. For each post, the prompt in-
structs DALL-E 3 to produce a consistent, struc-
tured image that visually represents a state of
stress or anxiety. This image is expected to in-
clude a tense or overwhelming environment (e.g.,
dim lighting, clutter, urban stress), facial expres-
sions that convey worry, exhaustion, or distress
(when humans are depicted), and a darker, cooler
color palette to evoke a stressed mood. The images
are generated at a resolution of 1024x1024 with
standard quality, and one image is produced per
post.

A.2 Hyperparameters and Training Setup for
CLIP

Table 4 summarizes the hyperparameters and train-
ing configurations used in our experiments for both
the CLIP Classifier-Only Training and the CLIP
Full Fine-Tuning approaches.

In our experiments, the CLIP Classifier-Only
Training approach involves freezing the CLIP base
and training only the classifier with the AdamW
optimizer (Zhou et al., 2024) at a learning rate of
5×10−4, a weight decay of 1×10−4, and a StepLR
scheduler (step size of 5 epochs and γ = 0.5).
Training is conducted for up to 10 epochs with
early stopping after 3 epochs of no improvement.
For the CLIP Full Fine-Tuning approach, both the
CLIP base and the classifier are updated. We em-
ploy a dual learning rate strategy where the CLIP
parameters are optimized at 5× 10−6 and the clas-
sifier at 5×10−4, using the same weight decay and
scheduler settings. This configuration runs for up
to 15 epochs, with gradient clipping (max norm =
1.0) applied to stabilize training. These hyperpa-
rameter choices enable a balanced adaptation of the
pre-trained CLIP representations while effectively

learning task-specific features for stress detection.

A.3 Illustrative Examples of Synthesized
Visuals from Social Media Posts

In this section, we generate images from social
media posts using DALL·E. We provide exam-
ples from the Dreaddit dataset alongside their
corresponding synthesized images (see Figure 2).
Each image is generated based on the text of the
post, capturing the key emotional and contextual
cues embedded within the content. Our approach
translates linguistic elements—such as tone, word
choice, and contextual details—into visual features,
including the color palette, environmental cues, and
facial expressions that are indicative of stress. By
presenting these paired examples, we illustrate how
our multi-modal framework leverages both textual
and visual modalities to enhance stress detection,
offering a more comprehensive perspective on the
underlying affective signals present in social media
data.

A.4 Code Availability
The source code for all experiments, includ-
ing data preprocessing, model training, and
evaluation scripts, is available on GitHub:
https://github.com/Efstathia-Soufleri/
Stress-Detection-CLIP. This repository is
designed to facilitate the reproducibility of our
results and to support further research in this field.

41

https://github.com/Efstathia-Soufleri/Stress-Detection-CLIP
https://github.com/Efstathia-Soufleri/Stress-Detection-CLIP


Parameter Value / Description
Model dall-e-3
Prompt Based on the text "{post}", generate a consistent, structured image

that visually represents a state of stress or anxiety. The image must
include:

• A tense or overwhelming environment (e.g., dim lighting, clutter,
urban stress).

• Facial expressions showing worry, exhaustion, or distress (if
humans are depicted).

• A darker, cooler color palette to evoke a stressed mood.

Size 1024x1024
Quality Standard
Number of Images 1

Table 3: Summary of DALL-E 3 image generation parameters and prompt design used for synthesizing visuals that
capture stress-related cues.

Parameter Classifier-Only Training Full Fine-Tuning
Epochs 10 15
Batch Size 32 32
Optimizer AdamW (classifier only) AdamW (dual groups)
Learning Rate (Classifier) 5× 10−4 5× 10−4

Learning Rate (CLIP Base) — 5× 10−6

Weight Decay 1× 10−4 1× 10−4

LR Scheduler StepLR (step=5, γ=0.5) StepLR (step=5, γ=0.5)
Early Stopping Patience 3 epochs 3 epochs
Additional Techniques — Gradient Clipping (max norm = 1.0)

Table 4: Hyperparameters and training configurations for Classifier-Only Training and Full Fine-Tuning of our
proposal.

42



Figure 2: Illustrative examples from the Dreaddit dataset. A social media post and the corresponding synthesized
image generated from the post text. These examples demonstrate how our multi-modal framework leverages both
textual and visual modalities to capture emotional and contextual cues for enhanced stress detection. The top image
and post pair indicate absence of stress and the below pair indicate stress.
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