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Abstract

This paper presents an overview of the
ArchEHR-QA 2025 shared task, which was
organized with the 24th BioNLP Workshop at
ACL 2025. The goal of this shared task is to
develop automated responses to patients’ ques-
tions by generating answers that are grounded
in key clinical evidence from patients’ elec-
tronic health records (EHRs). A total of 29
teams participated in the task, collectively sub-
mitting 75 systems, with 24 teams providing
their system descriptions. The submitted sys-
tems encompassed diverse architectures (in-
cluding approaches that select the most relevant
evidence prior to answer generation), leverag-
ing both proprietary and open-weight large lan-
guage models, as well as employing various
tuning strategies such as fine-tuning and few-
shot learning. In this paper, we describe the
task setup, the dataset used, the evaluation cri-
teria, and the baseline systems. Furthermore,
we summarize the methodologies adopted by
participating teams and present a comprehen-
sive evaluation and analysis of the submitted
systems.

1 Introduction

The volume of messages received through patient
portals is on the rise, which includes requests from
patients for medical information (Holmgren et al.,
2023; Martinez et al., 2024). This is one of the main
contributors to increasing clinician burden. One
promising strategy to address this challenge is to
assist clinicians in formulating responses to patient
inquiries. To this end, automatically generating an-
swers to questions from patients considering their
medical records is important.

While there is extensive work on answering gen-
eral health-related queries from patients (Welivita
and Pu, 2023), relatively little focuses on address-
ing patient questions specifically about their own
medical records. Within the work on patient portal
messages, most research has focused on message

triage (Ren et al., 2023; Liu et al., 2024c) or on help-
ing patients formulate their questions (Liu et al.,
2024b). Efforts to automatically generate answers
to patient questions rarely incorporate relevant in-
formation from the patient’s medical record (Liu
et al., 2024a; Chen et al., 2024). Among the few
that do, none evaluate how effectively the gener-
ated responses leverage that evidence (Small et al.,
2024; Garcia et al., 2024).

Grounding an answer in evidence is the process
of citing or referencing specific segments of the
input evidence to support the generated response
(Chandu et al., 2021). This practice is especially
critical in medicine, where accuracy and trace-
ability are paramount–particularly when the tar-
get users are not proficient in medical knowledge
(Haug and Drazen, 2023). Although grounding has
been extensively studied in open-domain (Wang
et al., 2025; Sung et al., 2025), its application in the
clinical domain remains relatively underexplored.

To foster research in these underexplored ar-
eas of clinical natural language processing (NLP),
we introduced the ArchEHR-QA (pronounced

“Archer”) shared task1. The goal of the task is to
develop automated systems that generate answers
to patients’ questions, grounded in key clinical evi-
dence from their electronic health records (EHRs).
Participants were provided with patient-posed ques-
tions, their clinician-interpreted versions, and cor-
responding clinical notes. Systems were expected
to produce answers accompanied by sentence-level
citations to the relevant sentences of the clinical
note.

2 ArchEHR-QA 2025 Task Description

Given a patient-posed natural language question,
the corresponding clinician-interpreted question,
and the patient’s clinical note excerpt, the task is to
generate a natural language answer with sentence-

1archehr-qa.github.io
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Patient Question I had severe abdomen pain and was hospitalised for 15 days in ICU, diagnosed with CBD sludge
thereafter on udiliv. Doctor advised for ERCP. My question is if the sludge was there does not the
medication help in flushing it out? Whether ERCP was the only cure?

Clinician Question Why was ERCP recommended to him over continuing a medication-based treatment?

Clinical Note
Excerpt

1: During the ERCP a pancreatic stent was required to facilitate access to the biliary system (removed
at the end of the procedure), and a common bile duct stent was placed to allow drainage of the
biliary obstruction caused by stones and sludge. 2: However, due to the patient’s elevated INR, no
sphincterotomy or stone removal was performed. 3: Frank pus was noted to be draining from the
common bile duct, and post-ERCP it was recommended that the patient remain on IV Zosyn for at
least a week. 4: The Vancomycin was discontinued.

5: On hospital day 4 (post-procedure day 3) the patient returned to ERCP for re-evaluation of her biliary
stent as her LFTs and bilirubin continued an upward trend. 6: On ERCP the previous biliary stent was
noted to be acutely obstructed by biliary sludge and stones. 7: As the patient’s INR was normalized
to 1.2, a sphincterotomy was safely performed, with removal of several biliary stones in addition to
the common bile duct stent. 8: At the conclusion of the procedure, retrograde cholangiogram was
negative for filling defects.

Clinician Answer An endoscopic retrograde cholangiopancreatography, ERCP, was recommended to place a common
bile duct stent [1]. This stent was placed to allow drainage of the biliary obstruction which was caused
by stones and sludge [1]. Due to no improvement in liver function, the patient needed a repeat ERCP
[5]. The repeat ERCP showed that the biliary stent placed in the first ERCP was obstructed by stones
and sludge [6]. The stones and stent were successfully removed during this procedure by performing a
sphincterotomy [7].

Sample System
Answer

ERCP was recommended as medication alone may not effectively clear the biliary obstruction caused
by stones and sludge [1]. The procedure allowed for direct visualization, stenting, and subsequent
removal of biliary stones and sludge [1,7,8]. Medication, such as IV Zosyn, was used adjunctively to
manage infection but was not sufficient to flush out the sludge and stones on its own [3].

Table 1: Example annotated patient case from the ArchEHR-QA dataset. Focus areas in the patient question are
underlined, which are taken into account when creating the clinician question. In the clinical note excerpt, the
sentences with identifiers [1,5,6,7] are essential, [2,8] are supplementary, and [3,4] are not-relevant.

level citations to the specific clinical note sen-
tences.

3 Data Description

We used a subset of 120 patient cases from the
ArchEHR-QA dataset (Soni and Demner-Fushman,
2025). Each patient case in the dataset com-
prises a hand-curated, realistic patient question
(reflective of patient portal messages), relevant
focus areas identified within the question (as de-
termined by a clinician), corresponding clinician-
rewritten version (crafted to aid in formulating re-
sponses), and note excerpt providing essential clin-
ical context (Table 1). The dataset was curated
by aligning real patient questions posted to public
health forums with clinical notes from publicly ac-
cessible EHR databases, namely, MIMIC-III and
MIMIC-IV (Johnson et al., 2016, 2023). Each sen-
tence in the note excerpt is manually annotated
to mark its importance in answering the question
as “essential” (must be cited in the answer),
“supplementary” (may be cited to provide sup-
port), or “not-relevant” (should not be cited).
For more details about the dataset curation process,

please refer to the dataset paper (Soni and Demner-
Fushman, 2025).

A total of 20 patient cases were provided to the
participants with sentence relevance keys for the
development and validation of systems. The re-
maining 100 patient cases were used for testing the
participant systems and released to the participants
closer to the final submission date without the sen-
tence relevance labels. Tables 2 and 3 provide the
dataset statistics.

4 Evaluation

4.1 Metrics

Submissions were evaluated based on their use
of clinical evidence for grounding (“Factuality”)
and the relevance of the generated answers (“Rel-
evance”). The scoring script is available on
GitHub2.

Factuality is assessed by calculating Precision,
Recall, and F1 Scores between the cited evi-
dence sentences in the generated answers (i.e., pre-
dicted as “essential”) and the manually anno-

2github.com/soni-sarvesh/archehr-qa
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Patient Question Clinician Question Note Excerpt Clinician Answer

Dev Test Dev Test Dev Test Dev Test

Mean 85.2 92.3 10.8 10.6 320.8 380.4 73.6 72.4
Median 81.0 74.5 10.0 10.0 320.5 345.0 74.0 73.0
S.D. 35.1 62.4 2.8 3.9 174.6 213.3 2.3 3.6
Min 40.0 33.0 7.0 3.0 109.0 76.0 66.0 55.0
Max 170.0 440.0 17.0 21.0 678.0 1028.0 78.0 76.0

Table 2: Word count statistics by dataset split. Dev: development; S.D.: standard deviation.

Sentences

Relevance Dev Test

all 21.4 (100%) 26.0 (100%)
essential 6.0 (28.3%) 6.6 (25.3%)
supplementary 1.3 (6.1%) 5.5 (21.3%)
not-relevant 14.1 (65.7%) 13.9 (53.4%)

Table 3: Average sentence counts by relevance and
dataset split. Dev: development.

tated ground truth sentence relevance labels. Two
variations of Citation F1 Scores are calculated. In
the “strict” variation, only essential sentences
are considered as answers. In the “lenient” vari-
ation, both essential and supplementary sen-
tences are considered as answers.

Relevance is evaluated by comparing the gener-
ated answer text with the ground truth answer. Two
variations of ground truth answers were used for
relevance computations: clinician-authored answer
and a concatenation of essential note sentences
with patient and clinician questions. A suite of text
and semantics based relevance metrics are used
to compare the predicted and ground truth text:
BLEU (Papineni et al., 2002), ROUGE-LSum (Lin,
2004), SARI (Xu et al., 2016), BERTScore (Zhang
et al., 2019), AlignScore (Zha et al., 2023), and
MEDCON (Yim et al., 2023).

4.2 Baseline
As a simple yet strong baseline, we prompted the
LLaMa 3.3 70B model (Grattafiori et al., 2024) in a
zero-shot setting to generate an answer using both
the patient and clinician questions, along with the
note excerpt as input. We provided the note sen-
tence identifiers to the model and instructed it to
cite the specific sentence IDs within its generated
answer. In instances where the model failed to fol-

low the required formatting or citation guidelines,
we iteratively prompted the model with specific
feedback from the previous attempt (e.g., an in-
valid citation) up to five times.

5 Participation

5.1 Participating Teams
We used the Codabench platform3 to facilitate
shared task submission process (Xu et al., 2022). In
total, 29 teams participated in the task and submit-
ted a total of 75 systems. Of these, 24 teams pro-
vided a description of their submitted system. We
report the evaluation scores exclusively for those
submissions accompanied by a system description.

5.2 Results
Participants were provided with a preliminary ver-
sion of sentence relevance keys during the devel-
opment phase, where note excerpts and questions
were used to compute the relevance scores. Table
4 presents the submission results on the test set
(with hidden keys) using this setup. In this setting,
DMIS Lab (Hwang et al., 2025) achieved the high-
est overall score of 53.7% with a strict micro F1
score of 58.6% and an average relevance score of
48.8%. This was followed by Neural (Bogireddy
et al., 2025) and LAILab (Le et al., 2025), which
attained overall scores of 51.5% and 51.0%, re-
spectively. Notably, ArgHiTZ (Cortes et al., 2025)
obtained the highest strict micro F1 score of 60.5%.

Upon completion of the annotation reconcilia-
tion process, we recalculated the evaluation metrics
using revised sentence relevance keys and clinician-
authored reference answers. These results are re-
ported in Table 5. While the overall score range
remained relatively stable, there were substantial
changes in the ranking of individual systems, and
we observed a general drop in the overall scores for

3codabench.org/competitions/5302
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Rank Team Factuality Relevance
Lenient Strict Text Semantics

O F R ID P R F1 P R F1 BL RG SA BS AS MD Avg OS

1 4 1 DMIS Lab 61.2 59.2 60.2 57.9 59.3 58.6 14.3 46.5 36.7 53.9 92.4 49.3 48.8 53.7
2 3 2 Neural 58.4 63.7 60.9 55.4 63.8 59.3 8.5 34.1 73.1 39.1 67.3 40.0 43.7 51.5
3 2 4 LAILab 59.7 66.0 62.7 56.0 65.5 60.4 6.5 32.7 69.2 37.4 65.3 38.4 41.6 51.0
4 6 5 LAMAR 64.0 53.5 58.3 60.6 53.6 56.9 6.0 32.1 65.8 36.4 64.3 43.6 41.4 49.1
5 14 3 ssagarwal 71.7 35.6 47.6 68.8 36.2 47.5 4.7 31.1 70.0 36.9 74.9 38.0 42.6 45.0
6 7 8 LIMICS 63.6 49.6 55.8 59.9 49.4 54.2 3.0 26.2 61.2 31.2 52.3 39.4 35.5 44.9
7 10 7 cuni-a 60.2 48.1 53.5 56.9 48.1 52.1 5.1 26.5 63.2 32.0 58.2 37.7 37.1 44.6
8 1 22 ArgHiTZ 58.9 65.8 62.1 55.8 65.9 60.5 0.9 21.1 48.1 22.1 42.3 30.9 27.6 44.0
9 5 16 Loyola 51.1 70.5 59.3 48.3 70.5 57.3 2.9 25.5 54.4 26.1 42.4 30.8 30.4 43.9

10 8 11 unibuc-sd 66.5 47.2 55.2 62.7 47.0 53.8 1.4 22.2 53.3 27.5 53.4 38.2 32.7 43.2
11 15 6 SzegedAI 69.7 37.0 48.4 65.6 36.9 47.2 3.2 27.8 63.6 32.9 64.2 37.8 38.2 42.7
12 11 12 KRLabs 50.7 56.6 53.5 48.1 56.8 52.1 2.0 21.4 57.9 26.3 49.0 35.2 31.9 42.0
13 12 10 FK 70.0 37.9 49.2 66.7 38.2 48.6 2.0 25.4 54.4 28.2 55.8 36.8 33.8 41.2
14 9 20 UTSA-NLP 47.0 68.4 55.7 43.7 67.2 53.0 0.7 17.8 56.6 22.7 40.4 29.4 27.9 40.4
15 17 13 UIC 70.4 35.2 46.9 67.3 35.6 46.5 0.7 19.4 55.6 24.6 57.7 31.4 31.6 39.0
16 13 21 utsamuel 55.1 45.3 49.7 51.4 44.7 47.8 0.6 20.0 56.7 24.2 35.4 29.6 27.8 37.8
17 16 23 aehrc 55.5 42.0 47.8 52.9 42.4 47.1 0.6 19.0 48.4 22.5 41.9 30.3 27.1 37.1
18 18 19 unibuc-sb 61.7 35.9 45.4 58.7 36.1 44.7 0.6 19.9 49.0 23.9 43.0 32.4 28.1 36.4
19 20 17 HurLab 52.9 34.8 41.9 49.3 34.3 40.4 1.8 24.0 47.3 24.9 48.1 34.5 30.1 35.2
20 19 18 JUNLP 57.5 32.4 41.4 54.2 32.3 40.5 1.5 22.8 49.3 24.4 49.1 30.9 29.6 35.1
21 21 9 WisPerMed 59.1 27.1 37.1 55.4 26.9 36.2 2.0 22.6 61.0 29.5 62.3 25.9 33.9 35.0
22 22 15 DKIT 59.9 23.1 33.4 56.5 23.1 32.7 1.7 23.6 49.8 26.2 47.8 33.9 30.5 31.6
23 23 14 heiDS 71.2 16.0 26.2 67.7 16.1 26.0 0.7 18.1 53.6 22.2 61.0 29.9 30.9 28.5
24 24 24 razreshili 39.7 8.4 13.9 36.8 8.2 13.5 0.4 16.8 45.8 19.9 43.9 24.5 25.2 19.3
- - - baseline 77.0 22.3 34.6 71.6 21.9 33.6 0.1 15.2 47.8 20.5 57.7 25.6 27.8 30.7

Table 4: Submission scores using the preliminary version of answer keys, with note excerpts and questions used for
evaluating relevance. Factuality scores are reported at the micro level. O, F , R: Rank using Overall, Factuality
(Strict F1), and the average Relevance score. ID: Team identifier; P: Precision; R: Recall; F1: F1 Score; BL: BLEU;
RG: ROUGE; SA: SARI; BS: BERTScore; AS: AlignScore; MD: MEDCON; Avg: Overall Relevance Score; OS:
Overall Score. All scores are percentages.

most submissions. Under this revised evaluation,
LAMAR (Yoadsanit et al., 2025) achieved the high-
est overall score and strict micro F1 score of 46.9%
and 58.8%, respectively. FK and unibuc-sd (Gh-
inea and Rîncu, 2025) followed closely, securing
the second and third positions with overall scores
of 46.6% and 45.6%, respectively.

5.3 Approaches

Table 6 summarizes the key characteristics of the
systems submitted to the shared task. The majority
of teams (20 [83.3%]) adopted a two-stage pipeline
in which relevant evidence was first identified from
the note excerpts, followed by answer generation in
a subsequent stage. Several teams also incorporated
additional post-generation steps, such as citation
assignment (5 [20.8%]) or answer reformulation (8
[33.3%]) with an aim to further enhance the quality
of responses.

All participating teams utilized language models
as part of their systems. Over half of the teams
(14 [58.3%]) employed proprietary models, such as
OpenAI’s GPT, while 11 teams (45.8%) used open-
weight large language models (LLMs), e.g., Meta’s
LLaMA. Additionally, 9 teams (37.5%) integrated
small language models (SLMs), such as BERT, into
their systems. Model tuning strategies varied, with
fine-tuning being the most common (6 [25.0%]),
followed by few-shot learning (5 [20.8%]), the use
of synthetic data (3 [12.5%]), and hyperparameter
tuning (2 [8.3%]). Postprocessing steps to refine
the generated answers were also reported, with
some teams leveraging the language model itself
for editing (5 [20.8%]) and some applying heuristic-
based approaches (4 [16.7%]).

Among the top-scoring systems, answer refor-
mulation emerged as a common component, so did
the use of proprietary LLMs. Notably, the leading
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Rank Team Factuality Relevance
Lenient Strict Text Semantics

O F R ID P R F1 P R F1 BL RG SA BS AS MD Avg OS

1 1 2 LAMAR 72.9 57.4 64.2 49.6 72.0 58.8 8.4 24.8 55.9 40.8 36.9 43.2 35.0 46.9
2 3 1 FK 78.8 40.3 53.3 59.1 55.6 57.3 7.4 24.6 53.9 40.2 47.9 41.6 35.9 46.6
3 2 6 unibuc-sd 75.4 50.4 60.4 53.0 65.2 58.4 4.2 21.3 53.0 41.0 34.6 41.9 32.7 45.6
4 5 5 ssagarwal 79.0 37.0 50.4 58.3 50.3 54.0 8.1 24.1 54.3 36.8 33.7 39.3 32.7 43.4
5 10 3 UIC 77.6 36.6 49.7 55.5 48.2 51.6 4.5 22.8 54.5 41.7 40.5 38.9 33.8 42.7
6 9 4 SzegedAI 78.4 39.3 52.3 54.4 50.2 52.2 7.1 23.4 54.1 39.3 35.0 39.1 33.0 42.6
7 6 10 LIMICS 71.2 52.3 60.3 46.9 63.5 54.0 5.5 22.2 54.3 38.6 25.7 39.3 30.9 42.5
8 4 18 Neural 67.5 69.3 68.4 42.8 81.0 56.0 6.3 20.7 53.1 30.6 25.9 33.3 28.3 42.2
9 7 13 LAILab 65.7 68.4 67.0 40.6 77.8 53.3 7.4 22.0 53.3 33.9 26.8 34.4 29.6 41.5

10 13 7 JUNLP 64.9 34.5 45.0 49.5 48.5 49.0 5.2 21.7 51.6 38.7 39.9 37.8 32.5 40.8
11 11 16 cuni-a 65.7 49.4 56.4 43.3 60.0 50.3 4.4 19.1 52.3 31.6 30.7 34.8 28.8 39.6
12 14 12 utsamuel 62.8 48.7 54.9 41.6 59.4 49.0 4.3 23.2 53.4 39.5 23.3 34.5 29.7 39.3
13 16 8 unibuc-sb 66.9 36.6 47.3 45.6 46.0 45.8 5.1 22.9 53.5 40.8 31.2 39.8 32.2 39.0
14 12 21 ArgHiTZ 64.7 68.1 66.3 38.0 73.6 50.1 2.9 18.4 48.5 34.9 25.8 32.8 27.2 38.6
15 17 9 KRLabs 57.6 60.6 59.1 34.3 66.4 45.2 5.5 23.4 53.8 38.2 27.8 42.8 31.9 38.6
16 15 19 Loyola 54.6 70.9 61.7 32.8 78.4 46.2 6.2 21.8 50.6 31.5 24.3 34.3 28.1 37.2
17 19 15 aehrc 57.7 41.2 48.1 37.5 49.2 42.5 2.8 20.6 51.3 38.5 28.5 33.4 29.2 35.9
18 18 22 UTSA-NLP 53.2 72.9 61.5 30.4 76.7 43.6 2.5 17.5 51.5 33.9 22.7 30.9 26.5 35.0
19 8 24 DMIS Lab 68.3 62.3 65.2 42.1 70.7 52.8 0.6 12.7 34.8 19.1 9.2 16.2 15.4 34.1
20 20 17 HurLab 56.2 34.8 43.0 36.5 41.6 38.9 4.6 21.0 48.6 37.3 26.5 33.2 28.5 33.7
21 22 11 heiDS 79.0 16.7 27.6 63.0 24.6 35.4 4.4 18.7 51.5 36.1 37.4 33.6 30.3 32.8
22 21 14 DKIT 64.6 23.5 34.5 44.2 29.6 35.5 5.1 21.3 49.8 37.2 27.9 35.1 29.4 32.4
23 23 23 WisPerMed 63.7 27.5 38.4 40.0 31.8 35.4 4.2 18.8 51.7 29.3 24.7 26.0 25.8 30.6
24 24 20 razreshili 40.5 8.1 13.5 30.2 11.1 16.2 2.9 19.4 48.7 32.7 29.4 31.9 27.5 21.9
- - - baseline 83.7 22.9 35.9 65.3 32.8 43.7 2.4 21.0 49.2 39.3 47.0 36.7 32.6 38.1

Table 5: Submission scores using the reconciled answer keys, with clinician-authored answers used for evaluating
relevance. Factuality scores are reported at the micro level. O, F , R: Rank using Overall, Factuality (Strict F1), and
the average Relevance score. ID: Team identifier; P: Precision; R: Recall; F1: F1 Score; BL: BLEU; RG: ROUGE;
SA: SARI; BS: BERTScore; AS: AlignScore; MD: MEDCON; Avg: Overall Relevance Score; OS: Overall Score.
All scores are percentages.

systems favored few-shot learning paradigms or
the incorporation of synthetic data generated by
LLMs over traditional fine-tuning setup. For exam-
ple, LAMAR (Yoadsanit et al., 2025) created syn-
thetic examples using an LLM to facilitate few-shot
prompting with a separate LLM, which was em-
ployed to identify relevant note sentences. These
sentences were subsequently leveraged to generate
the final answer text. In contrast, some systems
opted to utilize pre-trained models directly without
substantial modifications (e.g., FK).

6 Conclusion

We presented an overview of the ArchEHR-QA
Shared Task organized at the BioNLP Workshop
in ACL 2025. We discussed the proposed task,
the dataset used, the evaluation metrics, and a sum-
mary of the baseline and participants’ systems. The
shared task attracted significant interest, with 29

teams submitting a total of 75 systems and 24
teams providing their system descriptions. Our
analysis indicated that systems leveraging propri-
etary language models achieved higher overall per-
formance, and that top-performing approaches fa-
vored few-shot learning strategies over traditional
fine-tuning. Additionally, system architectures in-
corporating an answer reformulation step demon-
strated notable improvements in answer quality.
The strong interest and competitive submissions
underscore the growing momentum in this field.
We believe that the insights and resources provided
by the ArchEHR-QA Shared Task will promote
further advancements in the development and eval-
uation of EHR-based question answering systems
for patient-centered applications.
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Rank Team Components Model Adaptation Postprocess
O F R ID ES → AG → CA → AR Pty O-LLM O-SLM FT FS SD HT Mod Heur

1 1 2 LAMAR ✓ ✓ ✓ ✓ ✓
2 3 1 FK ✓ ✓
3 2 6 unibuc-sd ✓ ✓ ✓ ✓ ✓
4 5 5 ssagarwal ✓ ✓ ✓ ✓ ✓ ✓
5 10 3 UIC ✓ ✓ ✓ ✓ ✓
6 9 4 SzegedAI ✓ ✓ ✓ ✓ ✓ ✓
7 6 10 LIMICS ✓ ✓ ✓ ✓ ✓
8 4 18 Neural ✓ ✓ ✓
9 7 13 LAILab ✓ ✓ ✓ ✓ ✓
10 13 7 JUNLP ✓ ✓ ✓
11 11 16 cuni-a ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
12 14 12 utsamuel ✓ ✓ ✓
13 16 8 unibuc-sb ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
14 12 21 ArgHiTZ ✓ ✓ ✓ ✓ ✓ ✓
15 17 9 KRLabs ✓ ✓ ✓ ✓ ✓
16 15 19 Loyola ✓ ✓ ✓ ✓ ✓ ✓
17 19 15 aehrc ✓ ✓ ✓
18 18 22 UTSA-NLP ✓ ✓ ✓ ✓
19 8 24 DMIS Lab ✓ ✓ ✓
20 20 17 HurLab ✓ ✓ ✓ ✓ ✓
21 22 11 heiDS ✓ ✓ ✓
22 21 14 DKIT ✓ ✓ ✓ ✓ ✓
23 23 23 WisPerMed ✓ ✓ ✓ ✓ ✓ ✓ ✓
24 24 20 razreshili ✓ ✓ ✓ ✓ ✓

Table 6: Characteristics of the submitted systems with their rankings based on reconciled keys and human answers.
O, F , R: Rank using Overall, Factuality (Strict F1), and Relevance score. ID: Team identifier. Broad categories of
system components comprise Evidence Selection (ES), Answer Generation (AG), Citation Assignment (CA), and
Answer Reformulation (AR). Different types of models employed can be categorized into Proprietary model (Pty),
Open-weight large language model (O-LLM), and Open-weight small language model (O-SML). Adaptation or
learning methods employed were: Fine Tuning (FT), Few-shot Learning (FS), Use of Synthetic Data (SD), and
Hyperparameter Tuning (HT). Postprocessing was performed using the Model itself (Mod) or using Heuristics
(Heur).

Limitations

The primary evaluation of system submissions in
this shared task relied on automated metrics, which
serve as practical proxies for system performance.
While such metrics offer scalability and efficiency,
they may not fully capture the nuances of answer
quality, especially in the clinical domain. Human
evaluation that assesses system-generated answers
considering the input question and the correspond-
ing clinical note remains the gold standard for deter-
mining answer relevance, accuracy, and evidence
grounding. However, due to the intensive time and
resource requirements, as well as the limited win-
dow between the submission deadline and the pro-
ceedings release, comprehensive manual evaluation
was not feasible within the scope of the shared task.
To address this limitation, we plan to conduct a
thorough manual assessment of the top submissions

from each participating team, focusing on three key
criteria: (i) whether the system response adequately
answers the question, (ii) whether it leverages rel-
evant clinical evidence, and (iii) whether it uses
general knowledge. We anticipate that this forth-
coming analysis will provide deeper insights into
system performance and help inform and acceler-
ate future development of patient-centered EHR
question answering systems.
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Tables 7 and 8 provide the factuality scores both at
the macro level (averaging per-case F1 scores) and
the micro level (aggregating true positives, false
positives, and false negatives across all cases).
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Rank Team Micro Macro
Lenient Strict Lenient Strict

O ID P R F1 P R F1 P R F1 P R F1

1 DMIS Lab 61.2 59.2 60.2 57.9 59.3 58.6 66.6 67.1 63.2 62.1 69.0 61.2
2 Neural 58.4 63.7 60.9 55.4 63.8 59.3 68.1 69.8 64.8 62.7 71.3 62.6
3 LAILab 59.7 66.0 62.7 56.0 65.5 60.4 67.2 72.1 64.6 62.1 72.8 61.5
4 LAMAR 64.0 53.5 58.3 60.6 53.6 56.9 70.0 62.2 61.8 65.4 64.0 60.2
5 ssagarwal 71.7 35.6 47.6 68.8 36.2 47.5 77.8 44.9 52.1 72.9 46.5 51.4
6 LIMICS 63.6 49.6 55.8 59.9 49.4 54.2 71.0 58.2 59.4 66.6 59.8 57.4
7 cuni-a 60.2 48.1 53.5 56.9 48.1 52.1 66.0 54.2 55.6 61.1 56.0 53.6
8 ArgHiTZ 58.9 65.8 62.1 55.8 65.9 60.5 62.4 69.1 61.9 57.0 69.5 58.5
9 Loyola 51.1 70.5 59.3 48.3 70.5 57.3 56.2 72.9 60.4 52.1 74.0 57.6
10 unibuc-sd 66.5 47.2 55.2 62.7 47.0 53.8 70.8 55.7 58.4 65.7 56.5 56.2
11 SzegedAI 69.7 37.0 48.4 65.6 36.9 47.2 73.6 46.1 53.1 68.3 47.1 51.4
12 KRLabs 50.7 56.6 53.5 48.1 56.8 52.1 60.4 60.6 56.2 55.8 62.3 54.3
13 FK 70.0 37.9 49.2 66.7 38.2 48.6 74.9 49.8 54.5 70.8 51.3 53.4
14 UTSA-NLP 47.0 68.4 55.7 43.7 67.2 53.0 49.6 77.4 56.7 45.1 77.3 52.6
15 UIC 70.4 35.2 46.9 67.3 35.6 46.5 79.1 42.1 51.2 74.7 44.1 51.4
16 utsamuel 55.1 45.3 49.7 51.4 44.7 47.8 57.0 55.4 51.8 52.2 56.0 49.0
17 aehrc 55.5 42.0 47.8 52.9 42.4 47.1 65.4 48.0 50.4 61.4 49.5 49.1
18 unibuc-sb 61.7 35.9 45.4 58.7 36.1 44.7 68.5 41.4 47.8 63.6 42.7 46.4
19 HurLab 52.9 34.8 41.9 49.3 34.3 40.4 61.2 42.0 44.8 56.7 43.0 42.7
20 JUNLP 57.5 32.4 41.4 54.2 32.3 40.5 62.4 43.6 46.9 58.4 45.0 45.8
21 WisPerMed 59.1 27.1 37.1 55.4 26.9 36.2 59.5 33.9 39.9 54.0 34.0 37.7
22 DKIT 59.9 23.1 33.4 56.5 23.1 32.7 63.4 31.1 36.5 60.0 32.4 35.9
23 heiDS 71.2 16.0 26.2 67.7 16.1 26.0 73.9 22.5 30.7 69.7 24.0 30.7
24 razreshili 39.7 8.4 13.9 36.8 8.2 13.5 53.8 13.6 19.1 49.6 14.5 19.0
- baseline 77.0 22.3 34.6 71.6 21.9 33.6 83.0 30.8 39.9 77.4 31.5 39.0

Table 7: Factuality scores using the preliminary version of answer keys, with both micro and macro level calculations.
O: Rank using Overall score. ID: Team identifier; P: Precision; R: Recall; F1: F1 Score. All scores are percentages.
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Rank Team Micro Macro
Lenient Strict Lenient Strict

O ID P R F1 P R F1 P R F1 P R F1

1 LAMAR 72.9 57.4 64.2 49.6 72.0 58.8 78.3 67.2 68.4 56.7 75.5 61.9
2 FK 78.8 40.3 53.3 59.1 55.6 57.3 81.8 52.5 58.7 64.3 60.8 59.8
3 unibuc-sd 75.4 50.4 60.4 53.0 65.2 58.4 80.2 59.8 65.2 60.7 69.1 62.3
4 ssagarwal 79.0 37.0 50.4 58.3 50.3 54.0 84.6 47.5 55.9 67.0 55.2 56.8
5 UIC 77.6 36.6 49.7 55.5 48.2 51.6 86.8 43.7 54.1 68.7 51.1 54.5
6 SzegedAI 78.4 39.3 52.3 54.4 50.2 52.2 80.7 47.9 56.2 58.5 53.8 53.4
7 LIMICS 71.2 52.3 60.3 46.9 63.5 54.0 78.6 61.5 64.4 55.5 67.2 57.5
8 Neural 67.5 69.3 68.4 42.8 81.0 56.0 76.5 75.6 72.3 54.6 82.8 62.1
9 LAILab 65.7 68.4 67.0 40.6 77.8 53.3 73.3 74.3 68.9 51.9 79.9 57.8
10 JUNLP 64.9 34.5 45.0 49.5 48.5 49.0 68.9 46.5 51.0 53.6 54.4 52.0
11 cuni-a 65.7 49.4 56.4 43.3 60.0 50.3 72.5 56.6 59.3 54.5 64.3 54.8
12 utsamuel 62.8 48.7 54.9 41.6 59.4 49.0 63.8 58.0 56.6 45.1 63.8 50.6
13 unibuc-sb 66.9 36.6 47.3 45.6 46.0 45.8 72.5 43.2 49.5 54.1 48.9 48.4
14 ArgHiTZ 64.7 68.1 66.3 38.0 73.6 50.1 68.4 71.1 65.6 45.8 74.4 52.8
15 KRLabs 57.6 60.6 59.1 34.3 66.4 45.2 67.4 64.9 62.0 48.0 69.0 51.9
16 Loyola 54.6 70.9 61.7 32.8 78.4 46.2 59.0 73.9 62.4 40.1 78.4 49.9
17 aehrc 57.7 41.2 48.1 37.5 49.2 42.5 68.7 47.6 51.4 51.5 52.7 47.8
18 UTSA-NLP 53.2 72.9 61.5 30.4 76.7 43.6 56.4 80.3 61.7 35.5 79.8 46.2
19 DMIS Lab 68.3 62.3 65.2 42.1 70.7 52.8 73.9 70.3 68.6 50.5 74.7 57.2
20 HurLab 56.2 34.8 43.0 36.5 41.6 38.9 63.9 41.3 45.4 45.6 44.5 41.1
21 heiDS 79.0 16.7 27.6 63.0 24.6 35.4 82.4 24.5 32.9 66.3 28.5 36.7
22 DKIT 64.6 23.5 34.5 44.2 29.6 35.5 68.1 32.3 38.3 51.1 34.6 37.6
23 WisPerMed 63.7 27.5 38.4 40.0 31.8 35.4 62.9 34.8 40.8 39.7 35.1 35.3
24 razreshili 40.5 8.1 13.5 30.2 11.1 16.2 57.8 13.4 18.3 47.4 14.6 20.2
- baseline 83.7 22.9 35.9 65.3 32.8 43.7 89.2 32.4 42.2 74.2 38.6 47.3

Table 8: Factuality scores using the reconciled answer keys, with both micro and macro level calculations. O: Rank
using Overall score. ID: Team identifier; P: Precision; R: Recall; F1: F1 Score. All scores are percentages.
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