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Abstract
This paper presents the setup and results of the
third edition of the BioLaySumm shared task
on Lay Summarization of Biomedical Research
Articles and Radiology Reports, hosted at the
BioNLP Workshop at ACL 2025. In this task
edition, we aim to build on the first two edi-
tions’ successes by further increasing research
interest in this important task and encouraging
participants to explore novel approaches that
will help advance the state-of-the-art. Specifi-
cally, we introduce the new task of Radiology
Report Generation with Layman’s terms, which
is parallel to the task of lay summarization of
biomedical articles in the first two editions.
Overall, our results show that a broad range
of innovative approaches were adopted by task
participants, including inspiring explorations
of latest RL techniques adopted in the training
of general-domain large reasoning models.

1 Introduction

Lay Summarization describes the task of transform-
ing a technical or specialist text that into summaries
accessible to non-expert audience. By prioritizing
clarity, context, and relevance over specialized ter-
minologies, lay summaries bridge critical knowl-
edge gaps between experts and diverse stakehold-
ers, including practitioners, researchers in adjacent
fields, patients, and the public. Despite their value
in democratizing information, the creation of high-
quality lay summaries remains scarce and labour-
intensive, creating significant barriers to inclusive
knowledge dissemination.

The need for accessible communication spans
the entire biomedical ecosystem, from cutting-edge
research to routine clinical care. Biomedical re-
search publications, which contain the latest find-
ings on prominent health-related topics, represent a
key area where lay summarization is crucial. While
mandatory for some journals, lay summaries are
not universally adopted, leaving vital research in-
accessible to non-experts. Even when required,

authors who are often untrained in science com-
munication struggle to distill their work effectively.
Automatic lay summarization thus offers immense
potential to scale accessibility while alleviating au-
thorial burden, ensuring findings reach patients,
policymakers, and interdisciplinary researchers

Parallel challenges exist in clinical communica-
tion, particularly in radiology. The 21st Century
Cures Act (21st Century Cures Act, 2016) man-
dates immediate patient access to electronic health
records, yet radiology reports—designed for clini-
cians—use highly technical language. Fewer than
4% radiology reports meet the eighth-grade read-
ing level typical of U.S. adults (Martin-Carreras
et al., 2019), causing confusion, anxiety, and poor
adherence to follow-up care. Creating lay sum-
maries of these reports is therefore not just a matter
of convenience but a critical step toward a more
patient-centered, transparent, and effective health-
care system.

The BioLaySumm shared task1 is dedicated
to advancing the automatic lay summarization
of biomedical texts. Building on the success
of the first two editions (Goldsack et al., 2023,
2024), this year’s shared task addresses two do-
mains: biomedical articles and radiology reports.
Through this shared task, we aim to encourage
the development of novel approaches and increase
research interest in developing techniques for mak-
ing scientific and clinical information accessible
to broader audiences. In this paper, we present
the results of the third edition of the BioLaySumm
shared task, hosted by the BioNLP Workshop at
ACL 2025. This year, we expand the scope of our
challenge to include two parallel tracks: (i) the es-
tablished task of Lay Summarization of Biomedical
Research Articles; and (ii) a new track on the Lay
Summarization of Radiology Reports.

In what remains of the paper, we address the
formulation of these two tasks (§2), the datasets

1https://biolaysumm.org
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used (§3), and the evaluation procedure (§4), before
providing a description of the participating systems
(§5), and notable insights (§6).

2 Task Description

As part of the BioLaySumm 2025 shared task, par-
ticipants developed systems capable of generating
accessible summaries of biomedical content for
non-expert audiences. Building upon previous edi-
tions, this year’s competition introduced new chal-
lenges while maintaining core evaluation frame-
works. The task was hosted using the CodaBench
platform (Xu et al., 2022), with submissions auto-
matically evaluated upon upload.

2.1 Task 1: Lay Summarization of Biomedical
Articles

In Task 1, participants were required to generate
plain-language summaries from technical research
articles, with two distinct subtasks:

Subtask 1.1: Plain Lay Summarization re-
quired generating summaries using only the arti-
cle’s abstract and main text as input. As in previous
editions, two separate datasets (PLOS and eLife)
with notable stylistic differences were provided.
Systems could employ either:

• Separate models trained independently on
each dataset

• A unified model trained on both datasets

Final rankings were determined by average perfor-
mance across both datasets.

Subtask 1.2: Lay Summarization with Exter-
nal Knowledge extended the plain summariza-
tion task by mandating incorporation of external
resources to address knowledge gaps for lay audi-
ences. Participants employed techniques such as
Retrieval-Augmented Generation (RAG) or man-
ual augmentation to integrate supplementary in-
formation (e.g., background context, terminology
definitions).

2.2 Task 2: Radiology Report Generation

New in 2025, this task focused on translating med-
ical imaging reports into patient-friendly explana-
tions:

Subtask 2.1: Radiology Report Translation in-
volved text-to-text simplification of professional ra-
diology reports. Participants utilized report-layman
term pairs from multiple datasets (Open-i, PadCh-
est, BIMCV-COVID19 ± MIMIC-CXR), with sep-
arate rankings for systems using three versus four
datasets.

Subtask 2.2: Multimodal Translation (op-
tional) required generating lay summaries directly
from medical images using end-to-end models (e.g.,
multimodal LLMs), with separate evaluation tracks
based on training data scope.

Competition Framework Consistent with previ-
ous editions:

• Participants received training/validation sets
with reference summaries alongside blind test
sets

• For text-only tasks (Task 1 and Subtask 2.1),
llama3 8B/Qwen2.5 7B will be used as the
primary baseline.

• For multimodal task (Subtask 2.2), we will
use finetuned Qwen-VL 7B as the finetuned
baseline.

Detailed dataset characteristics appear in §3, with
evaluation protocols in §4. Participants could at-
tempt any combination of subtasks based on their
research interests.

3 Datasets

The datasets used for the Task 1 are based on the
previous works of Goldsack et al. (2022) and Luo
et al. (2022), and are derived from two different
biomedical publications: Public Library of Sci-
ence (PLOS) and eLife. Each dataset consists
of biomedical research articles paired with expert-
written lay summaries.

As described in Goldsack et al. (2022), the lay
summaries of each dataset also exhibit numerous
notable differences in their characteristics, with
eLife’s lay summaries being longer, more abstrac-
tive, and more readable than those of PLOS.

Furthermore, for PLOS, lay summaries are
author-written, and articles are derived from 5
peer-reviewed journals covering Biology, Computa-
tional Biology, Genetics, Pathogens, and Neglected
Tropical Diseases. For eLife, lay summaries are
written by expert editors (in correspondence with
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Dataset Task # Train # Val # Test
eLife 1 4,346 241 142
PLOS 1 24,773 1,376 142*
PadChest 2 116,847 7,824 7,130
BIMCV-COVID19 2 31,364 2,042 3,221
Open-i 2 2,243 1,34 186
MIMIC-CXR 2 45,000 5,000 500

Table 1: Data split sizes for each dataset. * denotes that
this split is different for each subtask.

authors), and articles are derived from the peer-
reviewed eLife journal, covering all areas of the
life sciences and medicine. For a more detailed
analysis of dataset content, readers can refer to
Goldsack et al. (2022).

For Task 2, we utilized four radiology datasets:
PadChest (Bustos et al., 2020), BIMCV-COVID19+
(Vayá et al., 2020), Open-i (Demner-Fushman et al.,
2012), and MIMIC-CXR (Johnson et al., 2019).
The PadChest dataset comprises over 160,000 im-
ages from 67,000 patients, interpreted by radiolo-
gists at San Juan Hospital (Spain) between 2009
and 2017, and includes six positional views with
supplementary acquisition and demographic meta-
data. The BIMCV-COVID19+ dataset contains
chest X-rays (CXR/DX) and computed tomogra-
phy (CT) images of COVID-19 patients, accompa-
nied by radiographic findings, pathologies, poly-
merase chain reaction (PCR) tests, immunoglob-
ulin G (IgG)/M (IgM) antibody tests, and reports
from the Valencian Community Medical Image
Database (BIMCV). This database includes 21,342
CR, 34,829 DX, and 7,918 CT studies. Open-i of-
fers access to 3.7 million images from 1.2 million
PubMed Central articles, including 7,470 chest X-
rays with 3,955 reports. The MIMIC-CXR dataset
contains 377,110 JPEG images with structured la-
bels derived from 227,827 associated free-text re-
ports, de-identified to comply with HIPAA Safe
Harbor requirements by removing protected health
information (PHI).

For the layman-style reports of Task 2, we ap-
plied the method from Zhao et al. (2025) to cre-
ate the layman-style reports for all four datasets.
PadChest and BIMCV-COVID19+ reports were
first translated into English before transformation;
Open-i and MIMIC-CXR were converted directly.
A subset of MIMIC-CXR reports was selected for
training and testing in this shared task.

Table 1 summarizes the data split information
for all datasets of two Tasks. Note that the training
and validation sets used for both datasets are identi-

cal to those published in Goldsack et al. (2022) and
Zhao et al. (2025). By leveraging these datasets,
we aim to develop abstractive summarization mod-
els and layman-style report generation systems ca-
pable of producing accessible summaries for un-
seen biomedical articles and layman-style radiol-
ogy reports. This approach will facilitate effective
communication of significant new publications to
non-expert audiences and patients across diverse
biomedical domains.

4 Evaluation

Task1: Lay Summarization For both subtasks
of Task 1, we evaluate summary quality according
to three criteria - Relevance, Readability, and Fac-
tuality - where each criterion is composed of one
or more automatic metrics:

• Relevance: ROUGEROUGE - 1, 2, and L
(Lin, 2004), *BLEU (Papineni et al., 2002),
*METEOR (Banerjee and Lavie, 2005), and
BERTScore (Zhang et al., 2020).

• Readability: Flesch-Kincaid Grade Level
(FKGL), Dale-Chall Readability Score
(DCRS), Coleman-Laiu Index (CLI), and
LENS (Maddela et al., 2023).

• Factuality: AlignScore (Zha et al., 2023) and
SummaC (Zha et al., 2023)

Task2: Radiology Report Generation For both
subtasks of Task 2, we evaluate report quality ac-
cording to three criteria - Relevance, Readability,
and Clinical - where each criterion is composed of
one or more automatic metrics:

• Relevance: ROUGE - 1, 2, and L (Lin, 2004),
BLEU (Papineni et al., 2002), METEOR
(Banerjee and Lavie, 2005), and BERTScore
(Zhang et al., 2020), *Semantic Similarity
scores (Pesquita et al., 2009).

• Readability: Flesch-Kincaid Grade Level
(FKGL), Dale-Chall Readability Score
(DCRS), Coleman-Laiu Index (CLI).

• Clinical Metrics: *CheXbert (Smit et al.,
2020), and *RadGraph (Jain et al., 2021).

Here “*” indicates that the metric is newly intro-
duced for this year’s edition of the task. Specifi-
cally, the BLEU and METEOR metrics are intro-
duced to measure how closely a system-generated
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summary or report matches its reference at the
lexical level. To assess report quality at the se-
mantic level, we introduce a semantic score mea-
sured based on the cosine similarity between the
sentence-level embeddings of each generated re-
port and its reference. Additionally, CheXbert and
RadGraph are introduced to quantify clinical cor-
rectness, which can not be assessed by general
metrics. By incorporating these two domain-aware
metrics, the evaluation process could be more com-
prehensive.

For Task 1, The scores calculated for each met-
ric are the average of those calculated indepen-
dently for the generated lay summaries of PLOS
and eLife. As for Task 2 (open track), all scores
are computed on the combined public datasets —
PadChest, BIMCV-COVID19, and Open-i. While
for Task 2 (closed track), the reports are evaluated
on open-track datasets plus MIMIC-CXR, and each
metric is then averaged over the two scores.

The aim is to maximize the scores for all metrics
except for FKGL, DCRS, and CLI the Readability
metrics. For these metrics, the aim is to minimize
scores, as lower scores are indicative of greater
readability.2

Following the submission deadline for each sub-
task, an overall ranking is calculated based on the
average performance of submissions across all cri-
teria. Specifically, we first apply min-max nor-
malization to the scores of each metric (thus es-
tablishing a common value range), before averag-
ing across metrics within each criterion to obtain
criterion-level scores. Note that, for metrics that
we minimize (i.e., FKGL, DCRS, and CLI) we
calculate 1 minus the mix-max normalized value.
Finally, criterion-level scores are then averaged to
obtain an overall score, by which submissions are
then ranked.

Baselines We train Qwen2.5 (Qwen et al., 2025),
LLaMA3 (Grattafiori et al., 2024), and Qwen2.5-
VL (Bai et al., 2025) on the BioLaySumm 2025
training dataset as the baseline models. (1) For
Task 1 (Lay Summarization), we select Qwen2.5-
7B-Instruct and LLaMA3-8B-Instruct as the back-
bone models and train them on our training data by
using the whole article as input and the lay sum-
mary as output. (2) For the Task 2 (Radiology Re-
port Generation with Layman’s Terms), we train
Qwen2.5-7B-Instruct and LLaMA3-8B-Instruct on

2For these metrics, the scores are estimates of the US
Grade level of education required to comprehend a given text.

our training data for Subtask 2.1 (Radiology Report
Translation) and train Qwen2.5-VL-7B-Instruct for
the Subtask 2.2 (Multi-modal Radiology Report
Translation).

5 Submissions

Out of all participating teams, 13 teams submitted
system papers. Here, we provide a brief summary
of the approaches taken by these teams.

AEHRC (Zhang et al., 2025) This team pro-
duced the top-ranked submission for both open-
source and close-source tracks of Subtask 2.1, and
provided a comparison study between encoder-
decoder and decoder-only architectures. The paper
presents the surprising results that a 700M T5-large-
based model provides better performance than a
3B LLaMA-3.2-based model across nine out of ten
metrics, including relevance, readability, and clin-
ical accuracy, despite having significantly fewer
parameters. The findings highlight the continual
relevance of encoder-decoder models for lay sum-
marization tasks in the era of LLMs.

MetninOzu (Evgin et al., 2025) This team pro-
poses two innovative approaches, reverse data aug-
mentation and salient sentence injection, and a
detailed study of them. The authors curated a
dataset of child-friendly articles with correspond-
ing gold-standard summaries and used LLMs to
rewrite them into more complex scientific variants
to augment the training data beyond the shared-task
training set. They also investigated whether they
can insert salient sentences from the main article
into the summary to enrich the input, leveraging
sentence embedding models.

XSZ (Xu et al., 2025) This team investigates
(i) k-shot demonstration fine-tuning with LLMs,
and (ii) further employing latest reasoning-oriented
RL methods to LLMs. For the first method, they
use embedding models to retrieve top-K examples
and fine-tune a Llama3-8B with LoRA. They then
employ RL algorithms (PPO and GRPO) to fur-
ther fine-tune the models. The reward function
is specifically design to optimize the evaluated
metrics, including factual metrics, relevant metrics
and readability metrics. Although the RL results
are not submitted to the competition, the paper is
well-implemented and innovative, showing that RL
methods are useful for lay summarization.
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Rank Team Relevance Readability Factuality
ROUGE BLEU MTR BERTS FKGL DCRS CLI LENS AlignS SummaC

1 SUWMIT 0.370 10.07 0.308 0.864 11.74 9.08 12.58 72.61 0.750 0.682
2 Baseline-llama3-8B-sft 0.366 9.86 0.314 0.863 12.20 9.25 12.98 72.86 0.722 0.644
3 Baseline-qwen2.5-7B-sft 0.352 8.74 0.303 0.870 12.71 9.65 13.70 60.22 0.754 0.644
4 BDA-UCM 0.334 8.08 0.294 0.870 12.32 9.26 13.20 64.07 0.691 0.590
5 MetinOZU 0.330 6.95 0.290 0.857 16.45 11.22 17.01 34.86 0.881 0.920
6 MIRAGES 0.288 4.63 0.230 0.846 11.71 8.46 11.99 71.27 0.681 0.605
7 TupiQ 0.335 7.16 0.268 0.862 13.44 10.59 13.48 43.67 0.762 0.642
8 LaySummX 0.321 5.44 0.253 0.855 12.33 9.51 13.38 80.46 0.675 0.521
9 CUTN_Bio 0.268 3.25 0.226 0.848 10.52 8.84 11.43 84.14 0.589 0.549

10 Aard 0.319 5.45 0.293 0.851 14.56 10.02 15.36 71.51 0.695 0.509
11 LTRC 0.288 4.27 0.222 0.850 13.36 9.30 13.29 79.34 0.601 0.476
12 5cNLP 0.333 6.14 0.268 0.859 16.07 10.40 15.34 76.05 0.631 0.549
13 RainCityNLP 0.284 4.87 0.241 0.840 16.74 11.66 16.24 9.41 0.612 0.653
14 SXZ 0.165 1.33 0.153 0.801 12.59 11.83 13.29 6.56 0.862 0.528
15 demo 0.165 1.33 0.153 0.801 12.59 11.83 13.29 6.56 0.862 0.528
16 x2z 0.182 1.18 0.168 0.804 12.60 8.56 12.65 63.22 0.368 0.468

(a) SubTask 1.1: Plain Lay Summarization

Rank Team Relevance Readability Factuality
ROUGE BLEU MTR BERTS FKGL DCRS CLI LENS AlignS SummaC

1 Aard 0.292 4.32 0.262 0.848 11.16 8.36 11.94 81.50 0.614 0.537
2 CUTN_Bio 0.296 4.08 0.228 0.855 13.37 10.25 14.74 80.00 0.689 0.507
3 5cNLP 0.335 5.91 0.275 0.858 16.30 10.29 15.24 75.57 0.610 0.445
4 LTRC 0.215 2.01 0.169 0.818 13.71 9.66 13.60 74.48 0.378 0.429

(b) Subtask 1.2: Lay Summarization with External Knowledge

Rank Team Relevance Readability Clinical Metrics
ROUGE BLEU MTR BERTS SIM FKGL DCRS CLI CHEX RG

1 AEHRC 0.671 46.09 0.704 0.953 0.890 7.397 9.31 8.05 0.860 0.402
2 KHU_LDI 0.529 28.66 0.577 0.935 0.843 7.528 9.29 8.26 0.827 0.265

(c) Subtask 2.1: Radiology Report Translation (Open Track)

Rank Team Relevance Readability Clinical Metrics
ROUGE BLEU MTR BERTS SIM FKGL DCRS CLI CHEX RG

1 AEHRC 0.629 38.99 0.669 0.948 0.894 7.574 8.97 7.95 0.777 0.377
2 Baseline-qwen2.5-7B-sft 0.537 25.71 0.543 0.938 0.854 6.440 10.04 8.55 0.779 0.291
3 5cNLP 0.555 28.27 0.609 0.937 0.872 8.046 9.24 8.23 0.750 0.317
4 Baseline-llama3-8B-sft 0.527 25.18 0.527 0.936 0.847 6.785 8.53 8.67 0.806 0.286
5 CUTN_Bio 0.404 14.90 0.428 0.913 0.798 7.359 8.53 7.36 0.704 0.216

(d) Subtask 2.1: Radiology Report Translation (Closed Track)

Table 2: Task leaderboard - all metrics. BertS = BertScore, FKGL = Flesch-Kincaid Grade Level, DCRS = Dale-
Chall Readability Score, CLI = Coleman-Liau Index, MTR = METOR, SIM = Similarity, AlignS = AlignScore,
CHEX = F1 chexbert, RG = Radgraph.
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Aard (Gupta and Krishnamurthy, 2025) This
team introduced a modular and flexible system
designed for generating lay summaries by lever-
aging large language models, a BioBERT-based
named entity recognizer, and the UMLS knowledge
base. For Task 1.1, they focused on summarization
using only the internal content of articles, while
Task 1.2 enhanced this with external biomedical
knowledge like terminology definitions to improve
readability and factuality. Their approach involved
chunking articles, extracting key sentences, iter-
ative rewriting, and integrating simplified defini-
tions for complex terms. The LayForge system
demonstrated strong performance, especially in
readability metrics, highlighting the effectiveness
of domain-specific augmentation for lay summary
generation.

RainCityNLP (Wilson et al., 2025) This team
utilized TF-IDF for sentence scoring and exper-
imented with Pegasus-XSum and a Falcons.ai
model pre-trained on medical data. All experi-
ments were conducted on consumer-grade hard-
ware, demonstrating feasibility in low-resource set-
tings. Evaluation showed the Falcons.ai model
scored highest in relevance, while Pegasus-XSum
excelled in readability metrics like FKGL and
LENS. The original extractive summaries outper-
formed others in factuality. The team also created a
dictionary of medical terms translated to lay-terms
for future use. Their work highlights both eco-
nomic and practical accessibility in medical sum-
marization.

TLPIQ (Bechler et al., 2025) This team focused
on generating biomedical lay summaries using a
fine-tuned FLAN-T5 base model, leveraging ab-
stract and conclusion sections of articles along with
expert-written lay summaries. They improved ac-
cessibility and understanding by maintaining factu-
ality and domain relevance, despite falling short on
readability compared to larger models like Llama3
and Qwen2.5. Their approach included instruction
tuning with dataset tags and a specialized prompt
template, achieving competitive relevance and su-
perior factuality scores. However, the model’s read-
ability could be further enhanced through strategies
such as dataset-specific training and post hoc lexi-
cal simplification.

LaySummX (Lin and Yu, 2025) This team in-
troduced a retrieval-augmented fine-tuning frame-
work for biomedical lay summarization, utilizing

abstract-driven semantic retrieval with LoRA-tuned
LLaMA3.1 models. By incorporating relevant full-
text segments retrieved using the article abstracts
into the fine-tuning process, they improved rele-
vance and factuality metrics significantly compared
to base models and individually tuned models,
while maintaining competitive readability. Their
method efficiently addresses computational con-
straints by segmenting articles into manageable
units, demonstrating strong performance among
open-source systems and closed-source models like
GPT.

5cNLP (Lossio-Ventura et al., 2025) This team
leveraged a combination of prompting strategies,
retrieval techniques, and multimodal fusion for
generating lay summaries from scientific articles
and radiology reports. They utilized structured
(compositional) prompting with role-based instruc-
tions to guide large language models (LLMs) like
Llama-3.3-70B-Instruct and GPT-4.1 in producing
summaries that are accessible to a general audi-
ence. Their method also incorporated retrieval-
augmented generation (RAG) using biomedical
knowledge from UMLS to enrich context under-
standing and employed a multimodal pipeline com-
bining images and captions for radiology report
summarization. Notably, their approach achieved
second place in Subtask 2.1 close-source track and
third place in Subtask 1.2, demonstrating the ef-
fectiveness of their framework in improving acces-
sibility and understandability of complex medical
information.

MIRAGES (Pong et al., 2025) The team ap-
proached the BioLaySumm 2025 task by build-
ing on an extract-then-summarize framework, em-
phasizing the importance of high-quality data cu-
ration for biomedical lay summarization. They
experimented with various extractive summariza-
tion strategies and employed LoRA to fine-tune a
Llama-3-8B to enhance readability and factual ac-
curacy of downstream abstractive summaries. Ad-
ditionally, they explored counterfactual data aug-
mentation and post-processing definition insertion
to further improve factual grounding and accessibil-
ity. Their system ranked 4th overall and achieved
2nd place in readability, demonstrating that good
input design and targeted fine-tuning are critical for
effective biomedical lay summarization. Their find-
ings suggest that strategic data curation can have
a more positive impact than merely increasing the
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volume of fine-tuning samples in domain-specific
summarization tasks.

SUWMIT (Basu et al., 2025) This team de-
veloped an open-source, end-to-end pipeline for
the automated generation of lay summaries from
biomedical articles, achieving top scores in two
out of four relevance metrics and the highest over-
all ranking in the plain lay summarization subtask.
Their approach involved fine-tuning a Llama-3.1-
8B model with LoRA, utilizing a contrastive de-
coding strategy known as DoLa to improve factual-
ity and readability. They experimented with vari-
ous preprocessing, extractive summarization, and
abstractive summarization techniques, ultimately
finding that including Flesch-Kincaid grade-level
targets in system messages and applying LoRA
weights during decoding were crucial for their
success. Additionally, they explored different
data transformation methods, including the use of
BioBERT embeddings for extractive summariza-
tion, to enrich input context for improved summary
quality.

KHU_LDI (Moriazi and Sung, 2025) This team
explored two approaches for generating lay radiol-
ogy reports: supervised fine-tuning of open-source
large language models using QLoRA, and a re-
finement process to improve the initial generated
output. They found that while the fine-tuned model
outperformed the refinement approach on test data,
the refinement method showed significant poten-
tial on the validation set, particularly when using
GPT-4o-mini as both the feedback and refinement
models. Their submission achieved second place
in the open track of Subtask 2.1, highlighting the
effectiveness of fine-tuning open-source models for
producing patient-friendly radiology reports.

BDA-UC3M (Ramzi and Bedmar, 2025) This
team focused on demonstrating that small-scale,
state-of-the-art language models (4B–7B param-
eters) can achieve competitive performance in
biomedical lay summarization. Utilizing models
such as Gemma3 4B, Qwen3 4B, and GPT-4.1-
mini, they employed dynamic 4-bit quantization,
extractive preprocessing, prompt engineering, data
augmentation, and Direct Preference Optimization
to enhance efficiency and factuality. Their system
ranked second in its category by generating high-
quality, accurate summaries, highlighting the po-
tential of compact models for making complex sci-
entific content accessible to non-expert audiences

without sacrificing performance.

CUTN_Bio (Sivagnanam et al., 2025) This team
focused on developing a prompt-based lay sum-
marization framework for biomedical articles and
radiology reports as part of the BioLaySumm 2025
shared task. For plain lay summarization, they uti-
lized Llama-3-8B with a Tree-of-Thought prompt-
ing strategy to generate simplified summaries. In
the lay summarization with external knowledge
subtask, they combined an extractive approach
(LEAD-K sentence extraction) with Llama-3-8B,
enriched by medical definitions from MedCAT and
Wikipedia, achieving the second position in Task
2.1. For radiology report translation, they imple-
mented a Retrieval-Augmented Generation (RAG)
method using the Zephyr model, achieving third in
this category. Their methodologies highlight the
effectiveness of combining external knowledge, ex-
tractive summarization techniques, and instruction-
tuned language models for generating accessible
summaries.

6 Results Analysis

The BioLaySumm 2025 shared task revealed crit-
ical insights about biomedical lay summarization
methodologies, emphasizing trade-offs, architec-
tural innovations, and emerging trends. The anal-
ysis below synthesizes key findings from both the
competition leaderboard (Table 2) and participant
approaches.

Trade-offs Between Evaluation Metrics No sin-
gle system dominated all evaluation dimensions
(relevance, readability, factuality), revealing inher-
ent conflicts in optimization objectives. For in-
stance, SUWMT (1st in Subtask 1.1) excelled in
relevance (ROUGE: 0.370) but produced complex
text (FKGL: 11.74), while MetinOZU achieved ex-
ceptional factuality (SummaC: 0.920) at the cost
of poor readability (FKGL: 16.45). Aard demon-
strated balanced readability (FKGL: 11.16) and fac-
tuality (SummaC: 0.537) in Subtask 1.2 but lagged
in relevance (ROUGE: 0.292). These cases illus-
trate how excelling in one metric often compro-
mises others, necessitating task-specific customiza-
tion.

Dominance of Retrieval-Augmented Genera-
tion Retrieval-augmented approaches emerged as
a dominant trend, with 5 of 13 teams (LaySummX,
BioSumEnhance, CUTN_Bio, Aard, and 5cNLP)
incorporating external knowledge. This strategy
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proved particularly effective in Subtask 1.2 (ex-
ternal knowledge), where Aard and CUTN_Bio
secured 1st and 2nd places with 7–9% factuality
gains over non-RAG baselines. Teams leveraged
UMLS, Wikipedia, and full-text segments to han-
dle domain terminology, though sometimes at the
cost of readability due to verbose outputs.

Persistence of Pipeline Approaches Pipeline
frameworks remained prevalent, with 7 of 13 teams
adopting multi-stage architectures rather than uni-
fied models. Examples include MIRAGES’ extract-
then-summarize approach using extractive sum-
marization followed by LoRA-tuned Llama3-8B
(ranking 6th with 2nd-best readability), and Aard’s
modular system combining BioBERT-based en-
tity recognition with iterative rewriting. These
pipelines offered interpretability advantages but
introduced potential error propagation risks com-
pared to end-to-end systems like SUWMT’s top-
ranked submission.

Competitiveness of Legacy Architectures
Encoder-decoder models demonstrated compara-
ble performance against larger LLMs. AEHRC’s
T5-large (700M parameters) outperformed 3B+
LLMs in 9 of 10 metrics for radiology report
translation (Subtask 2.1), dominating both com-
petition tracks. Similarly, TLPIQ’s FLAN-T5
base model achieved competitive relevance and
factuality despite its smaller size, underscoring
the continued efficiency of these architectures for
domain-specific generation tasks.

Emerging Methodological Innovations Several
novel techniques showed promise: XSZ explored
reinforcement learning (PPO/GRPO) with multi-
objective rewards optimizing factuality, readability,
and relevance; MetinOZU developed reverse data
augmentation by generating complex scientific text
from simple summaries; and BDA-UC3M imple-
mented efficiency techniques like 4-bit quantiza-
tion with Direct Preference Optimization. While
not all innovations were competition submissions,
they represent significant research directions.

Hardware Efficiency Demonstrations Several
teams validated cost-effective approaches, most
notably RainCityNLP which combined TF-IDF
sentence scoring with Pegasus-XSum and medi-
cal Falcons.ai models running on consumer-grade
hardware. These implementations demonstrate the
feasibility of deploying lay summarization systems

in resource-constrained environments while main-
taining reasonable performance.

Key Gaps and Future Directions Three critical
challenges emerged from the analysis: (1) The per-
sistent conflicts between readability and factuality
require new joint optimization strategies; (2) Exter-
nal knowledge integration through RAG sometimes
disrupted narrative coherence despite improving ac-
curacy; (3) Reinforcement learning approaches like
XSZ’s show untapped potential for metric-aligned
reward shaping that warrants deeper exploration.

7 Conclusion

The third edition of the BioLaySumm Shared Task
was hosted by the BioNLP Workshop@ACL 2025.
Several changes were implemented over the pre-
vious edition, including the incorporation of the
new task, lay summarization of radiology reports.
The competition outcomes underscore biomedical
lay summarization as a multi-faceted challenge re-
quiring context-aware solutions. While RAG and
pipeline methods dominated submissions, legacy
encoder-decoder models (T5, FLAN-T5) remained
surprisingly effective. Future work should priori-
tize hybrid approaches, particularly RAG-enhanced
end-to-end models with RL fine-tuning, to better
harmonize the competing demands of relevance,
readability, and factuality.
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A Appendix

Table 3 and Table 4 present the overview and de-
tailed metric performance after min-max normal-
ization.

# Team Relevance Readability Factuality Avg.

1 SUWMIT 0.971 0.816 0.616 0.801
2 Baseline-llama3-8B-sft 0.965 0.770 0.548 0.761
3 Baseline-qwen2.5-7B-sft 0.922 0.645 0.579 0.715
4 BDA-UC3M 0.892 0.726 0.406 0.675
5 MetninOzU 0.779 0.148 1.000 0.643
6 MIRAGES 0.531 0.886 0.466 0.628
7 TLPIQ 0.775 0.505 0.586 0.622
8 LaySummX 0.663 0.752 0.371 0.595
9 CUTN_Bio 0.470 0.972 0.316 0.586

10 Aard 0.708 0.505 0.376 0.530
11 LTRC 0.522 0.725 0.250 0.499
12 5cNLP 0.732 0.432 0.256 0.473
13 RainCityNLP 0.525 0.056 0.451 0.344
14 sxz 0.004 0.334 0.560 0.299
15 demo 0.004 0.334 0.560 0.299
16 x2z 0.054 0.787 0.014 0.285

(a) Subtask 1.1: Plain Lay Summarization

# Team Relevance Readability Factuality Avg.

1 Aard 0.696 1.000 0.879 0.858
2 CUTN_Bio 0.667 0.382 0.861 0.637
3 5cNLP 1.000 0.039 0.447 0.495
4 LTRC 0.000 0.327 0.000 0.109

(b) Subtask 1.2: Lay Summarization with External Knowledge

# Team Relevance Readability Clinical Avg.

1 AEHRC 1.000 0.667 1.000 0.889
2 KHU_LDI 0.000 0.333 0.000 0.111

(c) Subtask 2.1: Radiology Report Translation (Open Track)

# Team Relevance Readability Clinical Avg.

1 AEHRC 1.000 0.521 0.858 0.793
2 Baseline-qwen2.5-7B-sft 0.567 0.384 0.601 0.517
3 5cNLP 0.688 0.300 0.537 0.508
4 Baseline-llama3-8B-sft 0.510 0.262 0.718 0.497
5 CUTN_Bio 0.000 0.809 0.000 0.270

(d) Subtask 2.1: Radiology Report Translation (Closed Track)

Table 3: Task leaderboard with min–max normalization
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Rank Team Relevance Readability Factuality
ROUGE BLEU MTR BERTS FKGL DCRS CLI LENS AlignS SummaC

1 SUWMIT 1.000 1.0000 0.964 0.921 0.804 0.815 0.793 0.851 0.745 0.487
2 Baseline-llama3-8B-sft 0.977 0.9770 1.000 0.906 0.730 0.773 0.721 0.855 0.690 0.405
3 Baseline-qwen2.5-7B-sft 0.909 0.8504 0.933 0.996 0.648 0.646 0.593 0.692 0.753 0.406
4 BDA-UCM 0.917 0.7759 0.876 1.000 0.710 0.763 0.688 0.742 0.631 0.181
5 MetinOZU 0.880 0.6490 0.854 0.812 0.046 0.183 0.000 0.365 1.000 1.000
6 MIRAGES 0.598 0.3886 0.482 0.656 0.809 1.000 0.900 0.834 0.611 0.322
7 TupiQ 0.829 0.6733 0.717 0.862 0.531 0.369 0.642 0.478 0.762 0.642
8 LaySummX 0.759 0.4798 0.623 0.793 0.718 0.690 0.650 0.953 0.600 0.142
9 CUTN_Bio 0.503 0.2329 0.457 0.690 1.000 0.888 1.000 1.000 0.431 0.202

10 Aard 0.749 0.4805 0.871 0.730 0.350 0.537 0.295 0.837 0.637 0.118
11 LTRC 0.599 0.3473 0.430 0.711 0.543 0.752 0.667 0.938 0.455 0.045
12 5cNLP 0.820 0.5577 0.713 0.838 0.108 0.425 0.300 0.896 0.513 0.000
13 RainCityNLP 0.582 0.4152 0.544 0.561 0.000 0.051 0.138 0.037 0.476 0.426
14 sxz 0.000 0.0169 0.000 0.000 0.668 0.000 0.669 0.000 0.964 0.157
15 demo 0.000 0.0169 0.000 0.000 0.668 0.000 0.669 0.000 0.964 0.157
16 x2z 0.085 0.0000 0.094 0.036 0.666 0.713 0.782 0.730 0.000 0.028

(a) SubTask 1.1: Plain Lay Summarization

Rank Team Relevance Readability Factuality
ROUGE BLEU MTR BERTS FKGL DCRS CLI LENS AlignS SummaC

1 Aard 0.643 0.592 0.882 0.665 1.000 1.000 1.000 1.000 0.757 1.000
2 CUTN_Bio 0.676 0.532 0.559 0.902 0.570 0.020 0.150 0.787 1.000 0.722
3 5cNLP 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.155 0.745 0.149
4 LTRC 0.000 0.000 0.000 0.000 0.487 0.328 0.495 0.000 0.000 0.000

(b) Subtask 1.2: Lay Summarization with External Knowledge

Rank Team Relevance Readability Clinical Metrics
ROUGE BLEU MTR BERTS SIM FKGL DCRS CLI CHEX RG

1 AEHRC 1.000 1.000 1.000 1.000 1.000 1.000 0.000 1.000 1.000 1.000
2 KHU_LDI 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000

(c) Subtask 2.1: Radiology Report Translation (Open Track)

Rank Team Relevance Readability Clinical Metrics
ROUGE BLEU MTR BERTS SIM FKGL DCRS CLI CHEX RG

1 AEHRC 1.000 1.000 1.000 1.000 1.000 0.294 0.72 0.548 0.715 1.000
2 Baseline-qwen2.5-7B-sft 0.591 0.449 0.483 0.721 0.589 1.000 0.06 0.094 0.733 0.468
3 5cNLP 0.670 0.555 0.760 0.685 0.770 0.000 0.000 0.557 0.446 0.627
4 Baseline-llama3-8B-sft 0.546 0.427 0.414 0.649 0.512 0.786 0.000 0.000 1.000 0.436
5 CUTN_Bio 0.404 0.427 0.000 0.000 0.000 0.428 1.000 1.000 0.000 0.000

(d) Subtask 2.1: Radiology Report Translation (Closed Track)

Table 4: Task leaderboard with min-max normalization. BertS = BertScore, FKGL = Flesch-Kincaid Grade Level,
DCRS = Dale-Chall Readability Score, CLI = Coleman-Liau Index, MTR = METOR, SIM = Similarity, AlignS =
AlignScore, CHEX = F1 chexbert, RG = Radgraph.
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