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Abstract

Case reports provide critical insights into rare
and atypical diseases, but extracting struc-
tured knowledge remains challenging due to
unstructured text and domain-specific termi-
nology. We introduce CaseReportCollective,
an LLM-extracted dataset of 85,961 open-
access case reports spanning 37 years, vali-
dated through programmatic and human eval-
uation. Our dataset reveals key publication
and demographic trends, including a signifi-
cant increase in open-access case reports over
the past decade, shifts in focus from oncol-
ogy to COVID-19 and sex disparities in report-
ing across different medical conditions. Us-
ing CaseReportCollective, we further explore
embedding-based retrieval for similar medical
topics through accumulated similarity scores
across extracted structured information. We
also conducted detailed error analyses on the
retrieval ranking, finding that highly reported
topics dominate retrieval and the retrieval is
driven by lexical overlap rather than underlying
clinical relevance, often failing to distinguish
between semantically similar yet mechanisti-
cally distinct conditions. Future work should
focus on clinically aware embeddings adjusted
for long-tailed case distributions to improve
retrieval accuracy.

1 Introduction

Case reports, structured summaries outlining in-
dividual patient profiles and distinctive medical
conditions (Venes, 2017), have historically played
a critical role in rare disease discovery, novel treat-
ment vigilance, and pandemic surveillance (Nis-
sen and Wynn, 2014; Wu and Sung, 2003; Hymes
et al., 1981). As of September 2023, over 2.41
million cases have been published (Parums, 2023),
capturing a wealth of clinical details, including
patient history, review of systems, laboratory find-
ings, and imaging results. Leveraging this vast
repository of medical knowledge has the potential

to advance medical research and clinical educa-
tion significantly. However, extracting structured
knowledge from case reports remains a major chal-
lenge. Clinical narratives often contain domain-
specific terminology, abbreviations, and colloquial
descriptions, making automated extraction difficult
without a foundational understanding of medical
language. Additionally, key metadata such as pa-
tient sex and age are frequently implied rather than
explicitly stated, requiring common-sense reason-
ing for accurate interpretation. The manual process
of perusing case reports and distilling actionable in-
sights is both labor-intensive and time-consuming,
hindering large-scale systematic analysis. Further-
more, traditional rule-based natural language pro-
cessing (NLP) approaches struggle with the seman-
tic variability and unstructured nature of medical
text, limiting their ability to aggregate and stan-
dardize case report data effectively.

In this study, we leveraged LLMs and rule-
based algorithms to extract granular details from
open-access medical case reports in Pubmed Cen-
tral(PMC) into medical categories standard for pa-
tient assessments. Leveraging the metadata along
with the fine-grain LLM extractions from this
dataset, we analyzed the case report trends for pub-
lication years, sex, and patient age. With these fine-
grained extractions from case reports, we demon-
strate how this dataset can be used for informa-
tion retrieval for similar cases. Our primary con-
tribution is the construction of a large-scale, LLM-
structured case report corpus. The demographic
analyses are included to illustrate the dataset’s clin-
ical coverage and its potential for supporting diag-
nostic research across diverse patient populations
and medical conditions. Specifically, we highlight:

• CaseReportCollective:1 An LLM-extracted
dataset of 85,961 open-access medical case

1CaseReportCollective is publicly available at
https://huggingface.co/datasets/cxyzhang/
CaseReportCollective_V1.0.
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reports spanning 37 years, with structured
extractions across 14 clinical categories and
quality control via programmatic metrics and
human evaluation.

• Uncovering significant differences in sex dis-
tribution across age groups, publication
years, and medical topics. Balanced sex rep-
resentation is observed only in the 42–65 age
group, with more males in the 65+ and pe-
diatric categories, and more females in the
18–41 age group. Over time, we observed
the inclusion of intersex individuals in case
reports. Additionally, certain conditions are
disproportionately reported in one sex, with
both biological factors and potential sex bi-
ases influencing the findings.

• Identifying systematic biases in embedding-
based disease retrieval, including preva-
lence bias, textual co-occurrence bias, and
pathophysiological mismatches. We demon-
strate how high-frequency diseases (e.g., tu-
berculosis) dominate retrieval results, often
suppressing rarer but clinically significant
conditions. Additionally, semantic similarity
alone proves insufficient for clinically accu-
rate retrieval, as it frequently retrieves con-
ditions based on surface-level word overlap
rather than true clinical relevance. We suggest
context-aware embeddings and prevalence-
adjusted ranking mechanisms as future di-
rections to improve retrieval accuracy.

2 Related Work

2.1 Medical Information Extraction
Rule-based systems and ontology-driven pipelines
have been foundational in clinical NLP. Tools such
as MetaMap (Aronson, 2001), Regextractor (Hinch-
cliff et al., 2012), MedLEE (Friedman et al., 1995),
and cTAKES (Savova et al., 2010) extract clinical
concepts using predefined grammars and the Uni-
fied Medical Language System (UMLS) (Bodenrei-
der, 2004). While these systems offer transparency
and have been trusted by clinicians, they require
expert rule engineering, are costly to maintain, and
struggle with terminological variation, leading to
lower recall in open-domain scenarios.

To improve generalizability, hybrid models and
deep learning have been proposed. Precursor-
induced CRFs outperform traditional CRFs by
propagating token context (Lee and Choi, 2019),

while models like BioBERT and BiLSTM-CRF
have shown strong results in biomedical NER tasks
(Schulz et al., 2020). However, these approaches
rely heavily on large-scale annotated corpora and
may underperform on rare disease data. Notably,
fine-tuned BioClinicalBERT has achieved high ac-
curacy in extracting rare disease phenotypes from
unstructured narratives(Shyr et al., 2024).

Recently, instruction-tuned large language mod-
els (LLMs) have emerged as general-purpose ex-
tractors capable of operating with minimal super-
vision. For example, InstructGPT extracted pe-
diatric foreign body injury data across languages
(Sciannameo et al., 2024), and ChatGPT outper-
formed BioClinicalBERT in rare disease phenotype
extraction in one-shot settings (Shyr et al., 2024).
These results suggest LLMs encode latent biomed-
ical knowledge learned from large-scale corpora.
While LLMs are not always superior to traditional
NER architectures for structured or narrow-domain
tasks, we leverage them in this work for their do-
main transferability and their ability to perform
dense, multi-category extraction with minimal an-
notation effort.

Different from prior work in structuring clinical
case reports (Zhao et al., 2022; Raza and Schwartz,
2023; Sciannameo et al., 2024), CaseReportCollec-
tive dataset is at a substantially larger scale, with
LLMs applied across 14 categories and 85,961 case
reports. This work complements existing clinical
corpora such as MIMIC-III (Johnson et al., 2016),
MedNLI (Romanov and Shivade, 2018), and N2C2
datasets (Stubbs et al., 2019), which focus on dis-
charge summaries or specific annotation tasks. In
contrast, our corpus standardizes narrative case re-
ports into structured data that enables downstream
demographic analysis and diagnostic benchmark-
ing.

2.2 Sex Disparities in Clinical Narratives

Clinical narratives have historically reflected sex-
based disparities in disease prognosis, presentation,
diagnosis, and treatment (Bello and Mosca, 2004).
These inequalities can introduce biases in clinical
decision-making, ultimately affecting patient out-
comes. For instance, one study found that males
receive a diagnosis at a younger age than females,
highlighting potential delays in recognition and in-
tervention for female patients (Alcalde-Rubio et al.,
2020). Additionally, an analysis of word embed-
dings applied to biomedical text revealed system-
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atic biases, where substance use disorders were
more frequently associated with males, while psy-
chiatric disorders were more commonly linked to
females, reinforcing harmful stereotypes in medi-
cal literature(Rios et al., 2020).

Our study leveraged knowledge of pretrained
LLMs to perform dense extraction across multi-
ple distinct medical categories. Unlike previous
studies, we perform fine-grained dense extraction
performance across multiple medical domains and
demonstrate the utility of LLM-extracted data in
biomedical research. In contrast to studies primar-
ily focused on Named Entity Recognition (NER)
for certain medical specialties (Abiha, 2024; Tur-
chioe et al., 2022), CaseReportCollective provides
a structured dataset spanning multiple medical spe-
cialties. Additionally, its metadata facilitates inves-
tigations into sex- and age-related differences in dis-
ease presentation, showcasing LLMs’ ability to ex-
tract meaningful clinical trends from unstructured
text. Furthermore, per-category extractions enable
a fine-grained evaluation of embedding-based re-
trieval.

3 Methods

To construct CaseReportCollective, we leveraged
publicly available clinical case reports and imple-
mented a structured LLM-based extraction and
evaluation pipeline.

3.1 Dataset construction
CaseReportCollective is developed using clini-
cal case reports from the non-commercial PubMed
Central (PMC) Open Access subset, sourcing full-
text articles under CC BY-NC, CC BY-NC-SA,
and CC BY-NC-ND licenses, accessed via the
PMC FTP 2 on February 3, 2024. To extract
structured clinical information, we instructed an
LLM to identify 14 key clinical categories adapted
from a specific standardized approach used in-
patient Work-Up and monitoring for healthcare
professionals 3: Vitals_Hema (Vitals and Hema-
tology Findings), EENT (Eyes, Ears, Nose, and
Throat), NEURO (Neurology), CVS (Cardiovascu-
lar System), RESP (Respiratory System), GI (Gas-
trointestinal System), GU (Genitourinary System),
MSK (Musculoskeletal System), DERM (Derma-
tology), LYMPH (Lymphatic System), ENDO (En-

2https://ftp.ncbi.nlm.nih.gov/pub/pmc/oa_bulk/
oa_noncomm/xml/

3https://blogs.ubc.ca/oeetoolbox/2019/02/
patient-work-up-from-sample-template-inpatient/

docrinology), Pregnancy, Lab_Image (Labora-
tory and Imaging), and History.

3.2 Preprocessing LLM Extraction

We applied the few-shot and category-specific
prompt templates used for structured information
extraction from case report narratives, as described
in (Zhang et al., 2025), where for each clinical cat-
egory, prompts include a task-specific instruction
followed by output formatting constraints. Due
to the limitations encountered with earlier LLM
frameworks for generating JSON-formatted out-
put, a multi-step preprocessing approach was im-
plemented. All nested categories were converted
into a single list of strings. Subkeys within the
JSON document were concatenated with their val-
ues to preserve context. For example, "blood pres-
sure" is connected with the corresponding value
"120/80 mmHg". There were observed instances
when LLM extraction failed to retrieve relevant
information due to either (a) a lack of detected rel-
evant information or (b) formatting issues, such as
the incorrect use of double quotes instead of sin-
gle quotes, which led to JSON parsing errors. In
these cases, we attempted to standardize the format
by replacing single quotes with double quotes and
then reattempted the LLM extraction.

3.3 LLM-Based Diagnostic Label Extraction
and NER Supplementation

The LLM was instructed to extract the medical con-
ditions from the title of each case report. For com-
parison, we performed NER using SciSpacy (Neu-
mann et al., 2019). Since rare conditions are often
under-represented in SciSpacy without additional
context, we provided both keywords and labels to
improve recognition. However, keywords often
contain extraneous or broad information that is not
the main focus of the case report (e.g., "pregnancy"
in the context of "pregnancy luteoma"), which can
dilute the core medical condition being described.
To address this, we prioritized the LLM-extracted
labels as the primary diagnostic labels. The NER
output was only used to supplement these labels
when the LLM failed to extract the relevant condi-
tion.

3.4 Demographic Attribute Extraction

Biological ages in case reports typically follow a
standard format (e.g., “X-year-old”). To enable
efficient and deterministic extraction, we applied
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rule-based keyword extraction for age identifica-
tion. Ages were categorized into predefined clini-
cal groups: Neonatal (0–1 month), Infancy (1–18
months), Childhood (1.5–11 years), and Adoles-
cence (11–16 years) (Blau et al., 2014). Adulthood
was further divided into 16–41 years, 41–64 years,
and >64 years. Cases without age data were la-
beled as “Unspecified.”

In contrast, biological sex is expressed more vari-
ably and often implicitly, requiring an LLM for
context-dependent extraction. For instance, when
a patient is described as “nulliparous,” LLM may
leverage its foundational knowledge to infer the
patient as biologically female. Additionally, the
LLM was instructed to recognize intersex cate-
gory—characterized by physical, hormonal, or ge-
netic traits—affecting approximately 1.7% of the
population (Sax, 2002; Zeeman and Aranda, 2020).

The Chi-Square (χ2) test for independence is
performed in investigating relationships between
age, sex, publication years and medical topics in
CaseReportCollective.

3.5 Implementation

We performed structured extraction of category-
specific clinical information and diagnostic labels
from case report texts and titles using few-shot
prompting tailored for verbatim information cap-
ture. For each clinical category, we designed task-
specific prompts that requested outputs in a stan-
dardized dictionary format. These prompts fol-
lowed a consistent template with explicit format-
ting instructions to facilitate post-processing, as
detailed in Zhang et al. (2025). For example, in the
Neurological category, prompts instructed models
to extract findings such as "neurological", "cogni-
tive", "neurological tests and imaging" with outputs
keyed by clinical feature types.

Initial large-scale extraction was conducted us-
ing LLaMA 3-8B-Instruct (Dubey et al., 2024), run-
ning under the Ollama framework4 with 4-bit quan-
tization on an NVIDIA Tesla V100 GPU, selected
for its availability and computational efficiency.
Benchmarking results from Zhang et al. (2025)
showed that Qwen2.5-7B-Instruct (Hui et al., 2024)
yielded better alignment with clinician judgments
for dense clinical information extraction, support-
ing its use in subsequent inference tasks to extract
biological sex from case report texts. This model
was deployed using 16-bit floating point precision

4https://github.com/ollama/ollama

under the vLLM framework (Kwon et al., 2023).
All models were set to a temperature of 0 to ensure
deterministic outputs.

3.6 Evaluation of Extracted Texts with
Automated Metrics and Human
Assessment

Since the LLM was tasked with extracting ver-
batim text from case reports, we assessed extrac-
tion fidelity using dual string-based metrics: Ex-
act Match (EM) and Token Set Ratio (TSR%),
implemented via the fuzzywuzzy library5. EM
measures the proportion of extractions that exactly
match the original text (ranging from 0 to 1), while
TSR (%) quantifies partial similarity (ranging from
0 to 100) by allowing slight variations. To assess
the fidelity of LLM-extracted text compared to the
original case report, we compute the Token Set
Ratio (TSR). TSR is a partial similarity metric
that captures approximate matches between texts
by comparing token-level overlap and differences.

Let T1 denote the set of tokens from the original
case report text, and T2 the set of tokens from the
LLM-extracted output. We compute:

I = T1 ∩ T2, D1 = T1 \ T2, D2 = T2 \ T1

Here, I denotes the shared tokens, D1 represents
tokens found only in the original text, and D2 those
found only in the LLM extraction. These token
groups are each converted into strings, and string
similarity is then assessed using the Levenshtein
distance as implemented in the fuzzywuzzy.

Evaluation of a randomly selected subset of 400
LLM-extracted labels against their respective case
report titles was performed by a student, guided by
medical oversight. The evaluation focused on three
criteria: relevance—alignment of the extracted en-
tity with the title, specificity—correct identification
of primary diseases or conditions, and complete-
ness—thorough extraction of all relevant medical
conditions. The detailed annotation guidelines are
provided in Appendix A.

Additionally, a student, guided by medical over-
sight, evaluated a randomly selected subset of 400
LLM-extracted labels against the original article
title, comparing them against their respective case
report titles. The evaluation focused on three key
criteria: relevance–alignment of the extracted en-
tity with the title, specificity–correct identification

5https://github.com/seatgeek/fuzzywuzzy
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Figure 1: Programmatic Evaluation Results for LLM Per-Category Extraction. (A) Exact Match Score for Extracted
Strings against Case Text. (B) Token Set Ratio of Extracted Strings against Case Text

of primary diseases or conditions, and complete-
ness– thorough extraction of all relevant medical
conditions. The detailed annotation guidelines are
provided in Appendix A.

3.7 CaseReportCollective as Information
Retrieval (IR) System

Medical conditions frequently involve multiple
body systems, making it difficult to retrieve precise
information from case reports. Analyzing entire
case reports can obscure system-specific details
and introduce confounding effects. We hypoth-
esize that system-specific LLM extractions from
CaseReportCollective can improve diagnosis re-
trieval by preserving relevant information within
distinct medical categories.

For this IR task, we first converted the LLM-
extracted category-specific texts into embeddings
using MedEmbed (Balachandran, 2024). To eval-
uate retrieval across varying disease prevalences,
we sampled 100 topics each from the top, mid-
dle, and bottom of the global frequency dis-
tribution—representing high, medium, and low-
frequency groups—ensuring one unique case per
topic. These queries were excluded from the re-
trieval corpus, which comprised the remaining
80K cases. Retrieval was performed based on L2-
normalized embedding similarity via FAISS6.

The accumulated similarity score for each test
case is computed by first retrieving the top-K most
similar disease topics from each clinical category.

6https://github.com/facebookresearch/faiss/

retrieved topics and their similarity scores were col-
lected separately per category. If a topic appeared
in multiple categories, its scores were averaged
across categories to compute an accumulated sim-
ilarity score. Final rankings per query were gen-
erated by sorting retrieved topics based on these
averaged scores, reflecting cross-category semantic
consistency.

Finally, Mean Reciprocal Rank (MRR), Nor-
malized Discounted Cumulative Gain(NDCG@50),
and Precision@50 were used for IR evaluation.

4 Results and Discussions

4.1 Dataset Composition

CaseReportCollective comprises 85,961 open-
access case reports covering 53K unique combina-
tions of medical topics published between 1986 and
February 2024 (but notably with most of the full-
text open-access case reports appearing in the past
decade). On average, case reports contain 3,462 ±
1,920.66 words. The mean number of reports per
condition is 2.88 ± 10.49, with COVID-19 (410
cases) being the most frequently reported topics,
highlighting a skewed distribution where a small
subset of topics dominates the dataset.

The amount of LLM-extracted information
varies, with total extraction item counts 27.77
± 81.57 across 14 categories. Example entries
of CaseReportCollective can be found in Ap-
pendix C. Lab_Image, which includes all labora-
tory tests and imaging across body systems, along
with History, have the highest extracted string
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counts due to their broad and inclusive nature. CVS
has the third highest extracted string count, fol-
lowed by MSK and Vitals_Heme. In contrast,
the GI category has an extremely low extracted
count in this dataset, which may reflect either the
inherently limited description of gastrointestinal-
related information in clinical case reports or the
LLM’s difficulty in recognizing such information.
Appendix B shows the string count distribution per
category.

4.2 LLM Extraction Quality
Although the mean EM score is at 0.59 ± 0.14, a
high mean TSR(%) of 87.25 ± 10.79 is achieved,
suggesting that LLM-extracted content effectively
captures the original text but may introduce minor
variations in wording or structure. As shown in
Fig. 1, the RESP category exhibits the highest EM,
indicating that respiratory-related extractions have
the highest alignment. In contrast, the GI category
has the lowest scores, suggesting that the LLM
struggled to extract gastrointestinal-related infor-
mation accurately, potentially due to variability in
how such details are reported.

Out of 400 extracted medical topics for human
evaluation, 19 cases (4.75%) were labeled as hallu-
cinations by the human reviewer, where the LLM
generated terms that were unrelated to the input
text, overgeneralized, or misclassified (e.g., proce-
dural terms instead of medical conditions). These
errors likely stem from insufficient contextual in-
formation in the article title and biases toward fre-
quently mentioned conditions in the LLM’s train-
ing data, warranting further analysis. Despite these
hallucinations, most extractions were clinically rel-
evant, with mean scores of 2.94 ± 0.32 for rele-
vance, 2.81 ± 0.39 for specificity, and 2.87 ± 0.36
for completeness. These results demonstrate strong
performance, as detailed in Appendix A.

4.3 Temporal Trends
The publication of open-access case reports has
increased significantly over the past decade. Figure
2 illustrates this trend, showing sporadic case report
publications between 1986 and 2002, followed by
a notable rise in recent years. This growth reflects
the broader adoption of open access and a growing
appreciation for case reports in clinical care.

The trend of case report topics has shifted over
time, reflecting evolving clinical priorities. Be-
fore 2020, case reports predominantly focused
on cancers (e.g., squamous cell carcinoma, hep-

atocarcinoma, renal cell carcinoma) and vascular
conditions (e.g., aneurysms). During 2020-2021,
COVID-19-related case reports surged, highlight-
ing the role of case reports in rapid knowledge
dissemination during global health crises. Post-
2021, the focus changed to oncological and rare
conditions (e.g., mucormycosis).

4.4 Age and Sex Stratification
Overall, CaseReportCollective consists of 31.61%
Adulthood (42–65 yr), 28.12% Adulthood (18–41
yr), 18.50% Adulthood (>65 yr), 10.97% Child-
hood, 4.75% Infancy, 4.27% Adolescence, and
0.36% Neonatal cases, with 1.57% missing age
extraction. Regarding sex distribution, the dataset
comprises 55.60% Female, 44.10% Male, and
0.10% Intersex cases, with 0.20% missing sex as-
signment.

4.5 Sex Distribution Across Age Groups,
Years, and Medical Topics

Sex composition varies significantly across age
groups (χ2 = 192.03, df = 12, p < 1.44×10−34)
(Fig. 3). Intersex cases are rare across all age
groups, with the highest frequency observed in
childhood (15 cases). These findings suggest a
dependency between sex and age groups, poten-
tially influenced by age-stratified biological factors,
reporting practices, or selection biases.

We found significant variation in both age (χ2 =
862.39, df = 252, p = 8.74 × 10−68) and sex
(χ2 = 108.18, df = 72, p = 0.0037) distributions
across publication years. As shown in Figure 2,
Female cases have generally been reported more
frequently than male cases across all years, with
the disparity widening over time. Intersex cases
remain rare, appearing only after 2011.

The chi-square test (χ2 = 401.70, df = 174,
p < 4.73 × 10−20) indicates a significant differ-
ence in sex distribution across high-frequency med-
ical topics (≥ 100 occurrences). This suggests
that certain medical conditions are disproportion-
ately reported in one sex over the other (Figure 4).
While some disparities may be attributed to sex-
specific physiology and pathological differences,
as reported in prior studies, others may result from
systematic biases.

4.6 Can Embedding Models Reliably Retrieve
Clinically Relevant Diseases?

We evaluated CaseReportCollective as a retrieval-
based disease-ranking method that leverages em-
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Figure 3: Biological Sex Distribution across Age Groups.

bedding similarity, retrieval frequency, and topic
prevalence within the dataset. For each test case,
we used category-specific embeddings to perform
nearest-neighbor retrieval using FAISS, a fast vec-
tor similarity search library. Specifically, we re-
trieved the top 50 most similar topics for such an
evaluation.

4.6.1 Limitations of Traditional IR Metrics

While traditional IR metrics such as MRR,
NDCG@50, and Precision@50 provide useful
benchmarks for retrieval performance, they may
underestimate the capabilities of embedding-based
methods when applied to complex clinical narra-
tives. This is particularly true in medical settings
where semantically similar conditions may be ex-
pressed using diverse terminologies, synonyms,
or compositional phrases that differ from canon-
ical labels. Moreover, our case report dataset fre-
quently presented multiple medical topics within
single cases (e.g.,"adenomatous polyps, Lynch syn-
drome"), both of which were represented in the
textual descriptions, making it challenging to distin-
guish. Although we initially considered standardiz-
ing medical topics using ontologies like UMLS, we
found such mappings insufficient for less common
medical conditions, leading to substantial informa-
tion loss. Hence, we opted out of ontology-based
standardization for this study.

In the evaluation, we permitted partial match-
ing between retrieved and query topics, allow-
ing matches such as "cystic fibrosis, multidrug-
resistant pseudomonas infection" with "cystic fi-
brosis." The IR results (Fig. 5) show that our re-
trieval system has a suboptimal MRR of 0.026 for
high-frequency topics, 0.01 for medium-frequency
topics, and 0.0 for low-frequency topics, and strug-
gles with ranking consistency as indicated by
NDCG@50 scores of 0.19 for high-frequency top-
ics, 0.05 for medium-frequency topics, and 0.07 for
low-frequency topics. The system performs better
for high-frequency topics in terms of NDCG, com-
pared medium- and low-frequency topics. How-
ever, the overall low NDCG scores suggest that
the system’s ability to rank clinically significant
diseases, including rare, low-frequency conditions,
is limited. Furthermore, the extremely low Preci-
sion@50 for all topics indicates that many retrieved
topics result from semantic linkage rather than true
diagnostic relevance, highlighting a key limitation
in the system’s precision for clinical applications.

4.6.2 Systematic Errors in Retrieval

We analyzed tuberculosis—a frequent topic—and
highlighted some of the representative failure cases
using our category-specific embedding-based sys-
tem in Table 1. Despite its high frequency in the
dataset, the retrieval system often over-prioritized
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tuberculosis due to multiple failure modes. These
include: (1) Semantic Drift, where chronic der-
matologic conditions like nevus sebaceous were
retrieved due to shared descriptors of persistent
lesions; (2) Anatomical Misalignment, such as
tracheal diverticula, arising from co-mentions in
thoracic imaging contexts; (3) Co-Treatment Arti-
fact, where conditions like steroid withdrawal syn-
drome appear due to shared treatment settings; (4)
Overgeneralized Infection Embedding, where
retrieval conflates unrelated infections like om-
phalitis or liver abscess; (5) Anatomic General-
ization, where genitourinary tuberculosis cues led
to retrievals like renal stone or UTI; (6) Surface-
Level Embedding Similarity, as seen in matches
like hemophilia B, driven by shared symptoms
such as inflammation or bleeding; (7) Rare Co-
occurrence Confusion, where diseases common
in immunocompromised hosts (e.g., EBV/HLH)

are incorrectly linked; and (8) Entity Type Mis-
match, where congenital anomalies (e.g., anorectal
malformation) are retrieved despite fundamentally
differing etiology. Notably, many of these spuri-
ous matches yielded high similarity scores (>0.86),
underscoring the embedding model’s reliance on
lexical and contextual overlap rather than clinically
meaningful distinctions. Our findings indicate that
the current embedding model is insufficient to fully
capture the complexity of differential diagnosis.

5 Conclusion

In this study, we present CaseReportCollective, a
large-scale structured dataset of medical case re-
ports. Our analysis of the case reports suggest that
the sex disparities in medical case reports have been
decreasing temporally. Our findings demonstrate
that, while leverage LLM-extracted category-wised
information for embedding-based retrieval, there
are still systematic failure modes that compromise
clinical reliability, especially when unrelated con-
ditions share surface-level linguistic features or co-
occur in similar narrative contexts. Future work
should explore the integration of structured clini-
cal knowledge, prevalence-aware ranking mecha-
nisms, and context-sensitive embedding models to
improve medical retrieval systems.
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Index Retrieved
Topic

Query Topic Norm Similarity Issue Failure Type Possible Explanation for
High Similarity

4543 nevus seba-
ceous, syringo-
cystadenoma
papilliferum

tuberculosis 0.878 Skin tumor unrelated
to TB

Semantic Drift Shared mention of chronic
lesions or dermatological
findings

4544 tracheal diver-
ticula

tuberculosis 0.872 Airway abnormality
unrelated to TB

Anatomical Mis-
alignment

Co-occurrence in chest
imaging discussions

4545 depression,
steroid with-
drawal syn-
drome

tuberculosis 0.869 Psychological syn-
dromes unrelated to
infection

Co-Treatment Ar-
tifact

TB and steroid use both ap-
pear in chronic illness con-
texts

4546 omphalitis, pyo-
genic liver ab-
scess

tuberculosis 0.868 Different infection
types

Overgeneralized
Infection Embed-
ding

Embedding captures gen-
eral infection-related se-
mantics

4547 renal stone, uri-
nary tract infec-
tion

tuberculosis 0.865 Genitourinary dis-
ease not specific to
TB

Anatomic Gener-
alization

Overlap via genitourinary
TB mentions

4548 hemophilia
b, subgaleal
hematoma

tuberculosis 0.864 Hematological condi-
tion

Embedding Sur-
face Similarity

Shared features like bleed-
ing or inflammation

4549 chronic active
EBV infection,
HLH, NK cell
lymphoma

tuberculosis 0.863 Viral and hemato-
logic malignancies

Rare Co-
occurrence
Confusion

TB sometimes mentioned
in immunocompromised
patients

4550 Churg-Strauss
syndrome,
neuroendocrine
carcinoma

tuberculosis 0.862 Vasculitis and cancer
unrelated to TB

Multisystem Simi-
larity Confusion

Both may affect multiple
organs, mentioned with
granulomas

4551 anorectal mal-
formation, ileal
perforation

tuberculosis 0.862 Congenital/anatomical
vs acquired infection

Entity Type Mis-
match

Shared surgical or gas-
trointestinal mentions

4552 trichilemmal
carcinoma

tuberculosis 0.861 Skin cancer unre-
lated to TB

Lexical Overlap Chronic cutaneous condi-
tions may trigger similar-
ity

Table 1: Issues in Retrieval of Tuberculosis: High Similarity but Incorrect Matches, Categorized by Failure Type
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A Human Evaluation Guidelines for
LLM-Extracted Diagnostic Labels

Objective: Assess the accuracy, specificity, and
clinical relevance of the LLM-generated labels in
relation to the case report title. Use the Likert scale
below for evaluation.

Likert Scale for Evaluation

Score Rating Description
3 - Excellent Perfect Match Fully relevant, spe-

cific and complete.
No improvement is
needed.

2 - Accept-
able

Partially Correct The label is relevant
but lacks key de-
tails (e.g. too broad
or missing very few
conditions). Min-
imal modification
needed.

1 - Unac-
ceptable

Incorrect or Mis-
leading

Clinically wrong,
misleading, or too
vague to be useful.
A major revision is
needed.

Table 2: Likert Scale for Evaluation

A.1 Evaluation Criteria
Evaluation Metrics:

• Relevance (1-3): Does the label relate to the
case report title?

• Specificity (1-3): Is the label precise and not
too broad?

• Completeness (1-3): Does the label capture
the full diagnosis?

A.1.1 1. Clinical Relevance
Acceptable:

• The label correctly identifies the primary dis-
ease, condition, or syndrome/symptom de-
scribed in the title.

• The label is a well-recognized medical term
or diagnosis.

Not Acceptable:

• The label is unrelated or related but too gen-
eral (e.g., “disease” instead of “trigeminal
schwannoma”).

• The label is misleading or incorrect.

A.1.2 2. Specificity
Acceptable:

• The label captures the exact medical condi-
tion (e.g., "cardiac sarcoidosis" instead of just
"sarcoidosis").

• The label includes relevant qualifiers when
necessary (e.g., "trigeminal schwannoma" in-
stead of just "schwannoma").

Not Acceptable:

• The label is too broad (e.g., for “brain abscess”
extract as only “abscess”).

• The label adds unnecessary information that
is not in the title.

A.1.3 3. Completeness
Acceptable:

• The label correctly reflects all critical clinical
elements in the title.

• If the title describes multiple conditions, the
label should capture the main diagnosis.

Not Acceptable:

• The label only captures one part of a com-
pound diagnosis when both are equally impor-
tant (e.g., did not extract both “neuropathy”
and “diabetes” in "neuropathy secondary to
diabetes").

Note: Rather than evaluating individual entity
completeness, the “completeness” metric is used to
assess the full extraction of all entities, regardless
of whether each concept is fully extracted. The
specificity metric, however, will be used to evaluate
the quality of each extracted entity.

B Distribution of Extracted Strings
Counts Across Clinical Categories

The bar plot shows the distribution of ex-
tracted string counts across different categories.
Lab_Image and History contain the most string
extractions with GI the least extractions.

C Example Layout of
CaseReportCollective
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pmcid year age sex topic title case length Vitals_Hema … 

(Omitted 13 Clinical 

Category Columns) 
 

8116089 2021 Adulthood 

(41-65 yr) 
female atrial 

septal 

defect 

Transcatheter 

Device 

Closure of 

Secundum 

Atria... 

We present 

a case of 

female 

Bosnian 

patient 50... 

209 [pulse: 83/min, 

respiratory_rate: 15 

breaths/m... 
 

8464474 2021 Adulthood 

(41-65 yr) 

female hip 

revision 

Total hip 

revision with 

custom-

made spacer 

and... 

A 61-year-

old woman 

presented to 

our 

orthopaed... 

440 [hematological_condit

ions: raised 

erythrocyte ... 

8433115 Un-

known 

Adulthood 

(41-65 yr) 

female cardiac 

haemang

ioma 

Totally 

endoscopic 

resection of 

epicardial 

car... 

We report 

on a case of 

an 

incidentally 

found t... 

217 [pulse: 72 bpm, 

blood_pressure: 

125/70 mmHg] 

 

Figure 7: Example Layout of CaseReportCollective. Only Vitals_Hema (Vitals and Hematology Findings)
is shown, other omitted categories are EENT (Eyes, Ears, Nose, and Throat), NEURO (Neurology), CVS
(Cardiovascular System), RESP (Respiratory System), GI (Gastrointestinal System), GU (Genitourinary System),
MSK (Musculoskeletal System), DERM (Dermatology), LYMPH (Lymphatic System), ENDO (Endocrinology),
Pregnancy, Lab_Image (Laboratory and Imaging), and History
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