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Abstract

Continual Pre-training (CPT) can help pre-
trained large language models (LLMs) effec-
tively adapt to new or under-trained domains
or low-resource languages without re-training
from scratch. Nevertheless, during CPT, the
model’s few-shot transfer ability is known to
be affected for emergent tasks. We verified
this by comparing the performance between the
few-shot and fine-tuning settings on the same
tasks. We used Llama3-ELAINE-medLLM,
which was continually pre-trained on Llama3-
8B, targeted for the biomedical domain, and
adapted for multilingual languages (English,
Japanese, and Chinese). We compared the per-
formance of Llama3-ELAINE-medLLM and
Llama3-8B in three emergent tasks: two related
domain tasks, entity recognition (NER) and ma-
chine translation (MT), and one out-of-domain
task, summarization (SUM). Our experimen-
tal results show that degradation in few-shot
transfer ability does not necessarily indicate
the model’s underlying potential on the same
task after fine-tuning.

1 Introduction

Continual Pre-training (CPT) can help pre-trained
large language models (LLMs) effectively adapt
to new or under-trained domains or low-resource
languages without re-training from scratch.

Because open-source foundation LLMs such as
the Llama series (Touvron et al., 2023a,b) are under-
trained for the biomedical domain and non-English
languages, many studies have been conducted to
adapt such base LLMs to the biomedical domain in
bilingual and multilingual settings (Singhal et al.,
2022; Li et al., 2023; Singhal et al., 2023; Chen
et al., 2023). Such LLMs are reported to perform
better than the base model on downstream tasks in
the target domains and languages.

However, CPT from a base model to endow non-
English capability or to adapt to specific domains

comes with the issue of degradation of the capa-
bilities of the base model (Scialom et al., 2022;
Fujii et al., 2024; Ankit Pal, 2024). Although many
previous studies have shown that the incorporation
of training datasets that the base model used during
CPT significantly mitigates this forgetting (Rol-
nick et al., 2019; Chen et al., 2023; Lewkowycz
et al., 2022; Yano et al., 2025), further analysis is
needed to quantify these effects because such train-
ing datasets might be inaccessible and private and
to determine whether these methods will be valid
for a wide range of tasks.

In this work, we conducted experiments on three
NLP tasks that were not primarily targeted dur-
ing CPT. Specifically, we used Llama3-ELAINE-
medLLM (Yano et al., 2025), which was adapted
from Llama3-8B to the biomedical domain and has
trilingual ability, including English (EN), Japanese
(JA), and Chinese (ZH). Llama3-ELAINE is a pre-
trained model without fine-tuning with instruction
datasets.

For the emergent NLP tasks, we selected named
entity recognition (NER) and machine translation
(MT) tasks in a domain similar to the biomedical
domain, and a summarization (SUM) task in the
general domain, which were not targeted during
CPT. Our experiments found that compared with
Llama3-8B, Llama3-ELAINE due to CPT shows
some forgetting phenomena that affect the model’s
promptability even in new tasks in similar domains
where the model was trained during CPT.

However, our results also show that after fine-
tuning Llama3-ELAINE-medLLM on the same
downstream task, the model performs competi-
tively or better than the base model. These results
indicate that even though the adapted models’ few-
shot prompt ability may degrade in an emerging
task, even in the relevant domains, the model will
perform better after fine-tuning, as it has acquired
more in-depth domain knowledge than the base
model.
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Model EN JA ZH

Llama3-8B 61.68 25.83 45.47

Llama3-ELAINE 59.56
(-2.1)

31.96
(+6.1)

52.25
(+6.8)

Table 1: Comparison of average scores of medical QA
benchmarks in English, Japanese, and Chinese between
ELAINE-medLLM and the base Llama3-8B

2 Related work

Numerous medLLMs (Singhal et al., 2022; Li
et al., 2023; Singhal et al., 2023; Chen et al.,
2023) have been proposed using CPT, adapted
from open-source LLMs such as Llama (Touvron
et al., 2023a,b). However, CPT can potentially
degrade few-shot learning performance, hindering
its ability to adapt to new tasks quickly. There
have been many studies to prevent this issue, such
as replaying pre-trained data and careful selection
of the training dataset during CPT (Chen et al.,
2023; Lewkowycz et al., 2022; Yano et al., 2025).
The negative impact of CPT can be addressed in
post-processing, such as task-specific pre-training,
which involves further fine-tuning the pre-trained
model on a small dataset related to the target few-
shot task (Ke et al., 2022). Prompt engineering is
another solution, involving the design of prompts
during fine-tuning to guide the model toward the
desired task with few-shot examples (Radford et al.,
2019).

3 Experiments

To evaluate the effect of multilingual and domain-
adapted continual pre-training on few-shot prompt-
ability for NLP tasks, we used Llama3-ELAINE-
medLLM (Yano et al., 2025), which was contin-
ually pre-trained without instruction fine-tuning
on Llama3-8B, targeted for the biomedical do-
main, and adapted for multiple languages (English,
Japanese, and Chinese). Table 1 shows the aver-
age scores on several medical QA benchmarks in
English, Japanese, and Chinese. We can see that
Llama3-ELAINE-medLLM shows much better in-
context learning (ICL) capabilities for medical QA
tasks than Llama3-8B for Japanese and Chinese
while slightly sacrificing English capability.

In this work, we used named entity recognition
(NER) and machine translation (MT) tasks related
to the biomedical domain and a summarization task
in the general domain as the emergent tasks for our
experiments.

Training Validation Testing lang

BC5CDR 500 500 500 EN
MedTxt-CR 128 10 10 JA
CMeEE-V2 19,600 400 400 ZH

Table 2: Statistics of NER datasets (# of documents).
BC5CDR (en), MedTxt-CR (ja), and CMeEE-V2 (zh)

Train Validation Test

JA-EN 1,000,000 1,790 1,812
JA-ZH 672,315 2,090 2,107

Table 3: Statistics of ASPEC parallel corpora (# of
sentence pairs)

3.1 Datasets

3.1.1 NER dataset
We used BC5CDR (Li et al., 2016) for the English
NER dataset, which defines “Disease” and “Chem-
ical” entities. For the Japanese NER dataset, we
used MedTxt-CR (Yada et al., 2022), which anno-
tates various medical expression entities such as
“disease”, “anatomical part”, etc. This experiment
only used the “disease/symptoms” entity labeled as
d in the corpus. Note that their annotation method
does not delineate adjacent entity mentions, such as
呼吸困難、黄疸、下腿浮腫(dyspnea, jaundice,
leg edema), which were labeled as one single, con-
tinuous entity rather than three independent entities
as seen in other corpora.

For the Chinese NER dataset, we used CMeEE-
V2 (Du et al., 2024), which annotates nine medical
entity types, such as “disease”, “clinical manifesta-
tions”, “drugs”, etc. This work used only disease
and clinical symptoms labeled as “dis” and “sim”
in the corpus, respectively. Table 2 summarizes the
number of samples (documents) for each split of
the corpus. Note that we randomly split the training
datasets for the Japanese and Chinese datasets.

3.1.2 MT dataset
We used ASPEC (Nakazawa et al., 2016), consist-
ing of two corpora from scientific paper abstracts:
Japanese-English and Japanese-Chinese parallel
corpora. Table 3 summarizes the number of sam-
ples (sentence pairs) for each split of the corpus.
We used a four-way language pair for evaluation
by reversing the source and target languages.

3.1.3 Summarization dataset
We used XLSum (Hasan et al., 2021), a diverse
dataset of professionally annotated news article
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Train Validation Test

EN 306,522 11,535 11,535
JA 7,113 889 889
ZH 37,362 4,670 4,670

Table 4: Statistics of XLSum summarization dataset (#
of text and summarization pairs) for English, Japanese,
and Chinese

summary pairs from BBC that cover 45 languages.
We used the English, Japanese, and Chinese splits
of the dataset for evaluation. Table 4 summarizes
the number of samples (text and summarization
pairs) for each language dataset.

3.2 Evaluation

For each task, we evaluate the performance of
ELAINE-medLLM and Llama-8B in the zero- or
few-shot and fine-tuning settings. A sample of the
instruction format for the training dataset for each
task is described in Appendix A. The details of the
settings are as follows.

3.2.1 Zero or few-shot settings

We used in-context learning (ICL) to evaluate each
task’s performance in the zero- or few-shot set-
tings. For the few-shot settings, we evaluated one-
shot, three-shot, five-shot, and ten-shot scenarios.
ICL samples were selected from the training split,
with the top N most similar to the input, where
N is the number of few-shot samples. We used
the text embeddings calculated by SentenceTrans-
former (Reimers and Gurevych, 2019) to compute
similarity.

3.2.2 Fine-tuning settings

For each task, we fine-tuned the model by using
the training split of each dataset. We used full-
parameter tuning using DeepSpeed stage-3 and
trained the model for 6, 3, and 3 epochs for NER,
MT, and Summarization, respectively. We used the
following training parameters:

• per_device_batch_size: 6
• gradient_accumulation_steps: 2
• learning_rate: 1e-6
• weight_decay: 0.001
• warmup_ratio: 0.1
• lr_scheduler_type: cosine
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Figure 1: NER: few-shots performance in F1 (EN:
BC5CDR, JA: MedTxt-CR, ZH: CMeEE-V2

Precision Recall F1

EN Llama3-ELAINE 0.825 0.802 0.813
Llama3-8B 0.833 0.831 0.832

JA Llama3-ELAINE 0.678 0.701 0.689
Llama3-8B 0.682 0.667 0.674

ZH Llama3-ELAINE 0.766 0.792 0.779
Llama3-8B 0.764 0.789 0.776

Table 5: NER: fine-tuning performance (EN: BC5CDR,
JA: MedTxt-CR, ZH: CMeEE-V2

4 Results

4.1 Named entity recognition (NER)

We adopt the TANL format (Paolini et al., 2021) to
solve NER by LLM. In this format, the input text is
copied to the output by annotating entity names and
enclosing them in brackets by suffixing the detected
entity type (see Appendix A). Figures 1 show the
performance of language-dependent NER tasks in
few-shot and Table 5 shows the performance of
these NER tasks under the fine-tuning settings. The
scores were computed by converting from TANL to
IOB format (Ramshaw and Marcus, 1995). During
conversion, we regulated the output by removing
all parts that did not conform to our defined format,
which made the zero-shot scores zero in all cases.

For few-shot settings, Llama performs better
than Llama3-ELAINE-medLLM in all cases. This
indicates the adverse effects of continual pre-
training on the promptability of the base model.
However, in fine-tuning settings, Llama3-ELAINE
performs competitively with LLama in Japanese
and Chinese. This result suggests that the degrada-
tion of promptability by CPT may not reveal the
model’s latent performance when the same task is
fine-tuned.

4.2 Machine translation (MT)

Figures 2 and 3 show the few-shot performance
of the MT task between Japanese and English and
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Figure 2: Machine Translation: few-shots (JA→EN,
EN→JA) performance in BLEU (ASPEC)
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Figure 3: Machine Translation: few-shots (JA→ZH,
ZH→JA) performance in BLEU (ASPEC)

JA→EN EN→JA

Llama3-ELAINE 28.10 45.20
Llama3-8B 27.92 44.36

JA→ZH ZH→JA

Llama3-ELAINE 34.25 49.55
Llama3-8B 34.28 48.67

Table 6: Machine Translation: fine-tuning performance
in BLEU (ASPEC)

Japanese and Chinese, and Table 6 shows the fine-
tuning performance of the same MT task mea-
sured in BLEU (Papineni et al., 2002). Unlike
the performance of NER tasks, the performance of
MT tasks, both in few-shot and fine-tuning, shows
that ELAINE-medLLM is similar or superior to
Llama3-8B.

This result indicates that continual pre-training
does not always hurt the promptability of the base
model for NLP tasks. We hypothesize that the de-
gree of the effect depends on the novelty of the new
task and its affinity to the training datasets used
during CPT. Since ELAINE-medLLM is trained
to harness multilingual ability, it works effectively
in MT tasks for the same languages. On the other
hand, although the domains of the previous NER
tasks are highly aligned to those of the training
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Figure 4: Summarization: few-shot performance in
Rouge-L (RL) (XLSum)

R-1 R-2 R-L

EN Llama3-ELAINE 0.418 0.192 0.349
Llama3-8B 0.421 0.194 0.352

JA Llama3-ELAINE 0.570 0.286 0.454
Llama3-8B 0.564 0.282 0.450

ZH Llama3-ELAINE 0.368 0.171 0.319
Llama3-8B 0.371 0.173 0.322

Table 7: Summarization: fine-tuning performance in
Rouge-1 (R-1), Rouge-2 (R-2), Rouge-L (R-L) (XL-
Sum)

dataset for ELAINE-medLLM, we assume that the
novelty of the TANL output format affects its per-
formance in the few-shot setting.

4.3 Summarization (SUM)

Figure 4 shows the results of the summarization
task in few-shot settings measured in ROUGE-
L (Lin, 2004). Table 7 shows the performance
of the same summarization task in the fine-tuning
setting in ROUGE-1, ROUGE-2, and ROUGE-L.
Unlike previous NER and MT tasks, the SUM task
is in the general domain for each of the three lan-
guages.

Unlike the previous two tasks (NER, MT), which
can be considered related to the biomedical field,
we could not observe noticeable performance dif-
ferences in the fine-tuning setting. This is proba-
bly because the summarization task is in the gen-
eral domain. We assume that CPT targeted for the
biomedical domain does not affect fine-tuning per-
formance in the general domain, though it shows
a slight advantage for Llama3-8B for the few-shot
setting.
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Precision Recall F1

Meditron-7B 0.824 0.744 0.783
Llama2-7B 0.808 0.774 0.791

Table 8: NER: fine-tuning performance (BC5CDR)

R-1 R-2 R-L

Meditron-7B 0.402 0.182 0.334
Llama2-7B 0.397 0.172 0.330

Table 9: Summarization: fine-tuning performance in
Rouge-1 (R-1), Rouge-2 (R-2), Rouge-L (R-L) (XL-
Sum)

5 Analysis

This section analyzes whether the phenomenon we
found in the previous experiments can be observed
in a different experimental setting.

5.1 Experimental Setting

We use Meditron-7B (Chen et al., 2023), an English
medical LLM adapted from Llama2-7B (Touvron
et al., 2023c), as the baseline. We selected the
monolingual model because we aim to remove the
effects of multilingualism on the results. For this
experiment, we evaluate performance in few-shot
and fine-tuning settings using the same NER task
using BC5CDR and SUM task using English XL-
Sum as in the previous experiments.

5.2 Results

Fig. 5 and Table 8 show the few-shot and fine-
tuning NER results using BC5CDR. These results
indicate that domain-adapted training does not ben-
efit the performance of few-shot and fine-tuning
results. Especially, Meditron-7B lags far behind
Llama2-7B in a few-shot setting. Fig. 6 and Table 9
show the few-shot and fine-tuning Summarization
results for English XLSum. In the few-shot setting,
Meditron-7B lags far behind Llama2-7B, as in the
NER task. However, the model shows competence
against the baseline model in the fine-tuning set-
ting.

These results confirm that the performance of
the few-shot setting does not always show the
model’s potential in the fine-tuning setting of the
same task. Nonetheless, we do not observe a sim-
ilar trend in the comparative results between the
domain-adapted and the base models. To summa-
rize, domain adaptation works negatively for some
tasks that do not depend clearly on acquired domain
knowledge in few-shot settings, such as NER, and
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Figure 5: NER: few-shots performance in F1
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Figure 6: Summarization: few-shots performance in
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out-of-domain tasks, such as summarization. How-
ever, this degradation does not necessarily indicate
the model’s potential in fine-tuning settings.

6 Conclusion

CPT can help pre-trained large language models
(LLMs) effectively adapt to new, under-trained do-
mains or low-resourced languages without requir-
ing retraining from scratch. Nevertheless, during
CPT, the model’s few-shot transfer ability is af-
fected for emergent tasks. This also applies to
new tasks, even in the relevant domains targeted
during CPT. However, our experimental results
show that degradation in few-shot transfer ability
does not necessarily indicate the model’s under-
lying potential in the same downstream task af-
ter fine-tuning. In our experiments, we observe
that ELAINE-medLLM, which is adapted to the
biomedical domain and endowed with trilingual
ability (English, Japanese, and Chinese) by CPT
from Llama3-8B, performs competitively with or
better than the base model in all emergent tasks
after fine-tuning, even though it shows some degra-
dation in some few-shot settings.
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Limitations

The prompt inputs used for few-shot evaluations
were not optimized, suggesting that an optimal
prompt might produce better results, such as
prompt tuning or adopting a chain of thoughts. In
this work, we only conducted performance analysis
of Llama3-ELAINE and Meditron, adapted to the
biomedical domain, against their base LLMs on
three NLP tasks (NER, machine translation, and
summarization). Hence, further experiments will
be desired to evaluate the results we found in this
study.
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A Instruction format for tasks

A.1 Name entity recognition (NER)

We adopt the TANL format (Paolini et al., 2021) to solve NER by LLM. In this format, the LLM is
expected to copy the source context to the target by annotating detected entity mentions, enclosing them
in brackets, and suffixing them with the detected entity type. The descriptions of valid entity types and
their labels are specified after the task description. The following shows a sample instruction format for
the NER task in the case of BC5CDR (Li et al., 2016).

Instruction for NER task� �
##Task##
You are an AI language model trained to extract entities from sentences. See all possible labels and
their descriptions below.
###
Description: Disease name
Label: Disease
###
Description: Chemical name
Label: Chemical
###
<|eot_id|>##Text##
Famotidine-associated delirium. A series of six cases.
Famotidine is a histamine H2-receptor antagonist used in inpatient settings for prevention of stress
ulcers and is showing increasing popularity because of its low cost. Although all of the currently
available H2-receptor antagonists have shown the propensity to cause delirium, only two previously
reported c ases have been associated with famotidine. The authors report on six cases of famotidine-
associated delirium in hospitalized pa tients who cleared completely upon removal of famotidine.
The pharmacokinetics of famotidine are reviewed, with no change in its metabolism in the elderly
population seen. The implications of using famotidine in elderly persons are discussed.
<|eot_id|>##Result##
[Famotidine|Chemical]-associated [delirium|Disease]. A series of six cases.
[Famotidine|Chemical] is a histami ne H2-receptor antagonist used in inpatient settings for prevention
of stress [ulcers|Disease] and is showing increasing popula rity because of its low cost. Although
all of the currently available H2-receptor antagonists have shown the propensity to caus e [delir-
ium|Disease], only two previously reported cases have been associated with [famotidine|Chemical].
The authors report on six cases of [famotidine|Chemical]-associated [delirium|Disease] in hospitalized
patients who cleared completely upon removal of [famotidine|Chemical]. The pharmacokinetics of
[famotidine|Chemical] are reviewed, with no change in its metabolism in the e lderly population seen.
The implications of using [famotidine|Chemical] in elderly persons are discussed. <|eot_id|>� �

A.2 Machine translation (MT)

The following shows a sample instruction format for the MT task in the case of ASPEC (Nakazawa et al.,
2016).
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Instruction for MT task� �
##Task##
Translate the following sentences from English to Japanese.
<|eot_id|>##Source##
Lattice images were not obtained by high resolution power image observation.
<|eot_id|>##Target##
高分解能像観察での格子像は得られなかった。<|eot_id|>� �

A.3 Summarization (SUM)
The following shows a sample instruction format for the SUM task in the case of XLSum (Hasan et al.,
2021).

Instruction for SUM task� �
##Task##
Summarize the following paragraph.
<|eot_id|>##Source##
Lewis Williams, 20, died on 11 January from a shotgun wound suffered in Wath Road, Mexborough.
South Yorkshire Police said two men aged 20 and 49 were arrested on Friday in connection with his
death, bringing the total number of arrests to eight. Two boys, aged 16 and 17, have been charged
with Mr Williams’ murder and are next due to appear in court on 1 February. Police said one of the
men arrested on Friday, a 20-year-old from Barnsley, was arrested on suspicion of murder, while a
49-year-old man from Doncaster was arrested on suspicion of assisting an offender and possession of
ammunition. Both are being held in police custody. Four other men, aged between 20 and 32, who
have been arrested in connection with Mr Williams’death have been released on bail. Follow BBC
Yorkshire on Facebook, Twitter and Instagram. Send your story ideas to yorkslincs.news@bbc.co.uk
or send video here.
<|eot_id|>##Target##
Two more people have been arrested in connection with a fatal shooting. <|eot_id|>� �

26


