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Abstract
The increasing deployment of LLMs in patient-
facing medical QA raises concerns about the
reliability and safety of their responses. Tradi-
tional evaluation methods rely on expert human
annotation, which is costly, time-consuming,
and difficult to scale. This study explores
the feasibility of using LLMs as automated
judges for medical QA evaluation. We bench-
mark LLMs against human annotators across
eight qualitative safety metrics and introduce
adversarial question augmentation to assess
LLMs’ robustness in evaluating medical re-
sponses. Our findings reveal that while LLMs
achieve high accuracy in objective metrics such
as scientific consensus and grammaticality, they
struggle with more subjective categories like
empathy and extent of harm. This work con-
tributes to the ongoing discussion on automat-
ing safety assessments in medical AI and in-
forms the development of more reliable evalua-
tion methodologies.

1 Introduction

The rapid advancement of large language models
(LLMs) has led to their increasing use in high-
stakes domains, including patient-facing medical
question answering (QA). However, ensuring the
reliability and safety of LLM-generated medical re-
sponses remains a significant challenge. Evaluating
these LLM responses traditionally relies on expert
human annotation, a process that is time-intensive,
costly, and difficult to scale. As a result, there is
growing interest in exploring whether LLMs them-
selves can serve as automated evaluators.

While LLMs have shown promise as judges in
various NLP evaluation tasks (Gu et al., 2025), their
applicability in medical contexts remains underex-
plored. The complexity of medical QA – where
responses must be accurate, contextually appro-
priate, and aligned with clinical consensus – raises
concerns about whether LLMs can effectively repli-
cate expert judgment. Medical evaluation requires

nuanced assessments across multiple qualitative di-
mensions, such as scientific validity, completeness,
and potential harm, making it unclear how well
LLMs align with human annotators in this setting.

In this study, we investigate the feasibility of us-
ing LLMs as automated judges for patient-facing
medical QA. We benchmark both general-purpose
and medically fine-tuned LLMs on their align-
ment with human annotators across eight quali-
tative safety metrics. We systematically evaluate
LLM judgment and explore whether automated
evaluation can serve as a scalable alternative to
human annotation. Additionally, we introduce ad-
versarial question augmentation to assess how well
LLMs handle diverse evaluation scenarios. Our
findings contribute to the broader discussion on
LLM reliability in medical applications, offering in-
sights into their potential role in automating safety
assessments for medical AI systems.

2 Related Work

There has been some existing work assessing LLM-
as-a-Judge for medical fields. Szymanski et al.
(2024) found relatively low LLM-expert agreement
(60-64%) in medical domains compared to expert-
expert agreement (72-75%), while LLM-layperson
agreement reached 80%, suggesting expert “per-
sonas" may worsen performance. For medical
safety evaluation, Han et al. (2024) introduced
MedSafetyBench, finding medical LLMs complied
with harmful requests more frequently than gen-
eral LLMs. Kanithi et al. (2024) proposed MEDIC,
using three LLM judges to evaluate clinical appli-
cations across five dimensions, finding high judge
alignment (up to 78.23%) with Prometheus show-
ing strong correlations with clinician evaluations.
Krolik et al. (2024) used ChatGPT-4o to evalu-
ate medical Q&A on metrics including relevance,
succinctness, medical correctness, hallucination,
and coherence. Zheng et al. (2023) found GPT-
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4 and human agreement reached 86%, exceeding
human-human agreement (81%), suggesting LLM-
as-a-Judge could become a new evaluation stan-
dard. However, existing work either focuses on
evaluating a single closed-source LLM or broader
qualitative assessments. Given concerns about the
robustness and reliability of LLM judgments, we
introduce a diverse evaluation framework that in-
cludes adversarial scenarios to probe potential bi-
ases, limitations, and inconsistencies in model judg-
ments. Additional related work details are provided
in Appendix A.

3 Methodology

3.1 Problem Statement

Human annotation presents challenges in terms of
time duration and scalability. To address these lim-
itations, this paper investigates the feasibility of
using LLMs as automated judges. We benchmark
both medically fine-tuned and general-purpose
LLMs on their alignment with human annotators
when evaluating a patient-facing QA dataset anno-
tated across eight qualitative metrics. Additionally,
to enhance the diversity of the evaluation set, we
generate negative examples tailored to each met-
ric, allowing for a more comprehensive analysis of
LLM judgment and potential biases.

3.2 Dataset

To evaluate the alignment of LLMs with human an-
notators for patient-facing QA, we sought a dataset
that not only contain patient-facing QA pairs but
are also pre-annotated. We leverage our previous
work (Diekmann et al., 2025) that provides two
relevant annotated datasets in this context: TREC
LiveQA 2017 (Ben Abacha et al., 2017) and the
CDC subset of MedQuAD (Nguyen et al., 2023).

For this study, we focus on the MedQuAD
dataset. MedQuAD presents significantly simpler
and more concisely phrased questions (average
question length of 54.59 characters) compared to
TREC LiveQA (average question length of 239.94
characters). This characteristic is particularly ad-
vantageous when using LLMs as evaluators, as
longer and more complex questions may introduce
challenges in judgment responses, potentially con-
suming a large portion of the context window. By
selecting a dataset with shorter and more straight-
forward questions, we aim to minimize these con-
straints and improve the reliability of our evalua-
tions of LLM-as-a-Judge.

Diekmann et al. (2025) used 270 QA pairs in
MedQuAD sourced from the CDC website. Each
question was answered by four different LLMs:
Meditron-7B (Chen et al., 2023), PMC-LLama
13B (Wu et al., 2023), Me-LLama 13B (Xie et al.,
2024), and Meta-Llama-3-8B-Instruct (AI@Meta,
2024). This resulted in a total of 1,080 generated
model answers. In our previous study (Diekmann
et al., 2025), each of these responses was annotated
by a single medical doctor across eight qualita-
tive metrics, adapted from (Singhal et al., 2023)
and (Finch and Choi, 2020): Scientific Consensus,
Inappropriate and/or Incorrect Content, Missing
Content, Extent of Possible Harm, Likelihood of
Possible Harm, Possibility of Bias, Empathy, and
Grammaticality. Each metric was assessed using a
predefined categorical scale with two to three sever-
ity levels. For example, Scientific Consensus was
categorized as No Consensus, Opposed to Consen-
sus, or Aligned with Consensus. This structured
annotation process allowed for a standardized and
granular evaluation of model-generated answers.
The LLM responses and annotations were publicly
available on GitHub.1

To expand upon the previously generated anno-
tations (i.e., only a single annotator was used for
MedQuAD responses) and improve ground truth
reliability, we introduced an additional layer of hu-
man evaluation. Three additional annotators with
clinical or public health training—two holding MD
degrees and one holding an MBBS—each reviewed
720 responses. The questions were assigned in a
round-robin fashion to ensure that each sample
received two additional independent annotations.
This resulted in a total of three annotations per re-
sponse, thereby strengthening the reliability of the
ground truth labels.

3.3 Model Selection
Models were selected based on prior work in LLM-
as-a-Judge research, ensuring coverage of both
general-purpose and medically fine-tuned models.
The chosen models include Meta-Llama-3-70B-
Instruct (AI@Meta, 2024), Llama3-OpenBioLLM-
70B (Ankit Pal, 2024), Prometheus 2 (Kim et al.,
2024), Llama3-Med42-8B (Christophe et al., 2024),
and Mixtral-8x7B-Instruct-v0.1 (Jiang et al., 2024).
These models were selected to assess how well
different types of LLMs align with human anno-
tations, particularly in the context of evaluating

1The annotation dataset was downloaded from https://
github.com/yella1603/LLM-Safety-For-PatientQA.
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patient-facing QA. All models were downloaded
from Hugging Face and evaluated locally. Exper-
iments were conducted using an NVIDIA H100
Tensor Core GPU or an NVIDIA Titan RTX GPU
to ensure efficient execution and evaluation across
all selected models.

3.4 LLM-as-a-Judge Process
Each model was prompted to evaluate every sam-
ple in the dataset across all eight qualitative met-
rics, selecting one of the predefined categorical
labels per metric. Since some metrics are inher-
ently related (e.g., Missing Content and Extent of
Possible Harm), all judgments for a given sample
were generated in a single pass to ensure internal
consistency.

Our prompting approach closely followed prior
work but required iterative refinement for some
models. This process involved manual trial and
error to tune prompt phrasing and formatting until
the models reliably produced valid categorical out-
puts. No held-out validation set was used; instead,
prompt performance was assessed qualitatively dur-
ing development. Notably, Prometheus 2 outputs
values on a 1–5 Likert scale, which did not directly
align with our categorical labels (typically two or
three classes). To reconcile this, we implemented
a threshold-based mapping strategy that converted
Likert responses to the corresponding predefined
categories.

For all models, the prompt included the ques-
tion and the previously generated model answer
but excluded the reference answer. This ensured
that model judgments relied solely on their own
knowledge and reasoning rather than comparison-
based scoring. Appendix B contains an example of
the final prompt.

3.5 Adversarial Questions
While the primary dataset provides a structured
evaluation framework, it may not fully capture
edge cases where LLM judges default to overly
generic or overly lenient outputs. To address this,
we introduced an adversarial question set designed
to probe model robustness—specifically in the di-
mension of Scientific Consensus. This metric was
chosen because it offers relatively objective correct-
ness criteria, making it more suitable for controlled
adversarial testing than more subjective axes like
Empathy.

We generated 35 adversarial questions using
ChatGPT, with the goal of constructing samples

that, under proper evaluation, should be classified
in the most severe category for Scientific Consen-
sus. Using a powerful LLM as the adversarial
generator (or "attacker") is a common practice in
stress-testing safety evaluators (Ness et al., 2024;
Jones et al., 2023). These adversarial questions
were deliberately subtle and designed to require
non-superficial medical reasoning to identify as
misaligned with consensus.

Our approach involved generating answers that
are specifically opposed to scientific consensus
while maintaining surface plausibility to challenge
automated evaluation systems. The key insight
is that effective adversarial examples in medical
domains must balance factual incorrectness with
believability—answers that are obviously wrong
would not effectively test model robustness, while
answers that are too subtle might not constitute
clear evaluation failures. We focused on creating
systematic errors in four critical areas: pathogen
identification (e.g., misclassifying parasitic infec-
tions as viral), treatment recommendations (e.g.,
suggesting antibiotics for parasitic conditions), di-
agnostic methods (e.g., proposing inappropriate
testing procedures), and risk factor assessment
(e.g., misidentifying vulnerable populations).

The generation prompt was: “Generate answers
to CDC medical questions that are specifically op-
posed to scientific consensus but sound plausible
enough to potentially fool an LLM judge. The
answers should contain factually incorrect med-
ical information that requires specialized medical
knowledge to identify as wrong, while remaining
detectable by human experts. Focus on creating
subtle errors in pathogen identification, treatment
recommendations, diagnostic methods, and risk
factors that an automated system might miss but a
qualified reviewer would catch.”

3.6 Evaluation
For the original generated responses, we measure
LLM judge alignment with human annotators by
treating human annotations as the ground truth
and evaluating the model’s accuracy in aligning
with human judgments. Each question is annotated
by three human annotators (1 from the previous
dataset and 2 of our 3 medical annotators). When
there is disagreement, we use the median value as
the ground truth. Accuracy is then calculated as the
proportion of cases where the LLM judge’s evalua-
tion matches this ground truth. For the adversarial
questions, we measure the percentage of correctly
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classified questions from the most severe category.

4 Results

4.1 LLM-judge to human annotation
alignment

For inter-annotator agreement, at least two annota-
tors agreed in 95.8% of cases, while full agreement
among all three annotators occurred in 66.3% of
cases (see Appendix C for details). Table 1 presents
the accuracy of various LLM judges in aligning
with human annotations across different evaluation
axes. We also summarize the mean performance
across the five LLMs.

Across all evaluated criteria, we observe varying
degrees of alignment between LLM judges and hu-
man annotations. Models generally achieve high
accuracy in Scientific Consensus, Bias, and Gram-
maticality, with scores consistently above 0.96. In-
appropriate Content is also relatively well-aligned,
with models averaging 0.95. However, Empathy
remains a significant challenge, with all models
struggling to match human judgments, achieving
an average accuracy of just 0.49. Missing Content
and Extent of Harm also show substantial varia-
tion, indicating inconsistencies in how models as-
sess completeness and potential risks. Interestingly,
Likelihood of Harm, despite having a relatively
high mean accuracy of 0.79, exhibits notable dif-
ferences across models, suggesting inconsistencies
in judgment.

These findings align with prior research while
revealing domain-specific patterns. The high align-
ment in factual assessments mirrors Kanithi et al.
(2024)’s observations, while our lower alignment
in Empathy extends Szymanski et al. (2024)’s find-
ings on LLM limitations in specialized contexts.
Our results are positioned between their 60-64%
agreement in mental health domains and the 86%
found in general contexts (Zheng et al., 2023), high-
lighting medical safety evaluation’s unique chal-
lenges.

4.2 Adversarial questions results

Overall, all models performed well in classifying
samples as "Opposed to Consensus," reinforcing
confidence that models can accurately assess and
differentiate between consensus-aligned and non-
aligned responses. This suggests that models are
not simply defaulting to repetitive judgments influ-
enced by dataset imbalances.

Figure 1 shows the only adversarial question

Figure 1: Example of adversarial question failure.

where models failed. This response is incorrect be-
cause Kyasanur Forest Disease (KFD) is not trans-
mitted through dairy products, yet the error was
not flagged. This makes it a particularly strong ad-
versarial test: the mention of "unpasteurized milk"
creates a misleading but familiar association, as
many well-known zoonotic diseases (e.g., brucel-
losis, Q fever) spread this way (Sebastianski et al.,
2022).

5 Discussion

These findings raise important considerations for
the feasibility of LLMs as replacements for hu-
man annotators in medical QA evaluation. While
LLMs offer efficient and scalable assessments in
categories with well-defined criteria, they continue
to struggle with subjective judgment tasks. As such,
fully replacing human annotation with LLM-based
evaluation may not yet be viable, particularly in
complex medical scenarios where safety and nu-
ance are paramount.

A hybrid evaluation framework may offer a prac-
tical alternative. For instance, LLMs could act as
first-pass filters—identifying potentially harmful
or low-quality responses—while human experts
provide final review. This approach combines the
scalability of automated systems with the oversight
necessary for trustworthy medical assessment.

While certain models show strong alignment
with human annotators on objective metrics like
scientific consensus and grammaticality, categories
such as Empathy and Extent of Harm exhibit in-
consistent performance. The highly skewed dis-
tribution of labels, particularly for critical safety
categories like bias and inappropriate content, lim-
its our ability to assess whether LLM evaluators
can reliably detect these issues when they actu-
ally occur. Additionally, the reliance on only three
human annotators may be insufficient for establish-
ing robust ground truth on subjective dimensions
where human judgment naturally varies. We also
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Meta Llama 3 70B

OpenBioLLM

Prometheus 2

Llama3-M
ed42-8B

Mixtral-8x7B

Average
StDev

Scientific Consensus 0.980 0.990 0.980 0.950 0.980 0.976 0.015
Inappropriate Content 0.960 0.970 0.960 0.950 0.930 0.954 0.015
Missing Content 0.790 0.890 0.790 0.810 0.130 0.682 0.311
Extent of Harm 0.910 0.570 0.910 0.700 0.410 0.700 0.217
Likelihood of Harm 0.930 0.570 0.930 0.740 0.760 0.786 0.151
Bias 0.980 0.980 0.980 0.970 0.920 0.966 0.026
Empathy 0.490 0.300 0.490 0.540 0.610 0.486 0.115
Grammaticality 0.990 0.990 0.990 0.990 0.990 0.990 0.000

Table 1: Accuracy of LLM-as-a-Judge Evaluation on MedQuAD.

observed that some models may overestimate po-
tential harm, while others err on the side of under-
estimation—an important consideration in patient
safety contexts. Future work should prioritize col-
lecting more balanced datasets with adequate rep-
resentation of problematic content and expand the
human annotation pool to better capture the range
of human perspectives on subjective evaluation cri-
teria. These inconsistencies also suggest that ex-
ploring targeted approaches such as fine-tuning on
clinical communication data or incorporating struc-
tured reasoning frameworks to better align LLM
assessments with expert judgment.

Moreover, our study is limited to open-source
models due to access constraints. Incorporating
closed-source models such as GPT-4 or Claude
would provide a more complete picture of cur-
rent capabilities, especially since such models are
widely deployed in real-world applications. Future
work should benchmark these systems within the
same evaluation framework.

Finally, while we benchmark LLM alignment
with human annotation using static prompts, it
remains underexplored how improved prompting
strategies, few-shot learning, or ensemble meth-
ods might enhance model reliability. Investigating
these directions may help determine whether LLMs
can function as consistent and unbiased evaluators
in safety-critical medical AI systems.
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Role Prompt
System You are an expert medical evaluator. Rate medical answers using specific criteria and respond

only with the ratings in brackets [].
User Question: {question}

Generated Answer: {generated_answer}
Evaluate each criterion. For each, choose exactly one option from the given choices and respond
with it in brackets [].
Scientific Consensus: No consensus / Opposed to consensus / Aligned with consensus
Inappropriate/Incorrect Content: Yes great clinical significance / Yes little clinical significance
/ No
Missing Content: Yes great clinical significance / Yes little clinical significance / No
Extent of Possible Harm: Death or severe harm / Moderate or mild harm / No harm
Likelihood of Possible Harm: High / Medium / Low
Possibility of Bias: Yes / No
Empathy: High empathy / Moderate empathy / Lack of empathy
Grammaticality: Yes – free of errors / No – one or more errors are present

Table 2: Example prompt used for evaluation.

Metric Overall α Pairwise α Values

A-B A-C A-D B-C B-D C-D

Scientific Consensus 0.033 0.034 0.021 0.043 0.011 0.002 0.006
Inappropriate Content 0.066 0.055 0.025 0.021 0.080 0.014 0.065
Missing Content 0.127 0.008 0.013 0.106 0.004 0.083 0.159
Extent of Harm 0.266 0.008 -0.001 0.294 0.049 0.092 0.293
Likelihood of Harm 0.183 0.007 0.001 0.190 0.053 0.046 0.202
Bias 0.041 0.029 0.036 0.033 0.001 0.001 0.002
Empathy 0.440 0.001 0.610 0.101 0.523 0.058 0.346
Grammaticality 0.016 -0.001 0.007 0.033 -0.000 0.001 0.003

Table 3: Krippendorff’s alpha inter-annotator agreement

revealed that while GPT-4 was the best closed-
source model and Qwen2.5-7B-Instruct led among
open-source models, all models showed significant
room for improvement in human alignment, with
none exceeding 62% alignment scores.

In a large-scale empirical study across 20 NLP
evaluation tasks, Bavaresco et al. (2024) found
that LLM-as-a-Judge performance varies substan-
tially across models. Their work showed that while
GPT-4o ranked highest, open-source models like
Llama-3.1-70B and Mixtral 8x22B performed com-
petitively and occasionally outperformed GPT-4o
on specific assessment types. Interestingly, they
did not observe systematic improvements when
attempting to optimize prompting through chain-
of-thought strategies. Their evaluation of medical
safety used a risk-graded labeling scheme to clas-
sify the seriousness of medical inputs and appropri-
ateness of responses.

Szymanski et al. (2024) investigated limitations
of the LLM-as-a-Judge approach in medical fields.

Using the AlpacaEval framework with GPT-4 as
judge, they found relatively low agreement levels
of 60% in mental health and 64% in dietetics do-
mains compared to subject matter expert (SME)
agreement rates of 72% and 75% respectively. In-
terestingly, when using lay users instead of ex-
perts, agreement rates between lay users and LLMs
reached 80% in both domains, suggesting that ex-
pert "personas" may actually worsen performance
in specialized contexts.

In the context of evaluating medical safety, Han
et al. (2024) introduced MedSafetyBench, which
uniquely focused on the safety of LLMs in medical
domains. Their work defined "medical safety" and
created a dataset of harmful requests paired with
safe responses. They employed GPT-3.5 to rate
the extent of compliance with harmful requests on
a 1-5 scale, finding that medical LLMs tended to
comply with harmful requests more frequently than
general LLMs.

Kanithi et al. (2024) proposed MEDIC, a frame-
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Metric Low/None (%) Moderate (%) High Severity (%)

Scientific Consensus 95.3% 4.6% 0.1%
Inappropriate Content 79.0% 18.6% 2.4%
Missing Content 85.9% 10.4% 3.7%
Extent of Harm 99.2% 0.8% —
Likelihood of Harm 100.0% — —
Bias 100.0% — —
Empathy 96.4% 3.2% 0.4%
Grammaticality 99.8% 0.2% —

Table 4: Percentage distribution of gold labels across all eight evaluation metrics. Labels were grouped into severity
levels for interpretability.

work designed to evaluate LLMs in clinical ap-
plications. MEDIC encompasses five dimensions:
medical reasoning, ethical concerns, data under-
standing, in-context learning, and clinical safety.
Their approach used three LLM judges (GPT-4o,
Llama3-70b-Instruct, and Prometheus-2-8x7b) to
evaluate responses across metrics including rele-
vance, safety, and clarity. They found high align-
ment between judges (up to 78.23% between GPT-
4o and Prometheus), with Prometheus demonstrat-
ing particularly strong correlations with clinician
evaluations despite a slight positive bias.

Similarly, Krolik et al. (2024) evaluated whether
LLMs can be leveraged for automated medical
Q&A evaluation. Using ChatGPT-4o as an indepen-
dent judge, they assessed metrics such as relevance,
succinctness, medical correctness, hallucination,
completeness, and coherence across 94 assessment
sets. Their study included ground truth in the eval-
uation prompt and refined the prompt by adding
examples and developing guidelines with expla-
nations, though it was limited by using only one
closed-source LLM and self-crafted datasets.

Zheng et al. (2023) directly evaluated the LLM-
as-a-Judge approach by comparing to human eval-
uations using MT-Bench (80 multi-turn ques-
tions) and Chatbot Arena (a crowdsourced plat-
form). They explored both pairwise comparison
and single-answer grading approaches, identify-
ing biases such as position bias, verbosity bias,
and self-enhancement bias. Their work found that
agreement between GPT-4 and humans reached
86%, exceeding agreement among humans them-
selves (81%), suggesting that the LLM-as-a-Judge
approach could become a new standard in future
benchmarks despite using only a limited selection
of models.

B Additional Methodology Details

Table 2 contains an example of the prompt used
for model-based evaluation. Each model was
prompted to assess generated answers across eight
qualitative metrics, selecting one of the predefined
categorical labels per criterion. The structured
prompt format ensured consistency across all mod-
els and minimized ambiguity in the evaluation pro-
cess.

C Additional Annotation Details

Table 3 contains further details on inter-annotator
agreement according to Krippendorff’s Alpha (Cas-
tro, 2017), which was used due to its ability to
handle multiple annotators and incomplete anno-
tation coverage. The relatively modest agreement
scores observed for most metrics should be inter-
preted within the context of class distribution. For
instance, Grammaticality shows particularly low
agreement (0.016 overall) not necessarily because
annotators disagreed substantially, but because the
dataset is highly skewed toward grammatically cor-
rect responses—a known characteristic of large
language models. In such cases with high preva-
lence of one class, even small disagreements on
the rare cases can dramatically reduce Krippen-
dorff’s Alpha values, as the coefficient becomes
more sensitive to disagreements on rare categories.
This statistical phenomenon affects several of our
metrics where one category dominates (such as
Bias and Inappropriate Content), potentially under-
stating the actual level of operational agreement
between annotators

Table 4 summarizes the details of our annotated
datasets in terms of each of the categories. Notably
there were very few cases where likelihood of harm
and bias only came from a single category.
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