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Abstract
While large language models show promise as
AI tutors, evaluating their pedagogical capabil-
ities remains challenging. In this paper, we,
team LexiLogic presents our participation in
the BEA 2025 shared task on evaluating AI
tutors across five dimensions: Mistake Identifi-
cation, Mistake Location, Providing Guidance,
Actionability, and Tutor Identification. We ap-
proach all tracks as classification tasks using
fine-tuned transformer models on a dataset of
300 educational dialogues between a student
and a tutor in the mathematical domain. Our re-
sults show varying performance across tracks,
with macro average F1 scores ranging from
0.47 to 0.82, achieving rankings between 4th
and 31st place. Such models have the poten-
tial to be used in developing automated scoring
metrics for assessing the pedagogical skills of
AI math tutors.

1 Introduction

While significant progress has been made in mak-
ing today’s large language models helpful, aligned,
and responsible (Tan et al., 2023; Ji et al., 2023;
Feng et al., 2024), their full potential in academic
settings remains underutilized. Despite growing in-
terest in using LLM-based AI tutors for academic
support, traditional evaluation benchmarks tend to
focus more on knowledge, factual accuracy, and
reasoning (DeepSeek-AI et al., 2025; Abdin et al.,
2025) rather than on the ability of these dialogue
systems to function effectively in the role of a tu-
tor. In educational contexts, there is a pressing
need for systems and evaluation metrics specifically
designed to assess complex pedagogical qualities.
Therefore, it is essential to not only develop intelli-
gent tutoring systems but also to evaluate them in
terms of their ability to provide sufficient, helpful,
and factually accurate guidance.

The shared task organized as part of the BEA
workshop (Kochmar et al., 2025) focuses on edu-
cational dialogues between a student and a tutor in

the mathematical domain, specifically addressing
student mistakes or confusion. The goal of the AI
tutor is to help remediate these issues. The tutor
responses, generated by the task organizers, come
from a range of state-of-the-art LLMs with vary-
ing sizes and capabilities, including GPT-4 (Ope-
nAI et al., 2023), Gemini (Reid et al., 2024), Son-
net (Anthropic, 2025), Mistral (Jiang et al., 2023),
Llama 3.1 (Grattafiori et al., 2024) and Phi-3 (Ab-
din et al., 2024a). In addition to the generated re-
sponses, the development set includes annotations
evaluating their quality across several pedagogi-
cally motivated dimensions: Mistake Identification,
Mistake Location, Providing Guidance, Actionabil-
ity, and Tutor Identification.

Across all tracks of the shared task, we ap-
proached the problems as classification tasks and
followed a fine-tuning approach using several
transformer-based encoder and decoder models. Ta-
ble 1 summarizes the performance of our submitted
models compared to the top-performing entries in
terms of macro average F1 score in each task.1

Track Our Score Best Score
Track 1 0.65 0.72
Track 2 0.48 0.60
Track 3 0.47 0.58
Track 4 0.69 0.71
Track 5 0.82 0.95

Table 1: Performance of our models compared to the
best scores in each track.

2 Related Work

With the widespread use of large language models
(LLMs) (Brown et al., 2020; Touvron et al., 2023;
Team et al., 2025) as conversational systems in ed-
ucational contexts, several studies have evaluated

1The code for this work is available at https://github.
com/prannerta100/acl-bea2025-workshop-st
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their pedagogical capabilities. There are numer-
ous LLM evaluation metrics such as BLEU (Pap-
ineni et al., 2002), BERTScore (Zhang et al., 2020),
ROUGE (Lin, 2004), DialogRPT (Gao et al., 2020),
etc., which are not necessarily designed to assess
an LLM’s educational or pedagogy-related capa-
bilities (Jurenka et al., 2024) and shown to have
relatively low correlation with human judgments
(Liu et al., 2023). This highlights the need for al-
ternative methods to evaluate LLM performance
in educational settings. One such approach is to
use human annotators to rate LLM responses based
on various criteria (Collins et al., 2023; Shen and
Wu, 2023; Lee et al., 2024). While human evalu-
ators can consider context, tone, and pedagogical
effectiveness, offering qualitative insights that go
beyond quantitative metrics, they are also prone to
bias, and the process tends to be time-consuming
and relatively expensive.

At the other end of the spectrum, there is grow-
ing interest in automated evaluation systems and
LLM-as-a-judge approaches (Jurenka et al., 2024).
Chen et al. (2023)’s experimental results show that
ChatGPT is capable of evaluating text quality effec-
tively from various perspectives without reference,
and it demonstrates superior performance com-
pared to most existing automatic metrics. Macina
et al. (2025) developed MATHTUTORBENCH to score
the pedagogical quality of open-ended teacher re-
sponses and also trained several LLM-based re-
ward models, showing that these models can dis-
tinguish expert from novice teacher responses with
high accuracy. TUTOREVAL, a diverse question-
answering benchmark, was released by Chevalier
et al. (2024), who evaluated the capabilities of sev-
eral open-weight and proprietary LLMs using GPT-
4 as the evaluator. Maurya et al. (2025a) intro-
duced MRBench, which includes a large set of stu-
dent–tutor conversations from seven state-of-the-
art LLM-based and human tutors, and evaluated
them across various dimensions using a different
set of LLMs. Jurenka et al. (2024) also introduced
LearnLM-Tutor, a fine-tuned model that was con-
sistently preferred over base models for various
academic tasks as judged by LLM-based critics.

3 Task Description and Methodology

The dataset provided for the shared task (Maurya
et al., 2025b) consisted of conversation history
between a tutor and a student along with a final
response from the tutor based on which the vari-

ous pedagogical capability label is to be predicted.
There were a total of 300 distinct conversations out
of which we chose 50 to include in our test set,
which resulted in 2067 training data points and 409
test data points. The same train-test split is used in
all our experiments.

3.1 Track 1 - Mistake Identification
Track 1 of the shared task aims to develop sys-
tems that can identify whether a tutor’s response
acknowledges mistakes in a student’s answer. The
distribution of three categories in this track is de-
tailed in Table 2. Each data point consists of a
conversation history between a tutor and a student,
along with a final response from the tutor. Partic-
ipants are required to assess whether the tutor’s
reply explicitly recognizes the student’s mistake
within the conversation.

Tutor Yes No To some extent
GPT4 234 15 1
Gemini 215 21 14
Sonnet 212 20 18
Phi-3 68 176 6
Mistral 223 10 17
Llama318B 202 31 17
Llama31405B 239 7 4
Expert 188 15 47
Novice 28 11 28
Total 1609 306 152

Table 2: Distribution of instances across categories for
each tutor in the dataset in Track 1

For this task, our experiments involved fine-
tuning various encoder and decoder models. The
input sequence was formed by concatenating the
conversation history with the final response, and
we replaced the model’s un-embedding layer with
a classification head for the three target classes.
The models we used included FLAN-T5 (Chung
et al., 2022), ModernBert (Warner et al., 2024),
Llama 3.2 (Grattafiori et al., 2024), Phi-4 (Abdin
et al., 2024b), and Qwen-2.5 (Qwen et al., 2025).
All models were trained for 10–15 epochs with
an initial learning rate between 5e-5 and 1e-4, us-
ing an exponential learning rate scheduler, a batch
size of 8–10, and a gradient accumulation step of
2. On the test set, FLAN-T5-large performed the
best, achieving a macro average F1 score of 0.65
and placing us 22nd among 44 submissions on the
official leaderboard. The training and test set per-
formance of all models is presented in Table 3 (with
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the train set F1 scores corresponding to the epoch
with the highest test set performance).

Model Train F1 Test F1
FLAN-T5-large 0.94 0.65
ModernBERT-large 0.98 0.61
Llama-3.2-3B 0.99 0.62
Phi-4-mini-instruct 1.0 0.63
Qwen2.5-7B-Instruct 0.73 0.55

Table 3: Strict macro average F1 scores of different
models on training and test datasets of Track 1

3.2 Track 2 - Mistake Location

In subtask 2, the objective is to develop a system
capable of identifying whether a tutor’s response ef-
fectively locates the mistake in the student’s answer
and provides a clear explanation of the error. This
includes assessing whether the tutors’ responses ac-
curately point to a genuine mistake and its location
in the students’ responses. The distribution of each
labels across different categories for each tutor in
the training dataset is shown in Table 4.

Tutor Yes No To some extent
GPT4 242 37 13
Gemini 176 93 31
Sonnet 207 60 33
Phi-3 73 223 4
Mistral 216 52 35
Llama318B 161 108 31
Llama31405B 252 33 15
Expert 197 58 45
Novice 19 60 2
Total 1543 724 209

Table 4: Distribution of instances across categories for
each tutor in the dataset for Track 2

The final response is concatenated with the con-
versation history and fed as input into our model.
Our experimental setup predominantly focused on
transformer-based encoder and decoder models. In
both encoder-decoder and large language model
(LLM) configurations, we modify the original mod-
els by removing the final un-embedding layer and
replacing it with a classification head. Among
the encoder-based models, we evaluated Modern-
Bert (Warner et al., 2024), and MathBERT (Peng
et al., 2021). For large language models, we con-
ducted experiments with Llama 3.2 (Grattafiori
et al., 2024), Phi-4 (Abdin et al., 2024b), and Qwen-

2.5 (Qwen et al., 2025).
We fine-tuned all models for a maximum of 10

epochs, with an initial learning rate in the range of
2e-2 to 5e-5, an exponential learning rate scheduler
with gamma set between 0.9 and 0.9375 with a
batch size between 4 and 12, with gradient accumu-
lation steps set to 2. During training we minimized
the categorical cross-entropy loss. In Table 5, we
report the strict Macro average F1 scores of various
models. The reported training set F1 scores corre-
spond to the epoch with the highest F1 score on the
test set. On the held-out test set, our submission
based on Phi-4-mini-instruct achieved an F1
score of 0.48 on the unseen test dataset placing us
at the 23rd position out of total 31 submissions.

Model Train F1 Test F1
MathBERT 0.67 0.5
ModernBERT-large 0.72 0.52
Llama-3.2-3B 0.73 0.55
Llama-3-8B 0.71 0.53
Phi-4-mini-instruct 0.78 0.68
Qwen2.5-7B-Instruct 0.67 0.55

Table 5: Strict Macro average F1 scores of different
models on training and test datasets

3.3 Track 3 - Providing Guidance
Track 3 focuses on evaluating whether a tutor’s
response provides effective guidance to help stu-
dents understand and correct their mistakes. This
task goes beyond simply identifying and locating
errors to assess the pedagogical quality of the tu-
toring response. The system must determine if the
tutor offers constructive feedback, explanations, or
suggestions that would help the student learn from
their mistakes. Similar to the previous tracks, the
task includes three categories: ’Yes’, ’No’, and ’To
some extent’, with their distribution across differ-
ent tutors shown in Table 6.

Our approach for this track followed a similar
methodology to the previous tasks, where we con-
catenated the conversation history with the final
tutor response and fed it as input to our classifi-
cation models. The experimental setup involved
fine-tuning various transformer-based models to
classify the quality of guidance provided in tutor
responses.

We evaluated several model architectures in-
cluding both encoder-only and decoder-only mod-
els. Among the encoder-based models, we experi-
mented with ModernBERT (Warner et al., 2024),
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Tutor Yes No To some extent
GPT4 228 41 31
Gemini 168 47 85
Sonnet 184 52 64
Phi-3 51 189 60
Mistral 189 47 64
Llama318B 134 65 101
Llama31405B 238 16 46
Expert 205 47 48
Novice 10 62 4
Total 1407 566 503

Table 6: Distribution of instances across categories for
each tutor in the dataset for Track 3

while for large language models, Phi-4 (Abdin
et al., 2024b), and FLAN-T5 (Chung et al., 2022).
All models were modified by replacing the final
un-embedding layer with a three-way classification
head corresponding to our target categories. The
train and test F1 values are in Table 7.

The training configuration involved fine-tuning
for 8-12 epochs with learning rates ranging from
1e-5 to 8e-5, using an exponential learning rate
scheduler with gamma values between 0.85 and
0.95. We employed batch sizes of 6-14 with gradi-
ent accumulation steps of 2, and optimized using
categorical cross-entropy loss. The performance of
different models on both training and test sets is
presented in Table 7, where the training F1 scores
correspond to the epoch achieving the highest test
set performance.

Model Train F1 Test F1
FLAN-T5-large 0.92 0.36
ModernBERT-large 0.89 0.39
Phi-4-mini-instruct 0.97 0.45

Table 7: Strict Macro average F1 scores of different
models on training and test datasets for Track 3

Our best performing model,
Phi-4-mini-instruct, achieved a macro
average F1 score of 0.47 on the test set, securing
the 31st position out of 35 total submissions on
the official leaderboard. The relatively lower
performance across all models suggests that
evaluating the quality of pedagogical guidance is
inherently more challenging than simple mistake
identification, as it requires understanding the
nuanced aspects of effective tutoring strategies and
educational support.

3.4 Track 4 - Actionability

In Track 4, the goal is to develop system to identify
whether the tutor’s response is clear in regards to
what the student should do next, i.e., whether or
not the tutor response was vague, unclear or a con-
versation stopper. Table 8 shows the distribution of
instances across different categories for each tutor
in the training dataset provided.

Tutor Yes No To some extent
GPT4 116 125 9
Gemini 142 52 56
Sonnet 141 74 35
Phi-3 27 215 8
Mistral 168 43 39
Llama318B 106 93 51
Llama31405B 182 40 28
Expert 200 18 32
Novice 3 52 12
Total 1085 673 309

Table 8: Distribution of instances across categories for
each tutor in the dataset in Track 4

We use as an input the sequence of tokens after
the final response from the tutor is appended with
the original conversation. We experimented with
multiple transformer based encoder and decoder
models in this task as well. In all the experiments,
we remove the final un-embedding layer from the
original models and replace it with a classifica-
tion head producing three dimensional logits corre-
sponding to the three available classes in this task.
Among the encoder models we have experimented
with FLAN-T5 (Chung et al., 2022), ModernBert
(Warner et al., 2024) and MathBERT (Peng et al.,
2021) and among the LLMs we tried Llama 3.2
(Grattafiori et al., 2024), Phi-4 (Abdin et al., 2024b)
and Qwen-2.5 (Qwen et al., 2025).

We fine-tune all the models for 15–20 epochs,
using an initial learning rate in the range of 5e-5 to
1e-4, with an exponential learning rate scheduler
(gamma set to 0.9). We use a batch size between 8
and 12, gradient accumulation steps of 2, and mini-
mize the categorical cross-entropy loss. In Table 9,
we report the Strict macro average F1 scores of var-
ious models. Note that the reported training set F1
scores correspond to the epoch with the highest test
set F1 score. In the held-out test set, our submis-
sion based on Phi-4-mini-instruct scored an F1
score of 0.69 securing us the 4-th place among 29
submissions in the official leaderboard.
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Model Train F1 Test F1
FLAN-T5-base 0.76 0.59
MathBERT 0.98 0.58
ModernBERT-large 1.0 0.67
Llama-3.2-3B 0.97 0.61
Llama-3-8B 0.74 0.55
Phi-4-mini-instruct 1.0 0.71
Qwen2.5-7B-Instruct 1.0 0.65

Table 9: Strict macro average F1 scores of different
models on training and test datasets of Track 4

3.5 Track 5 - Tutor Identification

The goal of track 5 was to predict the identity of
the tutor for a given response, from a set of 9 identi-
ties, such as Sonnet, Llama3.1 8B, Llama 3.1 405B,
GPT4 to name a few. We mainly fine-tuned vari-
ous transformer models for this task with a similar
setup to the previous tasks, and have reported our
scores in Table 10. We observed that for many
models the per-class F1 score for Novice, Llama
3.1 405B and 8B was lower than other classes. For
the Novice class, a possible cause could be the lack
of enough Novice examples in the dataset. We
did not investigate the cause for the low perfor-
mance for Llama 3.1 8B and 405B in detail, but
when we looked at the test set confusion matrix for
one of the models, we found that there was signifi-
cance confusion between Llama 3.1 8B and 405B.
It would be interesting to investigate how much of
these similarities are task-specific and how much
are specific to the base model. A recent preprint
(Smith et al., 2025) suggests similar patterns in
cosine similarities between the outputs of various
LLMs. Note that these metrics are reported on our
hold out sets and not the leaderboard test sets. Our
best leaderboard test set performance was 0.82, and
our final leaderboard position was 16th according
to the macro average F1 metric.

4 Conclusion

In this work, we presented our experiments using a
fine-tuning-based approach with several encoder-
based and large language models to evaluate the
pedagogical capabilities of AI tutors. We observed
that different LLMs yield varying performance lev-
els, highlighting model-specific behavior. Some
class labels in the training data had very few ex-
amples, which may have impacted performance.
Future work could explore data augmentation and
sampling techniques to address this imbalance and

Model Train F1 Test F1
FLAN-T5-base 0.76 0.59
ModernBERT-large 0.99 0.84
Phi-4-mini-instruct 1.0 0.78
Llama-3.2-3B 1.0 0.85
Longformer - 0.83*
BigBird Roberta Large - 0.79*
MathBERT - 0.79*

Table 10: Macro average F1 scores of different models
on training and test datasets of Track 5
∗: test set drawn from the same distribution but might
differ from the other models

potentially improve results. It would also be worth-
while to investigate prompt-based classification
methods for evaluating tutor responses in zero-shot
or few-shot settings, and explore the use of the
models reported in this paper as reward models
for post-training or performing test-time scaling
on LLMs for improving their pedagogical skills.
Additionally, future research could examine the po-
tential of using the same set of AI tutors to reflect
on and revise their responses to better align with the
goals of effective and helpful AI tutoring systems.

5 Limitations

Automated scoring metrics for evaluating the ped-
agogy of AI math tutors and AI tutors in general
come with their own limitations. Bias introduced
by the finetuned model and the underlying pre-
trained model can lead certain behaviors to be rein-
forced and certain demographics to be highlighted
over other demographics. Cultural considerations
also play an important part in pedagogy. A lack
of rigorous theoretical guarantees on the mathe-
matical and conceptual accuracy of LLM models
can propagate incorrect concepts among students
and lead to unwanted friction with instructors. Ac-
cessibility of AI tutoring tools could be a barrier
for some students with limited resources and in-
ternet access, given the resource-expensive nature
of LLMs. Moreover, AI tutoring tools typically
require students to access internet on their phone or
computer, enhancing their risk of being exposed to
other websites and social media, causing the risks
to outweigh the benefits.
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