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Abstract

This paper presents our contribution to the BEA
2025 Shared Task on Pedagogical Ability As-
sessment of AI-Powered Tutors. The objective
of this shared task was to assess the quality
of conversational feedback provided by LLM-
based math tutors to students regarding four
facets: whether the tutors 1) identified mistakes,
2) identified the mistake’s location, 3) provided
guidance, and whether they 4) provided action-
able feedback. To leverage information across
all four labels, we approached the problem with
FLAN-T5 models, which we fit for this task
using a multi-step pipeline involving regular
fine-tuning as well as model merging using the
DARE-TIES algorithm. We can demonstrate
that our pipeline is beneficial to overall model
performance compared to regular fine-tuning.
With results on the test set ranging from 52.1 to
68.6 in F1 scores and 62.2% to 87.4% in accu-
racy, our best models placed 11th of 44 teams
in Track 1, 8th of 31 teams in Track 2, 11th
of 35 teams in Track 3, and 9th of 30 teams
in Track 4. Notably, the classifiers’ recall was
relatively poor for underrepresented classes, in-
dicating even greater potential for the employed
methodology.

1 Introduction

Large language models, such as the ones from the
GPT (Radford et al., 2018) or Llama (Grattafiori
et al., 2024) families, have demonstrated remark-
able capabilities in generating a wide range of tex-
tual content. This has resulted in their quick adop-
tion in the educational space, where they are used
for diverse purposes, such as assessing student-
generated content, providing feedback and guid-
ance, or generating exercise questions, among oth-
ers (Wang et al., 2024). They have also been incor-
porated into intelligent tutoring systems, combin-
ing multiple of these features and capabilities into
a single application (Wang et al., 2025). However,
a core problem with these models is that they do

not guarantee accurate, practical, or focused output
(Xu et al., 2025). As generation is handled through
a combination of autoregression and probabilistic
sampling, it cannot be guaranteed that each produc-
tion of a given model is purposeful and correct.

Importantly, this can be a severe problem in edu-
cational settings. In the European Union, the EU
AI Act (European Parliament and Council of the
European Union, 2024) classifies AI-based systems
in an educational context as high risk. What if a
tutor provides a learner with incorrect feedback
because of a chain of unfortunate random sam-
pling during the corresponding generation process?
What if specific prompt characteristics affect out-
put quality systematically, disadvantaging certain
learner groups (Hofmann et al., 2024; Salikutluk
et al., 2024)? What if a given feedback text is not
actionable, and a learner is left with more ques-
tions? One possibility to address a few, albeit not
all, such problems is to deploy models tailored ex-
plicitly for policing the output of a given model.
What is already an established practice with com-
mercial models, where, for example, the generation
of toxic content is policed, also has enormous po-
tential for the educational sector, where policing by
educational criteria is required.

The BEA 2025 Shared Task on the Pedagogical
Ability Assessment of AI-powered Tutors (Kochmar
et al., 2025) explores this idea for a narrow use
case where the output of LLM tutors when assist-
ing students with simple arithmetic problems is
assessed. In particular, the goal is to assess com-
munication records between students attempting
to solve simple math problems and LLMs that as-
sist them as tutors. The communication records
are classified according to whether the LLM tutor
identified student mistakes, recognised the mistake
location, provided guidance, and whether the pro-
vided guidance is actionable. As highlighted by
Holmes et al. (2022), ethical considerations in AI
in education, despite their crucial impact, are of-
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ten not prioritized. The present shared task, there-
fore, offers the opportunity to address a subset of
vulnerabilities that could otherwise lead to ethical
breaches.

Our submissions to this shared task are based
on variants of FLAN-T5-xl (Chung et al., 2024)
that underwent multiple steps of task-wise fine-
tuning and model merging via DARE-TIES (Yu
et al., 2024). On the shared task leaderboard, based
on macro F1, our systems rank 11th out of 44 teams
in Track 1, 8th out of 31 teams in Track 2, 11th out
of 35 teams in Track 3, and 9th out of 30 teams in
Track 4.

2 Background

2.1 Pedagogical Ability Assessment and
Pedagogical Alignment of LLMs

Using conversational agents in education is not a
novel idea; it has been explored for several years,
e.g., in the form of tutors or assistants (Wollny
et al., 2021). However, following the release of
ChatGPT in 2022 and the resulting surge in re-
search on conversational large language models,
interest in this topic has increased (e.g., Pal Chowd-
hury et al. 2024). Although large language models
have demonstrated remarkable capabilities and pos-
sess significant potential for educational use cases,
their probabilistic nature also presents challenges
that must be addressed before these models can be
safely deployed in pedagogical contexts. Older con-
versational agents are often based on rules, fuzzy
matching against a search space of expected inputs,
information retrieval, and pre-defined answers and
dialogue scripts (Wollny et al., 2021). This makes
it easy to pedagogically align them since all output
they can generate is pre-defined to a certain degree,
or can, in the case of information retrieval, at least
be curated.

For LLMs, this is not the case. While they can
answer and react more dynamically and are better
suited to providing deeply individualised feedback
since they can deal with unforeseen inputs pos-
ing problems to more traditional chatbot designs,
achieving alignment with pedagogical criteria is
harder for these models. On the one hand, this is
due to the well-known hallucination problem (Xu
et al., 2024). On the other hand, even when a model
does not hallucinate and generates correct output,
this does not necessarily imply that what is gen-
erated follows good pedagogical practice1, since

1https://benchmarks.ai-for-education.org/; ac-

these models were never trained with the same in
mind.

For this reason, there has been increased interest
in studying and improving pedagogical alignment
for large language models (LLMs). Sonkar et al.
(2024) compared supervised fine-tuning (SFT) and
learning from human preference (LHP; Christiano
et al., 2017) as training approaches for achieving
pedagogical alignment for LLMs, with the latter
approach achieving overall better downstream re-
sults. Dai et al. (2023) assessed feedback generated
by ChatGPT using the well-known Hattie frame-
work (Hattie and Timperley, 2007) and concluded
that feedback generated by the model was overall
more detailed compared to a human gold standard
with an overall high agreement in terms of what
exact elements from Hattie’s framework were rep-
resented in the feedback texts. Meyer et al. (2024)
found increased motivation and performance on
a revision task as well as more positive feelings
through LLM-generated feedback compared to no
feedback. Tack et al. (2023) hosted a shared task
that benchmarked the overall ability of LLMs to
act as pedagogically sound tutors when fine-tuned
or prompt-tuned for the same purpose. Maurya
et al. (2025) introduced a framework to rate the
qualities of LLM-based tutors using eight different
dimensions, each rated on a three-level scale. Four
of these dimensions form the basis for the dataset
used in this shared task.

2.2 Model Merging

Model merging refers to a growing set of recently
developed methods that combine multiple fine-
tuned models into a single one, sharing all their
strengths. The core idea behind model merging
lies in what is called task arithmetics (Ilharco et al.,
2023). If we interpret the set of all parameters of a
given LLM as one long vector, we can define such
vectors for both a pre-trained model (θ0) as well as
task-specific fine-tuned versions of the same (θt).
By subtracting the initial vector θ0 from the fine-
tuned vector θt, we gain the so-called task vector
θ′t representing the knowledge a model acquired
during a specific fine-tuning instance t. We can
then create merges by combining the resulting task
vectors in various ways and adding the resulting
vector to the original pre-trained model.

A naive approach to recombining task vectors
is to calculate a weighted mean of them. How-

cessed on 2025-05-21
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ever, this comes with several problems that mainly
stem from the nature of stochastic gradient descent,
which can lead to different fine-tuned models con-
verging to distinct local minima in the parameter
space. While two datasets a given model might
be fine-tuned with might be highly related, im-
plying that the respective fine-tuned models will
have learned similar underlying functions by hav-
ing adjusted the weights of a given model similarly,
it is by no means specific that these learned rep-
resentations will be localized in the identical or
corresponding parameters (e.g., polysemanticity).
Colloquially speaking, two different fine-tuning in-
stances might store different knowledge in the same
parameters, resulting in parameter interference and
decreased downstream performance.

For this reason, algorithms such as TIES (Ya-
dav et al., 2023) and DARE-TIES (Yu et al., 2024),
which improves on the previous, have been devel-
oped. While TIES aims at fitting a transformation
matrix that acts as a translation layer between two
different fine-tuning instances and strives to iden-
tify correspondences between the internal represen-
tations of both task vectors, DARE-TIES combines
this with directional averaging and heavy pruning
of the individual task vectors to minimize interfer-
ence during merging. The method can be denoted
in the following way, with t being a given task from
the set of all tasks used for a particular merge T :

θtDARE = DARE(θt, θ0), for t ∈ T (1)

θM = θ0 + λ
T∑

t

TIES(θtDARE, θ0) (2)

For the exact implementation of DARE and TIES,
see Yu et al. (2024) respectively Yadav et al. (2023).

3 Method

3.1 Dataset

The dataset used in the BEA 2025 shared task con-
tains conversation histories between an LLM, func-
tioning as a tutor, and a corresponding human stu-
dent. Each conversation history involves a simple
math problem and reflects a corresponding con-
versation between a student and an LLM. While
the training set includes 300 such conversation his-
tories, the test set contains 191. For each con-
versation, there are up to seven different final re-
sponses that were each generated by a different
model, such as GPT-4 or Mistral (Jiang et al., 2023)

in response to the provided history. Moreover, hu-
man responses from both expert and novice tutors
are provided for each conversation. For each of
the responses, four of the overall eight dimensions
from the framework introduced by Maurya et al.
(2025) are annotated using a three-level scale (no,
to some extent, yes). The dimensions are:

• Mistake Identification: Is the LLM able to
identify the learner mistake in its response?

• Mistake location: Is the location of a given
mistake provided in a response?

• Providing guidance: Does the model pro-
vide appropriate guidance on how to solve the
mistake?

• Actionability: Is what the model answers ac-
tionable?

Each of the four dimensions corresponds to an in-
dividual evaluation track of the shared task. Due to
time constraints and its conceptually distinct goal,
we disregarded the fifth track that was concerned
with identifying the generating LLM.

3.2 System Development

Our system uses FLAN-T5 (Chung et al., 2024)
models to model classification as a sequence-to-
sequence task, where the model is trained to gen-
erate an output sequence containing the correct
label for a given input, which includes the full con-
versation context, including all utterances of both
student and tutor in a given conversation. Con-
cretely, a model receives the following input for
a given datapoint x and assessment dimension d
(mistake location, mistake identification, ...), with
hx denoting the provided conversation history and
rx the provided tutor response:

I(x, d) = d : history : hx response : rx (3)

We did not make any structural modifications to
the models themselves and used the standard im-
plementations provided by the Huggingface Trans-
formers framework (Wolf et al., 2020). The proce-
dure we used to fit these models, however, distin-
guishes this work from other use cases of FLAN-T5
for classification.

It involves three steps, as depicted in Figure 1.
In a first step, the given FLAN-T5 models were fine-
tuned for three epochs, one model for each of the
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FLAN-T5-L/XL

M. Identification

M. Location

Prov. Guidance

Actionability

Merged Model

M. Identification

M. Location

Prov. Guidance

Actionability

1. Fine-tune base model
on one task at a time

3. Fine-tune merged model
on one task at a time

2. Merge resulting
models via DARE-TIES

Figure 1: This figure depicts the overall training process we used during both our pre-experiments as well as for
the final submission. First, FLAN-T5 models are fine-tuned for three epochs for one dimension at a time. The
resulting models are then merged using DARE-TIES. Lastly, the merged model serves as the basis for another round
of task-specific fine-tuning, yielding the four final models.

four assessment dimensions, resulting in four indi-
vidual models for mistake identification, mistake
location, provision of guidance, and actionability.
Fine-tuning was conducted using Adagrad as op-
timiser, a learning rate of 3e-4, and a batch size
of 4. These four models were then merged using
the DARE-TIES (Yu et al., 2024) algorithm imple-
mentation provided by Mergekit (Goddard et al.,
2024), with each model being uniformly weighted
(λ = 0.25). The resulting model was then used
as a basis for another round of fine-tuning, where
we fine-tuned the merged model for each task in-
dividually again, resulting in another quartet of
task-specific models.

The rationale behind this approach is the inher-
ent interconnectedness between the four individ-
ual dimensions. We assumed that, for example, a
mistake location can only reasonably be provided
if a mistake is identified. Moreover, appropriate
guidance can also be provided only if a mistake is
identified. Then, only if guidance was provided at
all can this guidance be actionable. Consequently,
we assume that some of the parameters within mod-
els fine-tuned for one of these specific tasks likely
encode information beneficial to the others.

DARE-TIES (Yu et al., 2024) as an algorithm en-
ables us to exploit this property by merging multi-
ple fine-tuned models into a single one that inherits
the capabilities of all the used base models, with
the possibility of even improving performance in
some cases where the individual tasks are comple-
mentary to each other. This is achieved through the
alignment and directional merging of the specific

Variant MI ML PG AC
Pre-merge 89.20 69.95 71.97 81.34
Merged 84.46 77.17 77.42 73.23
Post-merge 88.48 82.15 82.85 88.49

Table 1: Macro F1 scores for the three model stages
in our pre-experiments. MI = Mistake Identification.
ML = Mistake Location. PG = Providing Guidance.
AC = Actionability.

model parameters.
Initially, we had assumed that the model result-

ing from the DARE-TIES merge would already
be slightly stronger for each assessment dimen-
sion than the dimension-specific models. How-
ever, in our pre-experiments, we could not com-
pletely confirm this hypothesis. Using a 5x5 cross-
validation setup with the complete training set, we
fine-tuned and then merged FLAN-T5-base (Chung
et al., 2024) models, with the result that the merged
models showed a weaker performance for mistake
identification and actionability than the dimension-
specific models from which they were created (see
Table 1), with an improved performance for mis-
take location and providing guidance.

For this reason, as a next step, we explored
whether the resulting merged model would at least
function as a reasonable basis for fine-tuning a
next generation of dimension-specific models. As
Table 1 shows, this was indeed the case, and the
resulting dimension-specific models showed an im-
proved performance over the merged variants as
well as the dimension-specific models fine-tuned
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Metric MI ML PG AC
Macro F1 68.58 54.90 52.12 66.71

Rank 11/44 8/31 11/35 9/30
Accuracy 87.40 73.24 66.52 73.24

Rank 5/44 6/31 5/35 4/30

Table 2: Results from the official shared task
leaderboard. Rank indicates the rank our submis-
sions achieved for the specific dimension and metric.
MI = Mistake Identification. ML = Mistake Location.
PG = Providing Guidance. AC = Actionability.

from FLAN-T5-base, except for mistake location.
For this reason, we went with this procedure for
our final submissions.

With the post-merge fine-tuning stage adding an
epoch of training, performance gains may also have
resulted from improved task-specific fitting rather
than the merging process itself. While tentative ex-
periments did not provide evidence for this, we did
not rule this out through a systematic experiment.

4 Shared Task Submission and
Evaluation

Following the intuition behind the scaling law that,
on average, larger models show an improved down-
stream performance compared to smaller mod-
els when trained on the same data (Kaplan et al.,
2020), we replicated our setup with FLAN-T5-xl
(Chung et al., 2024) for the shared task submission.
Again, we first fine-tuned dimension-specific mod-
els for all four dimensions for three epochs each,
then merged them using DARE-TIES (Yu et al.,
2024), and then used the resulting model as a basis
for fine-tuning for another epoch to acquire again
dimension-specific models (as depicted in Figure
1. Since, in our pre-experiments, the post-merge
models for mistake identification were slightly out-
performed by the pre-merge ones, we submitted
results from both for the final task (since up to five
submissions were allowed per dimension). Here,
contrary to our pre-experiments, the post-merged
version came out on top.

In the context of the shared task, the resulting
models could all achieve upper mid-table results,
going by Macro F1. For Mistake Identification, we
placed 11th of 44 teams. For Mistake Location, we
placed 8th of 31 teams. For Providing Guidance,
we placed 11th of 35 teams. For Actionability,
we placed 9th of 30 teams. For Accuracy, which
served as a secondary evaluation metric, our mod-
els were among the best submissions in the shared

task. Here, we placed 5th, 6th, 5th and 4th for the
respective dimensions.

These results suggest that our approach was over-
all highly successful in modelling the different
dimensions, but, in particular, fell short for the
No category, which was comparably underrepre-
sented in the data. We assume that techniques such
as paraphrased oversampling (Patil et al., 2022)
would likely have helped combat that overall be-
haviour, but were not considered by us since we
implemented our solution within one week under
heavy time pressure. Table 2 shows the correspond-
ing results. Overall, the results suggest that our
approach is reasonable and the use of DARE-TIES
merging allowed us to achieve upper mid-table re-
sults, although our placements suggest, that there
are certainly better solutions for the problem than
what we propose in this paper.

5 Conclusion

In this paper, we presented our submission to the
BEA 2025 Shared Task on the Pedagogical Ability
Assessment of AI-powered Tutors. Our submis-
sion combines fine-tuning and DARE-TIES merg-
ing FLAN-T5-xl models. In terms of macro F1,
the primary evaluation metric used for the shared
task, our models could only achieve upper mid
table results, which is likely due to the underrep-
resentation of No and to some extent cases within
the training set. In terms of overall accuracy, our
submissions achieve more competitive results. Our
general results show that combining DARE-TIES
merging with fine-tuning can have beneficial results
on downstream performance.

Limitations

Focus on FLAN-T5: In this paper, we focused
solely on FLAN-T5 models while not considering
other models such as Mistral-7b (Jiang et al., 2023).
The reason behind this was mainly that our contri-
bution was created under heavy time pressure, so
we wanted to focus on making our approach work
for one model family as best as we could, instead
of comparing a larger range of models.

No data augmentation used: Since the pro-
vided dataset is highly imbalanced, with the no and
to some extent cases being underrepresented for all
four dimensions, we assume that data augmenta-
tion could have likely benefited our systems, e.g.,
in the form of techniques such as paraphrased over-
sampling (Patil et al., 2022). However, due to the
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heavy time pressure, we decided against exploring
data augmentation.

No hyperparameter search: We did not con-
duct a hyperparameter search but instead stuck to
the standard training hyperparameters used to pre-
train the FLAN-T5 models, except for the batch
size, which we reduced from the original 64 to 4
due to limited computational resources. Similarly,
it is possible that performance gains in the task-
specific post-merge fine-tuning stem at least partly
from an additional epoch of training.
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