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Abstract

This paper describes our approaches for the
BEA-2025 Shared Task on assessing pedagog-
ical ability and attributing tutor identities in
AI-powered tutoring systems. We explored
three methodological paradigms: in-context
learning (ICL), supervised fine-tuning (SFT),
and reinforcement learning from human feed-
back (RLHF). Results indicate clear method-
ological strengths: SFT is highly effective for
structured classification tasks such as mistake
identification and feedback actionability, while
ICL with advanced prompting excels at open-
ended tasks involving mistake localization and
instructional guidance. Additionally, fine-tuned
models demonstrated strong performance in
identifying tutor authorship. Our findings high-
light the importance of aligning methodolog-
ical strategy and task structure, providing in-
sights toward more effective evaluations of ed-
ucational AI systems.

1 Introduction

The integration of large language models (LLMs)
into educational technologies has revolutionized
the landscape of AI-powered tutoring systems.
These systems exhibit remarkable capabilities in
generating fluent and contextually relevant re-
sponses, offering personalized learning experiences
across various domains, including mathematics ed-
ucation. However, assessing the pedagogical ef-
fectiveness of these AI tutors extends beyond eval-
uating linguistic fluency or factual correctness; it
necessitates a comprehensive analysis of their in-
structional strategies and their ability to engage
students meaningfully.

To tackle the challenge of evaluating instruc-
tional quality, the 20th Workshop on Innovative
Use of NLP for Building Educational Applications

(BEA 2025) introduced a shared task titled Peda-
gogical Ability Assessment of AI-powered Tutors
(Kochmar et al., 2025). This initiative aims to es-
tablish standardized evaluation criteria for system-
atically assessing the pedagogical effectiveness of
AI-assisted educational dialogues. The task pro-
vides a unified evaluation framework encompassing
four key pedagogical dimensions: mistake identifi-
cation, mistake localization, provision of guidance,
and actionability of feedback. In addition to these
core dimensions, the shared task includes a fifth
track, Guess the Tutor Identity, which focuses on
authorship attribution by determining whether a re-
sponse was generated by a specific language model
or a human tutor—thereby shedding light on the
stylistic signatures of different LLMs. An overview
of the task design is illustrated in Figure 1.

In this paper, we present our comprehensive
approach to the BEA-2025 Shared Task, focus-
ing on both pedagogical ability assessment and
tutor identity attribution in AI-powered tutoring
systems. We explore multiple methodological
paradigms, including in-context learning (ICL),
supervised fine-tuning (SFT), and reinforcement
learning (RLHF), and demonstrate their respective
strengths across task tracks. Our empirical results
show that SFT excels in structured classification
tasks, while ICL, supported by advanced prompt-
ing strategies, proves more effective in open-ended
reasoning settings. Furthermore, we validate the
use of fine-tuned LLM classifiers for authorship at-
tribution, achieving competitive performance even
in black-box conditions. Our findings not only
highlight the importance of methodological align-
ment with task structure but also provide practical
insights into building robust evaluation systems for
educational AI.
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Figure 1: Illustration and Description of the Task for Evaluating Pedagogical Ability. The figure presents a sample
math problem given to a student, along with three distinct responses generated by AI tutors. Each response is
assessed across four pedagogical dimensions: Mistake Identification, Mistake Localization, Guidance Provision, and
Actionability. A green check mark (✓) denotes that the behavior is clearly exhibited (Yes), a red cross (✗) indicates
that it is absent (No), and a black dash (–) signifies that the behavior is only partially present or ambiguously
demonstrated (To some extent).

2 Related Works

This section provides a brief overview of the BEA-
2025 Shared Task and reviews two key methodolog-
ical areas: LLM-as-a-Judge techniques for evaluat-
ing pedagogical quality in the first four tracks, and
authorship attribution methods for identifying tutor
sources in the final track.

2.1 Pedagogical Ability Assessment of
AI-powered Tutors

With rapid advancements in artificial intelligence
(AI) and natural language processing (NLP),
AI-powered tutoring systems—especially those
leveraging large language models (LLMs)—have
demonstrated significant potential in educational
contexts, including mathematics instruction. How-
ever, effectively evaluating the instructional quality
of these systems requires more than simply assess-
ing linguistic fluency or factual accuracy. It de-
mands deeper analysis of their pedagogical strate-
gies and the quality of their interactions with stu-
dents.

To address this need, the 20th Workshop on Inno-
vative Use of NLP for Building Educational Appli-
cations (BEA 2025) introduced a shared task titled
“Pedagogical Ability Assessment of AI-powered

Tutors.” This task aims to establish standardized
evaluation criteria that systematically measure in-
structional quality in AI-supported educational dia-
logues.

Specifically, the task focuses on mathematics-
based tutor-student dialogues, with special empha-
sis on capturing student errors and misconceptions
that surface during problem-solving interactions.
Task participants are provided dialogue samples
sourced from the MathDial and Bridge datasets,
which include:

Multi-turn interactions between students and AI-
powered tutoring systems; Student utterances con-
taining errors or expressions of uncertainty; Tutor
responses generated by various AI systems based
on different LLMs, as well as select responses from
human tutors. To facilitate comprehensive and con-
sistent evaluation, the organizers propose a unified
taxonomy based on the pedagogical framework in-
troduced by Maurya et al. (2024), comprising four
core dimensions:

• Mistake identification: Evaluating whether the
AI correctly detects a student’s error.

• Mistake location: Identifying the exact position
of the error within a student’s utterance.
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• Providing guidance: Assessing the AI’s abil-
ity to deliver appropriate hints, explanations, or
guiding questions.

• Actionability: Determining whether the pro-
vided feedback clearly points students toward
actionable next steps.

Beyond the primary subtasks focusing on instruc-
tional quality dimensions, the BEA 2025 shared
task also introduces Track 5: Guess the tutor iden-
tity, designed to explore relationships between the
stylistic characteristics of AI tutors and their under-
lying source models. In this subtask, participants
must identify the specific model or human tutor
behind a tutoring system’s response based solely
on text content.

To support research and system development, the
organizers have released the MRBench V3 dataset1,
consisting of 300 development dialogues and 191
test dialogues, encompassing interactions with both
AI and human tutors. Each dialogue is annotated
according to the four pedagogical dimensions. Par-
ticipants are further encouraged to develop auto-
mated evaluation systems to assess the pedagogical
capabilities of AI-generated tutoring interactions
within this structured evaluation framework.

2.2 LLM-as-a-Judge
With the widespread adoption of large language
models (LLMs) in various natural language pro-
cessing tasks, effectively evaluating the quality of
their generated outputs has become a prominent
research area. Traditional automatic evaluation
metrics such as BLEU (2002) and ROUGE (2004)
exhibit limitations in capturing semantic coherence
and contextual relevance in generated texts. To ad-
dress these issues, recent work has proposed the
"LLM-as-a-Judge" approach, which leverages pow-
erful LLMs as evaluators to assess outputs pro-
duced by other models. This method not only en-
hances automation of the evaluation process but
also demonstrates judgment capabilities compara-
ble to human evaluators across various tasks (Liu
et al., 2023).

From an output perspective, existing LLM-as-
Judge implementations can generally be catego-
rized into three frameworks (Li et al., 2024): (a)
Scoring: The most frequently adopted evaluation
paradigm, in which the LLM assigns numerical

1https://github.com/kaushal0494/
UnifyingAITutorEvaluation/tree/main/BEA_Shared_
Task_2025

scores to candidates, enabling quantitative com-
parisons. (b) Ranking: Particularly useful when
establishing a relative ordering among candidates,
allowing for evaluations that do not rely on explicit
scoring scales. (c) Selection: Effective in decision-
making scenarios, enabling the LLM to directly
choose the most suitable output from a set of pro-
vided candidates.

In terms of construction methodologies, ap-
proaches to building reliable LLM-based judges
primarily belong to two categories:

(a) Prompting Strategies: Properly designed
prompting methods and pipelines further en-
hance judgment accuracy and mitigate eval-
uation bias (Gu et al., 2024). Key prompt-
ing approaches include: Position Swapping:
Systematically changing candidates’ positions
in prompts to reduce position-induced biases.
Inclusion of Rubric and Reference Infor-
mation: Directly offering clear rubrics or ref-
erence materials to guide the LLM’s evalua-
tion criteria. Inter-LLM Cooperation: Imple-
menting collaborative processes (e.g., voting
mechanisms, structured debates) among mul-
tiple LLM-based judges, thereby balancing
individual-model biases. In-Context Demon-
strations: Providing relevant examples within
prompts, a method shown to significantly im-
prove evaluation performance via the model’s
in-context learning capabilities.

(b) Tuning-Based Methods: Supervised Fine-
Tuning (SFT) is the predominant strategy,
where LLMs are explicitly trained to judge
based on collected prompt-response evalua-
tion datasets (Zhu et al., 2023). Through su-
pervised training, models gain the capability to
perform nuanced judgments in specific tasks.

By carefully selecting and combining these tun-
ing methods and prompting strategies, robust and
reliable LLM-based judge systems can be effec-
tively constructed, thereby enabling more accurate
evaluation across diverse and complex NLP tasks.

2.3 Authorship Attribution
Authorship Attribution (AA) aims to identify the
authorship of unknown texts by analyzing linguistic
features. The underlying assumption of AA is that
different authors—including humans and large lan-
guage models (LLMs)—exhibit distinct character-
istics in lexical diversity, syntactic structures, and
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discourse styles. Previous authorship attribution
methods predominantly focused on distinguishing
texts produced by various human authors. However,
with the rise and advancement of large language
models, differentiating between human-generated
and LLM-generated texts, as well as identifying
texts produced by specific LLMs, has increasingly
become a focal area of research.

Current authorship attribution methods can be
categorized as follows:

(a) Style-based methods utilize lexical, syntac-
tic, and structural features to capture the dis-
tinct writing styles of authors. For instance,
Kumarage and Liu (2023) extracted lexical,
syntactic, and structural features from texts to
train classifiers for tracing the origin of gener-
ated texts. Nevertheless, these methods tend to
perform poorly when distinguishing between
closely related LLMs, such as Llama-3-8B
and Llama-3-405B.

(b) Probability-based methods hypothesize that
generated texts have a higher generation prob-
ability when evaluated by their original source
model, and thus rely on differences in proba-
bility distributions calculated by various lan-
guage models for the same text. For example,
POGER (Shi et al., 2024) performs attribution
by repeatedly sampling representative tokens
to estimate generation probabilities. However,
these approaches are highly sensitive to text
length, as shorter texts may yield inaccurate
probability estimates.

(c) Partial rewriting methods involve partially
regenerating segments of a text using can-
didate generation models and evaluating the
source by measuring edit distances between
original and regenerated segments. For exam-
ple, DNA-GPT (Yang et al., 2023) uses the
first half of the target text as a prompt and
compares the regenerated latter half with the
original to assess attribution. Despite their util-
ity, these methods require multiple invocations
of models and significantly depend on prompt
design and generation strategies.

(d) Model fine-tuning methods leverage the se-
mantic feature distributions learned from texts
authored by different sources through fine-
tuning language models. Chen et al. (2023),
for instance, fine-tuned the T5 model to cre-

ate T5-Sentinel, achieving effective attribu-
tion across five models including GPT-3.5 and
LLaMA-7B. Similarly, Fu et al. (2025) pro-
posed the FDLLM method based on LoRA
fine-tuning, which effectively detects and dis-
tinguishes texts generated by various LLMs
in multilingual and cross-domain black-box
scenarios. However, these methods typically
require extensive annotated data for training.

3 Data

The BEA-2025 Shared Task is based upon the Mr-
Bench dataset, which primarily incorporates dia-
logue data from two publicly available mathemati-
cal instructional datasets: MathDial (Macina et al.,
2023) and Bridge (Wang et al., 2023).

MathDial Dataset The MathDial dataset con-
sists of approximately 3,000 one-on-one teacher-
student dialogues focusing on multi-step mathe-
matical reasoning problems. These dialogues were
generated by pairing human teachers with a large
language model (LLM) specifically trained to sim-
ulate common student mathematical errors.

Bridge Dataset The Bridge dataset comprises
700 real-world online tutoring dialogues. These
dialogues highlight the challenges novice teach-
ers encounter in addressing student mathematical
errors. Each dialogue is annotated by expert educa-
tors, explicitly identifying student misconceptions,
correction strategies, and underlying instructional
intents.

From these two datasets, the organizing team
generated seven additional LLM-as-tutor responses
for each dialogue, supplementing the original tutor
responses in Bridge and MathDial. All tutor re-
sponses, including both the original and the newly
generated ones, were systematically annotated ac-
cording to the pedagogical effectiveness taxonomy
proposed by Maurya et al. (2024). A development
set of 300 dialogues and a testing set of 191 dia-
logues were constructed from this expanded and
annotated pool. Additionally, a subset of the data
underwent dual annotation by four independent
annotators, yielding an average Fleiss’ Kappa co-
efficient of 0.65. This indicates substantial inter-
annotator agreement, thereby ensuring the reliabil-
ity and robustness of the labeled data for the shared
task.
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3.1 Data Analysis and Statistics

Due to the limited availability of training data,
we plan to expand the current dataset by anno-
tating portions of the MathDial dataset and the
unused data from the Bridge dataset. First, we an-
alyzed how MRBench was created from the two
aforementioned datasets. Specifically, the Math-
Dial dataset includes fields such as ’question’, ’stu-
dent_incorrect_solution,’ and ’conversation,’ which
can be reorganized into the MRBench format as
illustrated below. The MRBench dataset is con-
structed as a sequential dialogue; the only addi-
tional data processing required is labeling each
utterance with the corresponding speaker identity
(Tutor or Student).

Tutor: Hi, could you please provide a step-
by-step solution for the question below? The
question is: {’question’}
Student: {’student_incorrect_solution’}
Tutor: {’conversation’-Tutor[0]}
Student: {’conversation’-Student[0]}
......

Subsequently, we counted the number of re-
sponses present within each dialogue in the dataset,
as shown in Figure 2.

Figure 2: Distribution of Dialogue Response Counts

Finally, we identified which segments of the orig-
inal datasets have already been utilized. Since di-
alogues from the original MathDial and Bridge
datasets were randomly truncated when composing
the MRBench dataset, we uniformly truncated each
original dialogue to a maximum length of four turns
for consistency and processed them into a standard-
ized format. We then calculated the similarities
between dialogues from MathDial and MRBench
(as well as Bridge and MRBench) based on the
BLEU metric. By identifying the dialogue entries

with the highest BLEU scores, we constructed a
mapping list indicating data usage. Table 1 pro-
vides a summary that quantifies the relationships
and overlaps among these three datasets.

MathDial Bridge Total
Development set 224 76 300

Test set 172 19 191

Table 1: Dialogue Counts in Development and Test Sets

3.2 Data Correction and Processing

In the process of aligning MRBench with the two
original datasets, we observed that a small subset
of corresponding instances exhibited significantly
lower BLEU scores than average. Upon deeper
analysis of these instances, we identified certain
issues within the provided datasets that could po-
tentially affect data preprocessing procedures and
subsequent model performance.

Role Label Mismatches In the MathDial
dataset, we found cases where dialogue responses
were mismatched with their corresponding role la-
bels. For example, in the original data: “... on
dog toys.\n 42.00 \n Tutor: Hi Ayisha can you
talk me through your workings? \n Student: Sure!
First I calculated that three full price toys cost 3 x
12.00 =36.00. Then I calculated that one half price
toy costs 12.00/2 =6.00. Finally, I added the two
amounts together ...” was extracted as: “... on dog
toys.\n 42.00 \n Tutor: I added the two amounts
together ...”.

We believe that this issue was introduced by
a comma-based preprocessing heuristic. Specif-
ically, we infer that the task organizers intended
to exclude student names or other personally iden-
tifiable mentions in tutor responses, motivated by
Haim et al.’s (2024) finding that the mention of per-
sonal names might introduce unwanted bias into
large language models. The heuristic presumably
involved removing the segment from the beginning
of the tutor’s response up to the first comma, pre-
suming that the first comma typically delineates the
student’s name from the main message. However,
if a tutor response lacked commas at expected loca-
tions, this strategy inadvertently caused excessive
removals, leading to instances where portions of
students’ answers mistakenly appeared as part of
the tutor responses. Consequently, this may impact
the model’s understanding of the correct answer
and its evaluation of the tutor response.
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Irrelevant Dialogue Openings Within the
Bridge dataset, we identified certain instances
where initial conversational utterances were un-
related or irrelevant to the core mathematical prob-
lems, such as: "Student: okey \n Tutor: Now we
have the same denominators so we can subtract
the numerators directly.”. This issue was likely
introduced through the data-segmentation strategy
applied to real-world dialogue corpora.

Consecutive Utterances To be consistent with
a large language model’s expected conversational
structure of strictly alternating turns between user
and model responses, we merged consecutive re-
sponses from the same speaker within the datasets.

These procedures were conducted through a
combination of automated filtering and manual ver-
ification, with further details provided in Appendix
A.

4 Methodology

In this section, we present an overview of the
three primary approaches explored in the BEA-
2025 shared task: in-context learning (ICL), super-
vised fine-tuning (SFT), and reinforcement learning
(RL).

4.1 In-Context Learning

In-context learning (ICL) enables large language
models (LLMs) to accomplish specific tasks solely
by leveraging input prompts, without the need for
updating model parameters.

As an initial step, we investigate the performance
of leading proprietary (or large-scale parameter)
large language models on instructional ability eval-
uation tasks. We construct our inputs from histori-
cal dialogue contexts, teacher responses, and cor-
responding evaluation dimensions using the MR-
Bench V3 dataset. Models evaluated include GPT-
4o (Hurst et al., 2024), GPT-o3-mini (OpenAI,
2025), Gemini-2.5-pro (DeepMind, 2025), Grok-
3 (xAI, 2025), Deepseek-R1 (DeepSeek-AI et al.,
2025), and Claude-3.7 (Anthropic, 2025). To effec-
tively elicit optimal model performance, mitigate
potential biases, and enhance the robustness of our
evaluation, we employ several prompt engineering
strategies:

(a) Explicit Scoring Criteria: Clearly-defined
evaluation criteria with three distinct perfor-
mance levels are provided within the prompt
to guide model judgments.

(b) Contextual Demonstrations: Relevant illustra-
tive examples are embedded within prompts to
enhance the models’ comprehension of tasks,
assessment dimensions, and rating standards.

(c) Multiple Sampling: Inspired by the self-
consistency property observed in large lan-
guage models, we sample model outputs mul-
tiple times under the same temperature setting
and utilize majority voting to determine final
results.

Moreover, we experiment with various alterna-
tive prompt formulations under each prompting
strategy to identify the most effective configuration.
Detailed descriptions of our prompt construction
methodology can be found in Appendix B.1.

Additionally, we have assessed the performance
of open-source and smaller-scale models, includ-
ing Llama-3.1-8B, QwQ-32B, and the Qwen2.5
series (Yang et al., 2024), to facilitate subsequent
supervised fine-tuning and reinforcement learning
stages.

4.2 Supervised Fine-tuning
Supervised fine-tuning (SFT) refers to adapting a
pretrained language model to a specific task by
training it on labeled data. This process updates
the model parameters to minimize the discrepancy
between model predictions and ground-truth anno-
tations.

In comparison to in-context learning, supervised
fine-tuning explicitly embeds task definitions and
requirements into the model itself through parame-
ter adjustments. To circumvent performance con-
straints that may arise from overly prescriptive
prompt designs, we have streamlined and adjusted
the instruction templates and expected outputs as
shown in Appendix B.1.

As shown above, the model is no longer required
to generate textual feedback; instead, it directly
outputs the designated classification label. This
modification aims to simplify the construction of
the supervised training dataset and mitigates the
risks of overly rigid or overfitted model responses
typically associated with explicitly requesting tex-
tual elaboration.

Based upon the MRBench V3 dataset, we parti-
tion the data into a training-validation split with ra-
tios of 95% and 5%, respectively. We subsequently
conduct supervised fine-tuning of the Qwen 2.5-
14B model across four distinct evaluation dimen-
sions using LLaMA-Factory (Zheng et al., 2024).
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Fine-tuning enables the model to internalize nu-
anced patterns and task-specific subtleties, thereby
significantly improving its performance on evalua-
tion metrics. To enhance computational efficiency
and guard against overfitting, we explore parameter-
efficient fine-tuning methods such as Low-Rank
Adaptation (LoRA). These methods enable selec-
tive updating of specific parameter subsets, sub-
stantially reducing computational demands while
preserving model performance. Detailed specifica-
tions of the exact hyperparameters adopted through-
out the fine-tuning process are presented in Ap-
pendix B.2.

As for Track-5, the task is to identify the source
of anonymized natural language texts, namely at-
tributing texts to their corresponding "mentor" mod-
els. This track comprises nine distinct classes: an
expert mentor, a junior mentor, as well as seven dif-
ferent large language models (LLMs), formulating
a typical multi-class classification scenario. This
setting is especially challenging due to the short na-
ture of test samples, the inclusion of texts generated
by unseen black-box models, and the sophisticated
need to distinguish closely related models, such
as Llama-3-8B and Llama-3-405B. Thus, the task
imposes high demands on the classifier’s general-
ization capability and its ability to capture subtle
stylistic differences among different models.

Inspired by the approach of FDLLM (Finger-
print Detection for LLMs), we propose employ-
ing a large language model-based authorship attri-
bution classifier. More specifically, we leverage
parameter-efficient supervised fine-tuning meth-
ods based on Low-Rank Adaptation (LoRA) with
the pretrained Qwen 2.5-7B model. Through fine-
tuning, the model learns distinct and subtle stylistic
"fingerprints" inherent in texts produced by differ-
ent language models, enabling effective identifica-
tion of the generating model given an anonymized
text input.Details on data construction and model
fine-tuning processes are provided in Appendix
B.3.

4.3 Reinforcement Learning
Reinforcement Learning (RL) provides a training
framework in which models learn to make sequen-
tial decisions by maximizing cumulative rewards.
Typically, RL is utilized to align model outputs with
human preferences, a process known as Reinforce-
ment Learning from Human Feedback (RLHF).

In the educational assessment evaluation task,
it is natural to consider applying RLHF to align

large language models (LLMs) with the evaluation
ratings annotated by human experts. To this end,
we employ RLHF via veRL (Sheng et al., 2024) to
fine-tune Qwen 2.5-7B outputs based on human-
annotated preferences. Specifically, our approach
mainly involves the following two essential steps:

(a) Reward Function: To encourage detailed
thinking within the model-generated textual
feedback, thereby improving its overall per-
formance, we design a reward function to en-
force appropriate response structure and clas-
sification correctness. Concretely, we assign a
0.1 reward for adhering to the prescribed for-
matting structure ("Feedback: . . . [Classifica-
tion] (A/B/C)") and a 1.0 reward when model
predictions correctly match human-annotated
evaluation ratings.

(b) Policy Optimization: We optimize the LLM’s
output strategy by maximizing the predicted
rewards from the reward function. During
this step, we explore optimization algorithms
such as Proximal Policy Optimization (PPO)
and Generalized Reference Policy Optimiza-
tion (GRPO) to enhance both stability and ef-
ficiency during policy updates.

Through the RLHF process, we initially expect
that the model can be guided to generate responses
that are not only accurate but also closely aligned
with human instructional preferences, ultimately
increasing their practical value and instructional
quality in educational dialogue contexts. However,
we observe limited performance improvements fol-
lowing RLHF training, alongside unexpected gen-
eration issues, such as output consisting of repeated
special tokens produced solely to obtain formatting-
related rewards.

5 Results

In this section, we report the performance of our
proposed methods on both the development and
test sets.

5.1 Performance on the Development Set
In-Context Learning Method

As described in Section 3.1, we evaluated sev-
eral advanced large language models on the teach-
ing ability assessment task using the development
set, with results shown in Figure 3. Among these
models, Gemini 2.5-Pro achieved the best results
across all four evaluated dimensions, substantially
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Figure 3: Performance of Proprietary Large Language Models in Pedagogical Ability Assessment

outperforming the other five models. Thus, we
decided against adopting an ensemble approach,
which would involve combining predictions from
diverse heterogeneous models through voting. In-
stead, we opted to increase robustness by conduct-
ing multiple sampling procedures on the outputs
from the Gemini 2.5-Pro model for our final sub-
mission.

Supervised Model Fine-tuning Method We
separately evaluated several smaller-scale open-
source models, including Llama-3.1-8B, QwQ-
32B, Qwen 2.5-32B, and Qwen 2.5-14B. Al-
though QwQ-32B obtained the highest scores over-
all, it has been observed by Kirk et al. (2023)
that reinforcement learning from human feedback
(RLHF) optimization may result in degradation of
model performance during supervised fine-tuning
(SFT), specifically affecting generalization to out-
of-distribution (OOD) data. Motivated by this con-
sideration, we chose to supervise-fine-tune Qwen
2.5-32B and Qwen 2.5-14B—both demonstrating
strong performance and free of RLHF optimiza-
tions—as our base models for the teaching ability
evaluation task.

5.2 Performance on the Test Set

Table 2 summarizes the highest rankings achieved
by our proposed methods in the evaluation phase,
detailed by each evaluation track: Track 1 (Mistake
Identification): 12th out of 44; Track 2 (Mistake
Location): 1st out of 31; Track 3 (Providing Guid-
ance): 3rd out of 35; Track 4 (Actionability): 8th
out of 29, and Track 5 (Guess the Tutor Identity):
5th out of 20.

Additionally, we observed differential strengths
of the two methodological approaches we adopted:
the in-context learning method performed notably
better in Tracks 2 and 3, while the supervised
fine-tuning method exhibited superior performance
specifically in Tracks 1 and 4. Table 3 reports the
highest observed scores for each of the two method-
ologies on the test set.

6 Discussion

Upon further analysis of track-specific perfor-
mance, we find a clear methodological divide be-
tween the strengths of supervised fine-tuning (SFT)
and in-context learning (ICL). We hypothesize that
these performance differences are rooted in the task
structure and cognitive load required for each eval-
uation dimension:

SFT advantages in Track 1 and Track 4: Both
of these tracks can be framed as relatively discrete
classification tasks. Track 1 requires the model to
detect the existence of a mistake, often a binary
or ternary decision. Track 4, similarly, involves
judging whether the tutor’s response provides ac-
tionable next steps—a decision that can be learned
reliably from labeled data with consistent annota-
tion guidelines. SFT excels in such tasks due to
its ability to internalize structured decision bound-
aries from annotated examples, especially when
paired with simplified input formats and explicit
label mappings. Moreover, SFT benefits from pa-
rameter adaptation, allowing it to specialize in sub-
tle categorical distinctions that prompt-based infer-
ence might overlook.

ICL advantages in Track 2 and Track 3: In
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Track Rank Team Ex. F1 Ex. Acc Len. F1 Len. Acc

Mistake Identification

1 BJTU 0.7181 0.8623 0.8957 0.9457
...

...
...

...
...

...
12 BLCU-ICALL 0.6822 0.8578 0.8909 0.9418

Mistake Location 1 BLCU-ICALL 0.5983 0.7679 0.8386 0.8630

Providing guidance

1 MSA 0.5834 0.6613 0.7798 0.8190
...

...
...

...
...

...
3 BLCU-ICALL 0.5741 0.6716 0.7487 0.8061

Actionability

1 bea-jh 0.7085 0.7298 0.8527 0.8837
...

...
...

...
...

...
8 BLCU-ICALL 0.6735 0.7363 0.8596 0.8856

Guess the tutor identity

1 Phaedru 0.9698 0.9664 / /
...

...
...

...
...

...
5 BLCU-ICALL 0.8930 0.8908 / /

Table 2: Rankings and Results of BLCU-ICALL in 5 tracks

Track-1 Track-2 Track-3 Track-4
ICL 0.6600 0.5983 0.5741 0.5956
SFT 0.6822 0.5582 0.5446 0.6735

Table 3: Comparison of peak performance across tracks
for in-context learning (ICL) and supervised fine-tuning
(SFT) methods on the test set. Due to time constraints
during the test phase, SFT results for Tracks 2 and 3
were not submitted; instead, italicized scores denote
performance on 5% of the development set.

contrast, Track 2 (locating the specific position
of a student’s error) and Track 3 (generating ped-
agogically appropriate guidance) require deeper
interpretive reasoning and open-ended judgment.
These tasks often lack rigid decision templates and
depend heavily on nuanced understanding of con-
versational context, semantics, and pedagogical
intent. Large-scale proprietary models like Gemini-
2.5-Pro, when supported by advanced prompting
(e.g., rubric-injection and contextual demonstra-
tions), are capable of flexible reasoning and gener-
alization—making ICL a better fit. Notably, these
models benefit from large-scale parameter, broader
pretraining and instruction tuning, allowing them to
leverage latent reasoning abilities not easily trans-
ferred through task-specific fine-tuning alone.

In Track 5 (authorship attribution), our use of
fine-tuned Qwen2.5-based classifiers achieved no-
table success, ranking 5th overall. This validates
the feasibility of using stylistic “fingerprints” for
source model identification even under black-box

constraints. Nevertheless, distinguishing between
highly similar models (e.g., LLaMA variants) re-
mains challenging, especially when input samples
are short or lack distinctive syntactic structures.

7 Conclusion

This paper presents our comprehensive approach
to the BEA-2025 Shared Task, focusing on both
pedagogical ability assessment and tutor identity
attribution in AI-powered tutoring systems. We
explore multiple methodological paradigms, in-
cluding in-context learning (ICL), supervised fine-
tuning (SFT), and reinforcement learning (RLHF),
and demonstrate their respective strengths across
task tracks. Our empirical results show that SFT
excels in structured classification tasks, while
ICL, supported by advanced prompting strategies,
proves more effective in open-ended reasoning set-
tings. Furthermore, we validate the use of fine-
tuned LLM classifiers for authorship attribution,
achieving competitive performance even in black-
box conditions. Our findings not only highlight the
importance of methodological alignment with task
structure but also provide practical insights into
building robust evaluation systems for educational
AI.

Limitations

Our work is subject to several limitations. For the
task of Pedagogical Ability Assessment, different
evaluation dimensions are not independent; rather,
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they are closely interrelated. Utilizing potential
synergies among these evaluation dimensions is a
plausible direction that remains largely unexplored
in this study. Additionally, in Track 5, there is one
particularly crucial piece of information that we
failed to fully exploit: the constraint that each tutor
identity label can appear at most once for the same
dialogue.
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A Data Correction and Processing

We addressed three types of issues in the MRBeach
V3 dataset that may negatively impact the effective-
ness of the pedagogical ability assessment model.

Role Label Mismatches
As mentioned previously, we conducted align-

ment between the MRBeach V3 dataset and the
original MathDial dataset by calculating surface-
level similarity using the BLEU score. Subse-
quently, we corrected erroneous labels through
threshold-based automated filtering combined with
manual annotations. Table 4 below shows the fre-
quency of role-label mismatch errors and their cor-
responding indices in the development and test sets.

Irrelevant Dialogue Openings
The segmentation strategy applied to real-world

conversation data occasionally resulted in seman-
tically unrelated dialogues being grouped into the
same segment, consequently introducing irrelevant
information not directly related to the core mathe-
matical problems. To handle this issue, we identi-
fied dialogues in MRBeach V3 where the student’s
utterance is the initial turn, as many of these cases
exemplified irrelevant conversation openings. A
summary of these cases is provided in Table 5 be-
low.

Consecutive Utterances
To better align the dialogues with the stan-

dard conversational format used by large lan-
guage models—alternating question-answer inter-
actions between two speakers—we identified and
merged consecutive utterances belonging to the
same speaker role within MRBeach V3. Detailed
statistics of this merging process are presented in
Table 6 below.

B Methodology Details

Below are detailed descriptions regarding in-
context learning and supervised fine-tuning meth-
ods for Pedagogical Ability Assessment and Tutor
Identification.

B.1 Prompt Construction Methodology
Details

This section provides the prompt templates which
yielded the best performance for in-context learn-
ing and supervised fine-tuning methods.

ICL Prompt Template

# System Prompt:
You are a critic evaluating a tutor’s interaction
with a student, responsible for providing a
clear and objective single evaluation score
based on specific criteria. Each assessment
must accurately reflect the absolute perfor-
mance standards.

# User Prompt:
## Objective: Evaluate the quality of a
teacher’s latest response within the context
of an ongoing conversation with a student.
Your evaluation must be based solely on the
provided information and result in structured
feedback and a grade classification.

## Inputs:
* **Evaluation Indicators:** “{definition}”
* **Grading Criteria:** {rubric}
* **Conversation History:** “{history}”
* **Teacher’s Latest Reply:** “{response}”

## Instructions:
1. **Analyze**: Carefully review the
**Teacher’s Latest Reply** in the context of
the **Conversation History**.
2. **Evaluate**: Assess the **Teacher’s
Latest Reply** strictly against each point
listed in the **Evaluation Indicators**.
3. **Formulate Feedback**: Write a detailed
feedback statement. This statement must
clearly explain *how* the teacher’s reply per-
forms against the **Evaluation Indicators**,
citing specific examples from the reply or
history where applicable. Your reasoning
should be evident *within* this feedback
structure.
4. **Assign Grade**: Based on your evalua-
tion and the provided **Grading Criteria**,
determine the appropriate classification (A, B,
or C).
5. **Format Output:** Present your response
*only* in the following format, without any
additional introductory or concluding remarks:
‘Feedback: (Your detailed feedback statement
based on evaluation indicators) [Classification]
(A, B, or C)‘
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Dataset Frequency Index

Development set 26
18, 36, 56, 79, 100, 116, 122, 155, 168, 174, 177, 182, 183, 188,
195, 201, 205, 225, 252, 262, 264, 271, 277, 282, 290, 295

Test set 16 4, 28, 31, 33, 37, 42, 51, 61, 94, 98, 99, 108, 120, 129, 172, 183

Table 4: Role Label Mismatches

Dataset Frequency Index

Development set 16
3, 15, 23, 40, 42, 44, 65, 163, 175, 202, 221, 227, 248, 254, 257,
293

Test set 1 115

Table 5: Irrelevant Dialogue Openings

SFT/RL Prompt Template

Track 1: Mistake Identification
## System: You are a Senior Teaching
Supervisor.
## Input: Has the tutor explicitly pointed
out that there was a mistake in a student’s
response?
- A: Yes (The tutor’s response recognizes
there is a mistake, or provides some practical
guidance.)
- B: To some extent
- C: No (The tutor’s response believes that the
question had been completely resolved, or no
connection.)

* Conversation History: “{history}”

* Teacher’s Latest Reply: “{tutor_response}”

Track 2: Mistake Location
## System: You are a Senior Teaching
Supervisor.
## Input: Does the tutor’s response accurately
point to a genuine mistake and its location?
- A: Yes (the tutor clearly points to the exact
location of a genuine mistake in the student’s
solution)
- B: To some extent (the response demonstrates
some awareness of the exact mistake, but is
vague, unclear, or easy to misunderstand)
- C: No (the response does not provide any
details related to the mistake)

* Conversation History: “{history}”

* Teacher’s Latest Reply: “{tutor_response}”

Track 3: Providing Guidance
## System: You are a Senior Teaching
Supervisor.
## Input: Does the tutor offer correct and
relevant guidance, such as an explanation,
elaboration, hint, examples, and so on?
- A: Yes (the tutor provides guidance that is
correct and relevant to the student’s mistake)
- B: To some extent (guidance is provided but
it is fully or partially incorrect, incomplete, or
somewhat misleading)
- C: No (the tutor’s response does not include
any guidance, or the guidance provided is
irrelevant to the question or factually incorrect)

* Conversation History: “{history}”

* Teacher’s Latest Reply: “{tutor_response}”

Track 4: Actionability
## System: You are a Senior Teaching
Supervisor.
## Input: Is it clear from the tutor’s latest reply
what the student should do next?
- A: Yes (the response provides clear sugges-
tions on what the student should do next)
- B: To some extent (the response indicates
that something needs to be done, but it is not
clear what exactly that is)
- C: No (the response does not suggest any
action on the part of the student (e.g., it simply
reveals the final answer))

* Conversation History: “{history}”

* Teacher’s Latest Reply: “{tutor_response}”
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Dataset Role Continuous times Frequency Index

Development set Tutor 2 36

4, 12, 16, 19, 24, 37, 41, 42, 43,
45, 57, 66, 73, 80, 101, 107, 117,
136, 156, 160, 164, 169, 176, 178,
202, 203, 228, 249, 253, 255, 263,
265, 278, 283, 291, 294

Development set Tutor 3 38

3, 10, 14, 18, 20, 31, 35, 38, 49,
64, 71, 77, 82, 92, 110, 111, 122,
124, 135, 138, 151, 157, 174, 200,
212, 215, 231, 232, 239, 252, 260,
264, 270, 273, 275, 290, 292, 299

Development set Student 2 5 104, 175, 196, 222, 258

Test set Tutor 2 18
5, 22, 29, 32, 34, 43, 51, 78, 95,
99, 109, 115, 18, 121, 130, 173,
184, 191

Test set Tutor 3 14
38, 39, 40, 46, 62, 82, 92, 98, 111,
113, 131, 166, 176, 188

Table 6: Consecutive Utterances

B.2 Supervised Fine-tuning Details

To perform supervised LoRA fine-tuning of Qwen
2.5-14B, we utilized two L40S servers, each
equipped with eight GPUs throughout our experi-
ments. For implementation, we employed LLaMA-
Factory, and the key configuration parameters are
detailed as follows:

• finetuning_type: lora

• lora_target: all

• template: qwen

• cutoff_len: 2048

• per_device_train_batch_size: 2

• gradient_accumulation_steps: 4

• lora_dropout: 0.1

• learning_rate: 2.0e-4

• num_train_epochs: 30.0

• lr_scheduler_type: cosine

• warmup_ratio: 0.1

B.3 Tutor Identification Details

We fine-tune the Qwen 2.5-7B model to develop a
large language model-based authorship attribution
classifier for identifying the origin of anonymous

texts. The classifier model takes the instructor’s re-
sponse text as input and outputs the corresponding
instructor identity label. In this section, we present
the format of the instruction dataset and the key
hyperparameters used in fine-tuning.

Track 5: Tutor Identification
## Instruction: Determine which model gener-
ated the following text.
## Input: Here is the generated text: {tu-
tor_response}

• finetuning_type: lora

• lora_target: all

• template: qwen

• cutoff_len: 2048

• per_device_train_batch_size: 2

• gradient_accumulation_steps: 4

• lora_dropout: 0.1

• learning_rate: 5.0e-4

• num_train_epochs: 26.0

• lr_scheduler_type: cosine

• warmup_ratio: 0.1
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