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Abstract

Large Language Models (LLMs) offer many
opportunities for scalably improving the teach-
ing and learning process, for example, by simu-
lating students for teacher training or lesson
preparation. However, design requirements
for building high-fidelity LLM-based simula-
tions are poorly understood. This study aims
to address this gap from the perspective of key
stakeholders—teachers who have tutored LLM-
simulated students. We use a mixed-method ap-
proach and conduct semi-structured interviews
with these teachers, grounding our interview de-
sign and analysis in the Community of Inquiry
and Scaffolding frameworks. Our findings in-
dicate several challenges in LLM-simulated
students, including authenticity, high language
complexity, lack of emotions, unnatural atten-
tiveness, and logical inconsistency. We end by
categorizing four types of real-world student
behaviors and provide guidelines for the design
and development of LLM-based student simu-
lations. These include introducing diverse per-
sonalities, modeling knowledge building, and
promoting questions.

1 Introduction

Interactive student simulations provide a valuable
tool for educators and students to prepare for
lessons in a safe environment (Bradley and Kendall,
2014; McGarr, 2021; Chin et al., 2013) but often re-
quire substantial human resources, for example, for
peer role-playing (Wang et al., 2021). Among other
benefits, simulations allow pre-service teachers to
practice guiding and managing students (Markel
et al., 2023; McGarr, 2021), a skill they often feel
unprepared for (Shank, 2023). In addition, in-
service teachers can use simulations to enhance ed-
ucational content and pedagogy (Aguilar and Kang,
2023). At the same time, students can benefit from
learning by teaching a simulated peer (Chin et al.,
2013). However, the need for human resources,
e.g., to role-play students (Wang et al., 2021) or

to set up mixed reality simulations (Aguilar and
Telese, 2020), hinders a large-scale adaptation.

Simulating students using Large Language Mod-
els (LLMs) promises to alleviate this because
LLMs can be accessed at any time and do not re-
quire involving vulnerable groups such as young
learners. This is particularly attractive in educa-
tional settings, since frequent practice and expo-
sure to diverse student behaviors are crucial to
learning to teach effectively (Dagdag and Bandera,
2021; Loewenberg Ball and Forzani, 2009). More-
over, practicing with computer-simulated students
reduces psychological strain from fear of making
mistakes, among others (Chase et al., 2009). Fi-
nally, LLMs can offer personalized experiences by
adapting to individual user needs and educational
contexts (Eapen and Adhithyan, 2023) which has
been shown to positively impact pre-service teacher
training (Arnesen et al., 2019).

Specifically, we focus on the dialogue tutoring
setting (Macina et al., 2023b), in which a human
teacher is helping an LLM-simulated student to
solve a problem. The goal of such a simulation
is for the teacher to experience a realistic tutoring
setting to improve their teaching skills.

To be useful, LLMs need to faithfully repli-
cate real-world student behaviors, but the extent
to which they can do so has not yet been explored
well. In addition to more well-known shortcom-
ings, such as their tendency to generate unnatural
or false responses (Fu et al., 2024b; Tamkin et al.,
2021), LLMs may be inconsistent with personal
values (Kovač et al., 2024) and under-represent
certain demographic groups when simulating per-
sonas (Wang et al., 2024a). Furthermore, a recent
review highlighted that almost half of the studies
that involved simulated learners did not validate
whether their model was realistic enough to repre-
sent real students (Käser and Alexandron, 2024).
This tendency raises questions about the reliability
of these simulations in educational contexts. This
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paper aims to address these concerns by answering
the following research questions:

RQ1. How do LLM-simulated students deviate
from the authentic behaviors of K12 stu-
dents?

RQ2. How can LLM students be improved to bet-
ter represent authentic student behaviors?

To answer these research questions, we con-
ducted semi-structured interviews with 12 teachers
who extensively interacted with LLM-simulated
students during the creation of a dialogue tutor-
ing dataset MathDial (Macina et al., 2023a). We
used an analysis of this dataset to design interview
questions based on two frameworks: the Commu-
nity of Inquiry (CoI) (Garrison, 2016), which de-
scribes learning in online environments, and the
Scaffolding theory (Reiser, 2004), which provides
guidelines for effective teaching. See Fig. 1 for an
overview of our interview design and analysis.

Our results indicate that LLMs can replicate
some of the behaviors of an attentive student but
still lack authenticity and diversity. Participants
noted that the LLM students’ responses were too
technical and complex, lacked emotional expres-
sion, and sometimes were logically inconsistent
or overly involved. We compared these findings
with real-life student behaviors, which we classi-
fied into four categories in terms of scaffolding
support needed as well as cognitive and social pres-
ence. Grounded in the Community of Inquiry and
Scaffolding frameworks, these four categories offer
a framework for designing educational LLM sys-
tems. We use these results to provide guidelines for
developing more realistic LLM student simulations,
including introducing diverse student personalities,
modeling gradual knowledge building, and promot-
ing question-asking.

2 Related Work

2.1 AI-Simulated Students in Tutoring

Simulations of learners have been used for vari-
ous purposes, including teacher preparation, peer
learning, and system evaluation (VanLehn et al.,
1994). For example, (Matsuda et al., 2007) exam-
ined whether a machine learning model can repli-
cate how students learn to solve linear equations.
However, many early simulations required signifi-
cant effort, despite modeling narrow settings (Mat-
suda et al., 2015).

LLMs have made these simulations consider-
ably more accessible. Recent applications include
simulating students to assess the quality of automat-
ically generated questions (Lu and Wang, 2024), or
using LLMs as teachable agents for learning debug-
ging (Ma et al., 2024). However, whether the re-
sulting model is realistic enough to represent a real
student is not fully understood. A survey (Käser
and Alexandron, 2024) found that only 3% of the
studies that simulate learners do a post-factum vali-
dation of their model. Moreover, there is a grow-
ing trend of not validating LLM outputs or relying
on LLMs validating themselves (Shankar et al.,
2024). In contrast, we base our work on first-hand
insights of teachers communicating with LLM stu-
dents, which provides a deeper understanding of
the realism of these models.

Namely, we interviewed teachers who took part
in the collection of an existing open-source dataset
MathDial (Macina et al., 2023a). We chose this
dataset over other educational datasets such as
NCTE (Demszky and Hill, 2023), Bridge (Wang
et al., 2024b), or TalkMoves (Suresh et al., 2022),
because, to the best of our knowledge, it is the
only publicly available dataset of interactions be-
tween real teachers and LLM-simulated students.
Additionally, the MathDial dataset is enriched by
teacher annotations such as realism ratings.

2.2 Believability of LLM Simulations

According to (Park et al., 2023), believable agents
provide an illusion of life and present a facade of
realism in the way they appear to make decisions
and act of their own volition. One common ap-
proach to evaluating believability is to compare
LLM-generated and real-world (Hämäläinen et al.,
2023). In our work, we use a similar approach by
contrasting the experiences of teachers with LLM
simulations and real interactions.

What constitutes a believable simulation is often
dependent on its context; for example, applications
in psychology focus on personal experience (Chen
et al., 2023), while character motivation is impor-
tant in games research (AlJammaz et al., 2024).
In education, the focus is often on cognitive as-
pects, with the social component addressed in a too
broad or unsystematic way (Jin et al., 2024; Jinxin
et al., 2023). In this work, we also account for the
social aspect by using the Community of Inquiry
framework, which we introduce next.
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Aspects of learning

1. Developing Questions

👥 Social

🧠 Cognitive

  Teaching 

Dataset Analysis: 
What is inauthentic?

How do LLM students 
differ from real ones in
👥 Attentiveness
     Emotions 

🧠 Math confusion
     Understanding

  Receiving hints
      Getting feedback 

2. Interviewing Teachers 3. Analyzing Interviews

Thematic Analysis

Guidelines for LLM 
students design

 Diverse personalities

Introduce memory

Encourage questions

John takes three 2-hour naps a week. In 70 
days how many hours of naps does he take?

 How many days in a week Cody?

So how many weeks are 70 days?

🤖

70 days is 10 weeks and 7 days.

Existing Tutoring Dataset

...

There are 7 days in a week.

+

Influence questions

Figure 1: An illustration of our study stages: 1) We analyze an existing teacher-LLM tutoring dataset using the
Community of Inquiry framework and derive interview questions from this analysis. 2) We interview teachers
involved in data collection. 3) We outline guidelines for LLM student design and development.

2.3 Community of Inquiry and Scaffolding

Two important considerations in our study are the
environment in which teachers use simulations and
the form of teaching that is used. For the former,
simulations are usually naturally used in an online
setting, for example, through a web application.
The Community of Inquiry (CoI) is a framework
that is frequently used to understand online con-
versations in the context of education (Garrison,
2016). We adopt this framework to ground our
interviews. CoI is based on three pillars: social
presence, cognitive presence, and teaching pres-
ence. Social presence is defined as the ability of
learners to project themselves socially and emotion-
ally, thereby being perceived as “real people” in
mediated communication (Garrison and Arbaugh,
2007). Cognitive presence is described in Garri-
son et al. (2001) as the extent to which learners
are able to construct and confirm meaning through
sustained reflection and discourse. Teaching pres-
ence is the design, facilitation, and direction of cog-
nitive and social processes to achieve personally
meaningful and educationally worthwhile learning
outcomes (Garrison et al., 1999).

However, since the CoI framework gives limited
attention to the active role of the teacher in guid-
ing learning (Richardson and Lowenthal, 2017),
we enriched the teaching presence with the Scaf-
folding theory (Wood et al., 1976; Quintana et al.,
2004). In the setting of tutoring using scaffolding,
the teacher guides the students and allows them
to cognitively engage with the problem. Teach-
ers usually follow a set of teaching strategies or
moves (VanLehn, 2011; Nye et al., 2014; Hennessy
et al., 2016) such as questioning with various ef-
fectiveness on learning (Michaels et al., 2008; Hen-
nessy et al., 2016). The level of scaffolding needed
depends on the student (Quintana et al., 2004; Van-

Lehn, 2011) and often includes actively engaging
them with the problem, including failure, which is
more productive for learning (Kapur and Bielaczyc,
2012). In our paper, we investigate how the behav-
ior of LLM-simulated students influences teaching
strategies.

3 Methods

To answer RQ1, we focus on the existing open-
source dataset MathDial (Macina et al., 2023a),
in which teachers helped LLM-simulated students
to solve a math problem, as shown in Fig. 1. To
understand teachers’ perceptions of LLM students’
realism, we conducted interviews with participants
of the MathDial study, described in Section 3.1. We
then describe how analyzing the MathDial dataset
provided initial insights into the realism of LLM
student simulations (Section 3.2) and informed the
development of interview questions (Section 3.3).

3.1 Participants
We recruited 12 teachers or tutors of STEM sub-
jects among those who took part in the MathDial
study (Macina et al., 2023a) through Prolific.1 We
pre-screened participants to ensure they taught tech-
nical subjects, aligning with experience in the study.
After signing the consent form, each participant re-
ceived as a reminder three example dialogues that
they personally had in the MathDial study.

10 out of 12 participants teach mathematics,
while the rest focus on natural sciences. The partici-
pants teach children and adolescents, in institutions
ranging from primary schools to universities. 3 par-
ticipants have been teaching for less than 3 years,
while the rest — for more than 11 years. Most
participants (8 out of 12) are UK-based, while the
others work in Canada. 10 participants are female,

1https://www.prolific.com/
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and the rest 2 are male, which is in line with the
80% proportion of female participants in the pre-
ceding study. The participants had an average of
35 dialogues with LLM students in the MathDial,
with a standard deviation of 28. More details on
participants’ data can be found in Appendix A.

3.2 Developing Questions: MathDial Dataset
Analysis

To design interview questions that capture teachers’
perspectives on LLM students and address RQ1,
we first analyzed the existing open-source tutoring
MathDial dataset (Macina et al., 2023a), focusing
on teachers’ assessment of realism. In MathDial,
teachers were asked to chat with a sixth-grade stu-
dent simulated by an LLM and help them solve a
math word problem. The LLM2 was first prompted
to generate an initial incorrect solution and then to
act as a student who believes this solution is correct.
The student persona was based on a name chosen
from a culturally diverse set, a gender, and a spec-
ified type of confusion (see Macina et al. (2023a)
for details). MathDial consists of 2861 dialogues
produced by 90 participants, all of whom work as
teachers. In addition to metadata such as teacher
moves, each conversation is annotated by teachers
with a rating on whether the interaction felt typi-
cal for a sixth-grade student, as well as optional
open-ended “feedback about the conversation”.

Topic Modeling of Teacher Feedback. We first
analyze the open-ended feedback from teachers us-
ing Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) topic modeling to find any concerns they had
about LLM simulations. One of the recurring top-
ics in the LDA analysis was “repetitive”. By man-
ual review, we found that 51 of the 377 feedbacks
provided mentioned the student giving repetitive
answers. Furthermore, 6 of 44 teachers who left
feedback mentioned that it was frustrating for them
when the student was stuck on the same solution.

Statistical Analysis of Teacher-assessed Re-
alism. Here, we show a quantitative analysis of
interaction realism ratings and the corresponding
conversations. We focused on how conversations
that the tutors rated as non-typical (21% of conver-
sations) differed from those rated as typical (79%
of conversations). We have performed statistical
tests to check the independence of features when
comparing typical and non-typical interactions. We

2gpt-3.5-turbo, accessed through the OpenAI GPT-3 API
[gpt-3.5-turbo]; available at: https://platform.openai.
com/docs/models/gpt-3-5-turbo

chose features that are directly related to learning
outcomes (e.g., the correctness of the final answer)
or have the potential to impact student learning
(e.g., emotions (Felten et al., 2006)). We used
the Mann-Whitney U test (McKnight and Najab,
2010) for numerical features and the Chi-squared
independence test (McHugh, 2013) for categori-
cal features. Since we tested3 multiple hypotheses,
we used the Benjamini-Hochberg procedure (Ben-
jamini and Hochberg, 1995) to control for small
p-values that occur by chance.

According to statistical tests, features whose
distribution differed significantly among typical
and non-typical interactions included the correct-
ness of final student answer, conversation length,
count of teacher moves revealing solution, and
sentiment scores of teacher utterances computed
using VADER (Hutto and Gilbert, 2014) (see Ta-
ble 1). Conversations rated by teachers as non-
typical were usually longer, less successful, and the
solution was revealed more often. Sentiment scores
of teacher messages were lower in non-typical inter-
actions, while student sentiment remained similar
for both types of conversations, leaning towards
higher values. The unusual conversations might be
more difficult for teachers as the students struggle
to progress in their solutions. Detailed results of
the statistical analysis can be found in Appendix C.

Comparative Analysis between Educational
Datasets. A comparison between LLM-human di-
alogues and human-human conversational datasets
showed that LLM students tend to be more ac-
tive in conversation compared to real-life students.
That is, we have compared MathDial and datasets
with human-human interactions: 1) with transcripts
from math classes (Suresh et al., 2022; Demszky
and Hill, 2023) and 2) with text-based one-on-one
tutoring dialogues in language learning (Caines
et al., 2022; Stasaski et al., 2020). We computed di-
alogue metrics such as the total word count and the
proportion of words contributed by teachers and
students. The proportion of words in LLM-human
dialogue is heavily skewed towards the LLM stu-
dent, who contributes 68% of the total words. This
contrasts sharply with human-to-human conversa-
tional data, where students typically account for
only 12% to 34% of the word count.

3The analysis was done in Python using SciPy (Virtanen
et al., 2020) and statsmodels (Seabold and Perktold, 2010)
libraries. The significance level was set at 0.05.
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Table 1: Comparison of conversations rated by teachers as typical or not.

Statistic of conversational dynamics Typical interactions Non-typical interactions

Proportion of dialogues 79% 21%
Success rate in resolving confusion 83% 43%
Average dialogue length (in turns) 12± 5.4 16± 6.4
Average frequency of teachers revealing solution 0.14± 0.18 0.22± 0.2
Average sentiment score of teacher messages 0.15± 0.3 0.1± 0.29
Average sentiment score of student messages 0.18± 0.32 0.17± 0.31

3.3 Interview Procedure and Questions

All the interviews were held online and lasted 1
hour. The interviews started with a warm-up task,
in which participants were consecutively shown
two short tutoring dialogues and were asked to dis-
tinguish whether the student responses were written
by a human or an AI. This exercise served as an in-
troduction to the interview topic: comparing inter-
actions with real and simulated students. The main
part of the interview focused on the experiences
participants themselves had when communicating
with LLM students in the MathDial study.

We developed the interview questions from the
Community of Inquiry and Scaffolding frame-
works (Section 2.3) and the MathDial data anal-
ysis (Section 3.2). We iteratively refined the in-
terview questions based on team discussions and
feedback from pilot interviews. We finalized a
set of 9 questions prompting teachers to reflect on
how their real students differ from LLM students.
Questions related to social presence explored the at-
tentiveness of students and their emotions, as LLM
students tend to be repetitive and show higher senti-
ment scores. Questions from the cognitive presence
category were motivated by observed deviations in
LLM students’ learning and focused on students’
confusion, understanding, and solutions complex-
ity. Finally, to address teaching presence, we asked
about teachers’ strategies, especially scaffolding
and giving feedback, as teachers resorted to telling
parts of the solution when the LLM student be-
haved unusually. The full list of interview ques-
tions and the rationale behind them can be found
in Appendix B.

To summarize the discussion of each question,
participants were asked to answer a 5-point Likert
scale question assessing interactions with LLM
students, e.g., realism of their emotions (see Fig. 2).
After the interview, participants were reimbursed
34 USD per hour. The research was approved by

the university Ethics Committee (EK-2024-N-6).
The interview data was analyzed using thematic

analysis (Clarke and Braun, 2021). The initial cod-
ing was done by the main author, independently
checked by two other team members, and itera-
tively refined. Finally, the codes were grouped into
themes such as student emotions, language com-
plexity, responsiveness, and demographics, as well
as teachers’ strategies and challenges.

4 Results

The main finding from the Likert scale survey an-
swers (see Fig. 2) is that the LLM students did
not authentically represent real human emotions.
Apart from that, LLM students generally were able
to simulate the learning process. Namely, aspects
like teaching strategies, students’ reactions to feed-
back, and math confusion were rated as more real-
istic. According to teacher ratings, LLM students
were for the most part fairly attentive. In addition,
the frequency of frustrating interactions and overly
complicated solutions were rated relatively low.

Lack of Emotional Responses from LLM-
simulated Students. 8 out of 12 participants noted
that they did not seem to get particularly emotional
responses from the LLM student. All teachers ex-
cept one speculated that this perceived emotion-
lessness might just be the result of communication
being only text-based and not being able to read
the body language of the student.

To half of the participants, the student messages
felt overall positive, with occasional emotions such
as gratitude or relief. However, when asked about
the common emotions of their real-life students
when confused, all teachers primarily named neg-
ative ones such as frustration, fear, or embarrass-
ment. A couple of participants believe their stu-
dents react with denial, which LLMs did not por-
tray: ’a human student is not going to immediately
abandon a solution they’ve come up with.’ (P11).
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Figure 2: 5-point Likert scale ratings by teachers to questions about interactions with LLM-simulated students.

Eight participants mentioned that some of their
students tend to give up or become quiet when they
don’t know how to solve a problem. LLM students
failed to show this behavior: ’There weren’t any
students that just said, “Forget it. I can’t do it. I
give up.” There was always a reattempt.’ (P02).

High Attentiveness. 10 out of 12 participants
agreed that the LLM students felt rather attentive
in the conversations. With real-life students, teach-
ers see more diverse behaviors, e.g., ’You will
have some children that are incredibly attentive,
whereas, ... there are some children who have
got very little interest in being there.’ (P12). Al-
though LLM students generally resembled engaged
students, P05 highlighted a difference: LLM stu-
dents ’didn’t ask any ... questions to help their
understanding or make links with other things’.

Inconsistent Behavior over Multiple Interac-
tions. Two-thirds of participants pointed out that
sometimes the LLM student felt like they were not
following previous conversation. However, just as
many teachers stressed that they are used to their
students going off tangent, e.g., ’They always con-
tradict themselves, and always say random things.
And so that’s not unusual at all.’ (P01).

Complex and Verbose Language Use by LLM-
simulated Students. One of the frequently men-
tioned properties of LLM students which did not
feel human-like to participants was the high lan-
guage complexity. Also, two teachers noted how
math formulas were extensively used by LLM stu-
dents, which did not feel authentic. One participant
highlighted how this hindered ensuring student un-
derstanding, as in real teaching students don’t rely
on ’mathematical language necessarily, they would
actually talk to you in words.’ (P09).

Adaptation of Teaching Strategies for Interac-
tions with LLM Students. Teachers have to adapt
to the pace of their students; therefore, they pay
high attention to the process of student learning,
and they find several differences between LLM and
actual students.

All participants emphasized the importance of
scaffolding by breaking the problem down into
smaller steps, as well as trying to give hints and not
reveal parts of the solution. However, a quarter of
participants noted that these approaches sometimes
had to be adjusted when talking to LLM students,
namely, teachers had to resort to telling parts of
the solution. Two participants supposed that LLM-
simulated students might have struggled because

’rather than try and take a step at a time, they were
trying to solve everything altogether.’ (P01).

In MathDial, participants also frequently used
approaches such as asking questions, finding other
ways to solve a problem, and repeating. Partici-
pants found it to be ’no different to real life: you
often have to repeat things and, if someone doesn’t
appear to understand how you said something the
first time, you have to rephrase it.’ (P05). For
P11, the experience of communicating with LLM
felt ’analogous to working with humans: if your
instructions are bad, your results are bad. ... as
we ... learn more about how AI works, we are kind
of also learning how humans work.’ (P11).

The Influence of Context on the Perception
of Interactions with LLM-simulated Students.
The participants teach students from different back-
grounds, and some of their opinions on LLM stu-
dents are also influenced by their diverse experi-
ences. For example, P06 described that in some of
the MathDial dialogues, ’That was interpretation
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where the gap was rather than actually a problem
with the math. A common issue, actually, because
a lot of our students ... have dyslexia’. Other teach-
ers also mentioned dyscalculia, being non-verbal
and having other special education needs, or having
English not as their first language.

Differences in perception of interactions with
LLM students could also be caused by the settings
in which the participants teach. For example, P05
primarily works as a tutor and commented about
LLM-simulated students: ’They seem to demon-
strate a good growth mindset. That was probably
quite different with students ... I work with, be-
cause it’s one-to-one tuition and a lot are lacking
that confidence already.’ (P05).

Half of the participants compared students’ be-
havior across different subjects, e.g.: ’I have taught
many subjects, and the only ones that really results
sometimes in sobbing is math. ... Math can really
trigger deep, deep emotions.’ (P11).

5 Discussion

5.1 Guidelines for LLM Students Design:
Four Behavior Types

As our RQ1 aims to assess how believable the
LLM student simulations are, we identify different
groups of student behaviors in real life. Specifi-
cally, we do this based on the CoI framework and
Scaffolding theory. In real-life education, some stu-
dents need more scaffolding support, which means
that the teacher provides step-by-step guidance to
them and needs to engage them more actively in the
process. Other students are more independent and
actively participate in the problem-solving activity.
Within both of these groups, we more specifically
examine the social and cognitive presence of the
students. That is, social presence relates to behav-
iors that help students engage and interact with the
tutor, including demonstrating emotional expres-
siveness. On the other hand, cognitive presence
focuses on how students process information, solve
problems, and build knowledge. Table 2 provides
an overview of behaviors not captured by LLM
students for each category, as well as the impor-
tance participants placed on these issues and our
proposed solutions, thereby addressing RQ2.

High Scaffolding Needs and Social Pres-
ence. Most of the interviewees agreed that LLM-
simulated students were too engaged in conversa-
tions. We suggest that such simulations should
have varying customizable levels of engagement,

much as real students would. Sometimes, the simu-
lated student might even stay silent or lose interest
and attention, which could also give a valuable
reason for teachers to self-reflect on the quality of
teaching (Markel et al., 2023).

Participants often found the language used by
LLM students to be too complex, lengthy, and tech-
nical, especially for children. Therefore, we pro-
pose having more variations in language complex-
ity, intentionally regulating the length and formality
of responses. Other suggestions include introduc-
ing grammar, spelling, or punctuation mistakes and,
in the case of mathematics, limiting notations and
the rigor of equations.

In addition to these behavioral tendencies, LLM
students lacked emotional responses, especially the
more negative ones: frustration, fear, or embar-
rassment. We propose to model a diverse range
of student personalities, which in turn would lead
to a diverse representation of emotions (Rusting
and Larsen, 1997; Santos, 2016). A popular ap-
proach to portraying personalities is the Big Five
theory (Costa and McCrae, 1999) which is also
widely used in the development of LLMs (Jiang
et al., 2024; Liu et al., 2024). This method of
modeling diverse personalities might also broader
represent previously mentioned engagement lev-
els (Donovan et al., 2020; Zhang et al., 2020).

High Scaffolding Needs and Cognitive Pres-
ence. The way in which some LLM students’ cog-
nitive processes worked seemed unrealistic to our
participants: their knowledge sometimes did not
build gradually but made huge jumps. This is not
only unrealistic, but it deprives teachers of prac-
ticing a recognized approach to teaching: leverag-
ing the zone of proximal development (Vygotsky,
1978). The study (Jin et al., 2024) also focused on
this limitation of LLMs and modulated the knowl-
edge state as the conversation progressed, which
could also be used in the setting of our research.
One improvement we suggest future works to inte-
grate is knowledge tracing (Scarlatos et al., 2025;
Fu et al., 2024a) which is commonly used to esti-
mate student knowledge and predict their responses.
Another aspect that could be modeled to resem-
ble human learning is forgetting information over
time (Zhong et al., 2024).

Low Scaffolding Needs and Social Presence.
Another behavior that LLM students failed to repre-
sent was asking questions. This meant that teachers
had more control over the discussion flow, which is
not always the case in real life. Jin et al. (2024) pro-
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Table 2: Real-life student behavior LLMs failed to show and suggested solutions.

High scaffolding needs Low scaffolding needs
Social
presence

Writing simple and short
Having negative emotions, being disengaged
Introducing diverse personalities

Asking questions
Promoting question-asking

Cognitive
presence

Gradual knowledge-building
Introducing memory

Disagreeing with teacher
Changing tactic based on feedback
No interventions needed

Human-simulation gap Realistic behavior

poses a way to address this in the case of using sim-
ulated LLM students in the learning-by-teaching
scenario. That is, their solution was to switch to
the mode of asking questions with a period of three
messages. We propose to use a similar technique
that is more context-aware.

Low Scaffolding Needs and Cognitive Pres-
ence. Some students of our participants react with
denial when told that their solution is wrong. In
contrast, LLM students sometimes agree too read-
ily with the teacher, completely changing their ap-
proach. This tendency of LLMs is called syco-
phancy bias (Perez et al., 2023) and originates from
LLMs designed to follow instructions. Although
this is useful in many contexts, when practicing
interactions with a student, it is beneficial to put
the effort into finding the correct method together.

Our participants sometimes observed that the
LLM student was stuck on the same math problem
solution, which was mostly recognized as com-
mon student behavior. This is in line with previous
research, as LLMs are prone to being more stub-
born when discussing mathematics than subjective
topics (Ranaldi and Pucci, 2023). Dealing with
students who struggle to progress is important for
teachers; therefore, we do not recommend elimi-
nating such types of interactions.

Practical Application Example. We propose
that designers of LLM student simulations adopt a
profile-oriented design approach (Jin et al., 2025;
Wolff and Seffah, 2011), which involves incorporat-
ing diverse student personality traits and learning
behaviors described in Table 2. Teachers could first
pick a specific profile type of a simulated student,
as well as their learning pace and knowledge level
of a given topic. Using a base-prompt, a specific
chatbot could be created for the teachers to interact
with. A post-generation prompt could be used to
make the final utterance shorter and simpler. This
approach could increase the diversity of simulated

student behaviors while ensuring consistency and
realism, thereby making the simulations more in-
clusive and valuable for teacher practice.

5.2 Teacher Perceived Limitations of LLM
Students

An overall trend we observed during the analysis
was that LLMs mainly represented only certain stu-
dent types and behaviors, depriving participants of
richer teaching experiences. LLMs indeed have a
tendency to portray an averaged representation of
the data they were trained on. Our suggestion is to
rather evaluate models by simulating the spectrum
of student personas to allow for a more comprehen-
sive teaching experience.

While LLMs often portrayed attentive students,
some participants felt they resembled students with
more surprising traits such as having learning chal-
lenges like dyslexia. We propose that LLM sim-
ulations should have the option to configure the
simulated context, allowing teachers to get more
valuable experience.

6 Conclusion

In this paper, we investigate the effectiveness of
LLMs in simulating real K12 student behaviors by
gathering insights from teachers who have tutored
LLM-simulated students. Our findings reveal that
LLMs fall short in replicating properties inherent
in real-life students: emotions, especially nega-
tive, rather simple language, and the steady pace of
learning. We address this issue by proposing a cat-
egorization of real-life student behaviors based on
the level of needed scaffolding and relation to cog-
nitive or social presence, and assess the LLM per-
formance in representing each category. This cate-
gorization could serve as a guideline for evaluating
novel LLM models for student simulations, for ex-
ample by including more diverse student behavior
types. Addressing these issues could enhance the
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effectiveness and realism of future LLM student
simulations in education, ultimately making educa-
tional resources more accessible, affordable, and
personalized for a broader population.

Limitations

Our study has several limitations that future work
could address. First, the dataset we analyzed gen-
erated the student simulations with an older GPT-
3.5-turbo model. Future work could explore the
differences in how other LLMs simulate students.
Interestingly, for some tasks, more advanced mod-
els might perform worse: e.g., in Milička et al.
(2024) GPT-4 (OpenAI, 2023), when prompted to
simulate a one-year-old, gave more correct answers
to logical questions than GPT-3.5-turbo. Moreover,
studies comparing different LLMs find that some
are more sensitive to the phrasing of math prob-
lems (Opedal et al., 2024) or less capable of re-
flecting emotional states (Ishikawa and Yoshino,
2025).

Secondly, the demographics of the study partici-
pants were limited: most of the participants were
from the UK and the majority were female. While
the high proportion of female teachers in our study
reflects trends in the teaching profession (Govern-
ment data about the UK’s different ethnic groups,
2024), we acknowledge the potential impact of
gender on the study results. For example, Sun
et al. (2024) has shown that gender could influence
the perceived anthropomorphism of a simulated
persona. Further work could conduct larger-scale
studies with more diverse demographics to analyze
these dynamics further.

Finally, we limited the study scope to mathemat-
ics. However, as our participants also highlighted,
real-life students’ behavior differs depending on the
subject. Similarly, LLMs might have varying atti-
tudes towards different subjects, e.g., GPT models
exhibit more anxiety when talking about mathe-
matics (Abramski et al., 2023). Exploring other
subjects and educational contexts could provide a
more comprehensive understanding of the use of
LLMs in student simulation.
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A Participant Information

Table 3: Participant demographics, teaching experience, and the number of dialogues with LLM students in
MathDial (Macina et al., 2023a).

ID Age Gender Country Student
Ages

Subjects Teaching
Experience

#Dialogues

P01 40–49 Female UK 5–9
Primary school subjects,
including mathematics

15+ years 50

P02 40–49 Female Canada 10–14 Mathematics 11–15 years 40

P03 30–39 Female UK 0–9
Primary school subjects,
including mathematics

1–3 years 100

P04 40–49 Female UK 5–9
Primary school subjects,
including mathematics

15+ years 70

P05 30–39 Female UK 5–17
Mathematics, computer
science, literature

11–15 years 19

P06 40–49 Female UK 18+ Environmental science 15+ years 35

P07 20–29 Female Canada 5–14, 18+ Mathematics, chemistry 1–3 years 30

P08 40–49 Male UK 18+ Applied statistics 15+ years 20

P09 50–59 Female UK 10–17
Mathematics, English as a
foreign language, literature

15+ years 25

P10 20–29 Female Canada 5–17
Biochemistry, English as a
foreign language

1–3 years 10

P11 50–59 Female Canada 5–17
Mathematics, computer
science

15+ years 10

P12 40–49 Male UK 5–14
Primary school subjects,
including mathematics

11–15 years 5
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B Interview Questions

Table 4: Interview questions and their connection to preceding MathDial analysis and theoretical frameworks:
Community of Inquiry (CoI) (Garrison, 2016) and Scaffolding (Reiser, 2004)

Qualitative and Quantitative Questions Rationale

1

Question: In MathDial, how attentive were the students?
Probes: Did it seem like the student was following what you were
saying? If not, what were the examples when the student seemed
like they didn’t follow you? Were there cases when the student
contradicted themselves? How do these cases compare to your
real life experience?
Evaluation: How attentive the MathDial students felt like?
1 (Not at all) - 5 (Extremely)

MathDial analysis: Some par-
ticipants mentioned in the feed-
back field that the student’s mes-
sages were repetitive
CoI framework: Social pres-
ence

2

Question: How engaged are your students in math problem dis-
cussions?
Probes: How much do they participate in conversation? How
does it compare with the dialogues you had in the study?
Evaluation: How engaged were the MathDial students?
1 (Much less than your students) - 5 (Much more than your stu-
dents)

MathDial analysis: Compared
to human-human educational
datasets, the student in MathDial
talks much more
CoI framework: Social pres-
ence

3

Question: Which interactions with MathDial students were frus-
trating for you?
Probes: How similar were they to the real life teaching? How do
you deal with these?
Evaluation: How often were MathDial interactions frustrating?
1 (Never) - 5 (Almost always)

MathDial analysis: The par-
ticipants answers tend to have
lower sentiment scores in con-
versations where the student in-
teractions are perceived as non-
typical
CoI framework: Social pres-
ence

4

Question: Did you adjust your teaching strategies in MathDial?
Probes: For example, how did you balance giving hints and
giving parts of the solution? How do you do it in your real life
teaching?
Evaluation: How similar to real life were your teaching strategies
in MathDial?
1 (Not at all) - 5 (Extremely)

MathDial analysis: The teach-
ers tended to more often reveal
part of the solution in conver-
sations with non-typical interac-
tions
Theoretical framework: Scaf-
folding theory and Teaching pres-
ence from CoI

5

Question: What feedback do you give your students?
Probes: How do they typically react to it? Were the student’s
reactions to feedback in MathDial similar to the typical reaction
of your students?
Evaluation: How realistic were students’ reactions to feedback
in MathDial?
1 (Not at all) - 5 (Extremely)

MathDial analysis: There was
a cap on the number of messages
teachers could send, so the feed-
back might have been rather lim-
ited
CoI framework: Teaching pres-
ence

114



Table 4: Interview questions and their connection to preceding MathDial analysis and theoretical frameworks:
Community of Inquiry (CoI) (Garrison, 2016) and Scaffolding (Reiser, 2004)

Qualitative and Quantitative Questions Rationale

6

Question: What emotions are common to your students due to
math confusion?
Probes: How closely was it represented in the MathDial study?
How do you behave when the students convey emotions you
listed?
Evaluation: How realistic were students’ emotions in MathDial?
1 (Not at all) - 5 (Extremely)

MathDial analysis: Sentiment
score of student utterances is dis-
tributed independently of how
typical the student interactions
were
CoI framework: Social pres-
ence

7

Question: What was the common reason of confusion in Math-
Dial?
Probes: How does it align with most common issues your stu-
dents have?
Evaluation: How realistic was students’ confusion in MathDial?
1 (Not at all) - 5 (Extremely)

MathDial analysis: Some teach-
ers assessed student’s confusion
as non-typical
CoI framework: Cognitive pres-
ence

8

Question: In real life teaching, how do you ensure the concept
understanding?
Probes: What do you usually do after the correct solution was
found? Do you continue the problem discussion? If yes, how?
Evaluation: It was easy to ensure understanding of students in
MathDial
1 (Strongly disagree) - 5 (Strongly agree)

MathDial analysis: Mainly the
teachers stopped the dialogue af-
ter the student has found the cor-
rect solution
CoI framework: Cognitive pres-
ence

9

Question: In real life teaching, how do you handle overcompli-
cated solutions?
Probes: For example, do you let them explore their solution fur-
ther? Or do you try to guide them to an easier solution?
Evaluation: How often were MathDial solutions overcompli-
cated?
1 (Never) - 5 (Almost always)

MathDial analysis: LLM stu-
dents sometimes used more com-
plex methods (e.g., introduc-
ing variables) when the problem
could be solved without them
CoI framework: Cognitive pres-
ence
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C Statistical Tests on MathDial

Table 5: Results of statistical tests comparing distribution of numerical features in typical and non-typical inter-
actions in MathDial. U-statistic (McKnight and Najab, 2010) and p-value adjusted using Benjamini-Hochberg
procedure (Benjamini and Hochberg, 1995) are provided, with significant results (adjusted p-value < 0.05) marked
with an asterisk (∗).

(a) Teacher-annotated and sentiment features

Feature U-statistic
Adjusted
p-value

Teacher-assessed cognition of LLM student
Confusion authenticity 220357 7.47e-145∗

Step of first error in solution 74669 7.02e-01

Counts of teacher-annotated teacher moves
Revealing parts of solution 876991 6.93e-36∗

Constraining to make
progress

790520 3.75e-12∗

Talking casually 600816 7.49e-04∗

Generalizing aspects of
problem

721417 3.52e-03∗

Teacher sentiment scores
Mean 605884 3.52e-03∗

Median 605894 3.52e-03∗

Minimum 606569 3.52e-03∗

Standard deviation 620603 3.62e-02∗

Maximum 631284 1.46e-01

LLM student sentiment scores
Minimum 615997 1.77e-02∗

Maximum 690558 2.97e-01
Mean 653972 7.41e-01
Median 655628 7.98e-01
Standard deviation 661922 8.96e-01

(b) Interaction and problem-related metrics

Feature U-statistic
Adjusted
p-value

Conversation characteristics
Number of turns 920056 5.24e-46∗

Conversation index 685230 4.61e-01

Ground-truth solution characteristics
Number of words 638996 3.04e-01
Number of steps 650522 6.35e-01

Math problem characteristics
Order of the prob-
lem in session

648169 6.81e-01

Identifier 652030 7.02e-01
Sentiment score 660511 8.98e-01
Number of words 669497 8.98e-01

Arithmetic operation percentages in solution
Addition 701925 7.25e-02
Subtraction 676748 6.73e-01
Multiplication 652588 6.73e-01
Division 663954 9.77e-01
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Table 6: Results of statistical tests comparing distribution of categorical features in typical and non-typical
interactions in MathDial. χ2 statistic (McHugh, 2013) and p-value adjusted using Benjamini-Hochberg proce-
dure (Benjamini and Hochberg, 1995) are provided, with significant results (adjusted p-value < 0.05) marked with
an asterisk (∗).

Feature χ2 statistic Adjusted p-value

Teacher-assessed cognition of LLM student
Correctness of final answer 479.83 1.28e-103∗

Error category (calculation or conceptual) 6.38 6.35e-01

Teacher and LLM student data
Teacher identifier 358.66 3.74e-33∗

Student’s name (from prompt) 40.82 3.55e-02∗

Student’s math struggle type (from prompt) 9.56 1.97e-01
Student’s gender (from prompt) 0.81 6.35e-01

Topics mentioned in math problem
Time 0.15 8.68e-01
Percent 0.09 8.96e-01
Money 0.07 8.96e-01
Age 0.03 8.96e-01
Fractions 0.04 8.96e-01
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