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Abstract

Communicative practice is critical for second
language development, yet learners often lack
targeted, engaging opportunities to use new
grammar structures. While large language
models (LLMs) can offer coherent interactions,
they are not inherently aligned with pedagog-
ical goals or proficiency levels. In this pa-
per, we explore how LLMs can be integrated
into a structured framework for enabling goal-
oriented, grammar-focused interaction, build-
ing on an existing dialogue system. Through
controlled simulations, we evaluate five LLMs
across 75 A2-level tasks under two conditions:
(i) grammar-targeted, task-anchored prompt-
ing and (ii) the addition of a lightweight post-
generation validation pipeline using a grammar
annotator. Our findings show that template-
based prompting alone substantially increases
target-form coverage up to 91.4% for LLaMA
3.1-70B-Instruct, while reducing overly ad-
vanced grammar usage. The validation pipeline
provides an additional boost in form-focused
tasks, raising coverage to 96.3% without signif-
icantly degrading appropriateness.

1 Introduction

Second language acquisition (SLA) is driven by
frequent and meaningful language use (Behrens,
2009; Ellis, 2002; Canale and Swain, 1980). While
second language (L2) learners develop comprehen-
sion skills through input-rich activities, many strug-
gle to find opportunities outside of the classroom
to meaningfully produce what they’ve learned, es-
pecially in the early stages (Ortega and DeKeyser,
2007). This is particularly true for A2-level learn-
ers, who are using the L2 in social interaction more
consistently, as described by the Common Euro-
pean Framework of Reference Companion Volume
(CEFR; Council of Europe, 2020).

Grammar often represents an obstacle in L2 pro-
duction, with certain forms proving persistently

difficult to master (Ellis, 2017). As a result, learn-
ers tend to avoid challenging forms in spontaneous
communication, where conveying meaning quickly
takes priority (Lyster and Sato, 2013). To mitigate
this issue, research emphasizes the importance of
communicative practice that targets learners’ spe-
cific needs and occurs iteratively, rather than rely-
ing on decontextualized drills. Without such tar-
geted support, many A2 learners tend to plateau,
struggling to transfer classroom grammar knowl-
edge to real-life communication (Richards, 2008;
Mirzaei et al., 2017; Lightbown, 2007).

Conversational agents, or chatbots, have been
proposed as a way to offer students language pro-
duction opportunities (Sydorenko et al., 2018).
Early rule-based systems enabled predictable, level-
appropriate dialogues, but their design was labor-
intensive and resulted in rigid, limited interac-
tions (Bibauw et al., 2022). More recently, LLMs
have emerged as a promising alternative, as they
are capable of generating coherent and fluent lan-
guage without the need for manual scripting. How-
ever, their stochastic nature often leads to incon-
sistent pedagogical alignment (Zhou et al., 2023;
Benedetto et al., 2025).

While several studies have explored the use
of out-of-the-box LLMs for educational purposes,
such as linguistic feedback, role play, and adaptiv-
ity (Borchers and Shou, 2025; Gervás et al., 2025;
Fincham and Alvarez, 2024), their inherent un-
predictability poses challenges for aligning output
with pedagogical frameworks, adaptive logic, and
real-world scalability. In the absence of a system-
atic mechanism for constraining both communica-
tive context and grammatical targets, learners may
engage in practice that lacks the individualization
and progression necessary for effective develop-
ment (Ruiz et al., 2023).

To bridge this gap, we introduce a paramet-
ric framework for goal-oriented, CEFR-aligned
grammar practice through LLM-mediated dialogue.
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Building on AISLA, a rule-based system developed
for grammar instruction among German seventh-
graders (Chen et al., 2022), this A2-level extension
links each task to the English Grammar Profile
(EGP; O’Keeffe and Mark, 2017). EGP targets
are embedded into dynamically generated prompt
templates that pair specific grammatical forms with
communicative scenarios, enabling repeated prac-
tice of the same structure across varied, context-
rich tasks. This approach aims to maintain peda-
gogical consistency while leveraging the flexibility
and fluency of LLMs.

In this paper, we investigate the effectiveness
of our approach by asking the following research
questions:

1. Can out-of-the-box LLMs generate goal-
oriented dialogues that spontaneously target
specific grammatical structures?

2. How effective is task-supported prompting in
guiding LLMs to produce multi-turn, A2-level
outputs aligned with target grammar?

3. To what extent can LLMs of different
sizes maintain coherence and target specific
grammatical structures in task-supported dia-
logues?

4. Does incorporating a grammar validation com-
ponent improve target structure usage and
CEFR alignment?

2 Goal-oriented Grammar Practice

While theoretical perspectives in SLA vary, many
contemporary approaches increasingly view gram-
mar as a functional and adaptive component of lan-
guage use, rather than a fixed body of rules (Diessel,
2019; Dik, 1981). Larsen-Freeman (2003) advo-
cates for the reframing of grammar as a dynamic
skill encompassing three interrelated dimensions:
(i) form, structural features of language; (ii) mean-
ing, the semantic or propositional content these
forms convey; and (iii) use, the pragmatic and dis-
course functions that guide when and why particu-
lar forms are selected in context.

To support this dynamic view of grammar, in-
structional design should align the learning environ-
ment with real communicative demands. Transfer-
appropriate processing (TAP; Lightbown, 2007) re-
inforces this idea, suggesting that learning is most
effective when the cognitive processes involved

during learning mirror those required during re-
trieval and use. Grammar practice then should not
be decontextualized, rather, learners need iterative
opportunities to use target structures in activities
that closely resemble authentic language use.

Furthermore, research shows that specific gram-
mar structures are best acquired through activi-
ties that naturally elicit their use (Loschky and
Bley-Vroman, 1993; Faitaki and Murphy, 2019;
Lyster and Sato, 2013). Frameworks such as Task-
Based Language Teaching (TBLT; Nunan, 2004)
and Task-Supported Language Teaching (TSLT;
Ellis, 2024) operationalize this idea by embed-
ding language practice within communicative tasks.
In TSLT, for example, the syllabus is organized
around specific linguistic units, which are prac-
ticed through meaning-oriented tasks: activities in
which language is used to achieve a non-linguistic
goal, such as comparing options or making plans.
Unlike traditional drills, such tasks promote inter-
action in which the target structure is functionally
relevant. Our system builds on this approach, using
task templates that integrate grammar targets with
communicative goals (Bear et al., 2024).

3 Controlled Text Generation

To integrate a multidimensional view of grammar
into LLM-based applications, developers must find
ways to control the output of these models in or-
der to deliver scaffolded, targeted practice without
sacrificing meaning or use. Although emerging ap-
proaches offer potential solutions, such as prompt-
ing techniques and finetuning techniques, they typ-
ically lack explicit goal orientation and have not
been systematically applied to grammar-focused
learning tasks.

In the context of open-ended dialogue, some
approaches have aimed to implicitly steer LLMs to-
ward producing predetermined grammatical struc-
tures. For instance, Okano et al. (2023) compare
reinforcement learning-based fine-tuning of Di-
aloGPT with few-shot prompting of GPT-3, finding
that both methods can enable grammatical con-
trol, with reinforcement learning achieving greater
precision. Similarly, Glandorf et al. (2025) evalu-
ate prompting, fine-tuning and decoding strategies
for the inclusion of predermined EGP structures
during open-ended chat, showing that grammar-
controlled decoding with LLaMA 3.3 effectively
targets specific forms, albeit with a slight reduction
in response quality. However, both studies focus
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exclusively on the inclusion of target structures in
the next response only, not evaluating model per-
formance across multi-turn interactions.

Engaging LLMs in multi-turn conversations in-
troduces additional challenges, as the model must
track and integrate longer contextual information
to maintain coherence and relevance across turns
(Yi et al., 2024). This challenge becomes more
complex when there is a pedagogical task to ad-
here to and a grammar structure to target. While
some recent work explores different applications
of LLM-mediated language learning (Tyen et al.;
Méndez and Bautista, 2025), no approach, to our
knowledge, has attempted to integrate LLMs within
goal-oriented dialogue systems for systematic, tar-
geted grammar practice.

Our work therefore intends to move to-
wards bridging these divides by integrating a
CEFR-aligned proficiency framework, generating
task-based dialogue data and embedding real-time
grammar scaffolding into an LLM-powered dia-
logue system. In doing so, we aim at combin-
ing the naturalness of large-scale language mod-
els, with the pedagogical basis of goal-oriented,
task-supported instruction.

4 Implementation

4.1 System Description

The AISLA system was built using a Java-based
backend with a PostgreSQL1 database and an
Android-based frontend 2. Its backend follows a
modular, service-oriented design for functionali-
ties such as text-to-speech and automatic speech
recognition. The chatbot functionality is handled
via AWS Lex 3, a slot-filling dialogue management
service, which requires manual dialogue scripting.
Although effective for rule-based interactions, espe-
cially in school contexts, where content control is a
priority (Wilske, 2015), this configuration presents
limitations for the integration of personalized and
adaptive features.

To support the requirements of this research, sev-
eral major architectural changes were introduced.
First, the following changes were made to accom-
modate LLM-based interactions: AWS Lex was
replaced by LLM APIs, and a DialogueManager
class was added to orchestrate prompt chaining and
dialogue state management. Second, the Android

1https://www.postgresql.org/
2https://www.android.com/
3https://aws.amazon.com/lex/

frontend was replaced with an Ionic4 one to ensure
broader accessibility across platforms, thereby in-
creasing inclusivity in participant recruitment and
usage scenarios. Additionally, the EGP was inte-
grated in the grammar task design.

4.2 Task Bank

To support modularity and future scalability, a task
bank was implemented as a database table. Each
entry is linked to a target grammar structure and a
communicative purpose, including fields such as
the EGP structure’s guideword, can-do statement,
the name and format of the task and its instructions.
Task names refer to real-life situations where gram-
mar structures are employed for communicative
purposes, for instance, "Discussing cultural differ-
ences between two countries", "Telling someone
about a historical monument" or "Picking between
two places to go to".

The task design is based on the Grammaring
framework (Larsen-Freeman, 2003), accounting
for the three dimensions of grammar. Accordingly,
three task types were developed:

Q&A (form-focused): These tasks are meant to
provide high-frequency exposure to a target
grammar structure in each of the model’s turns.
It aims to use and elicit the structure in short
question-answer exchanges (e.g. answering
questions about one’s daily routine with fre-
quency adverbs).

Information gap (meaning-focused): These tasks
emphasize the meaningful application of
grammar structures, encouraging learners to
make decisions about where and how to use
the target structure in context, usually leverag-
ing external resources like tables, charts and
images (e.g. reporting on what was said in
an interview with reported speech, explaining
what someone looks like using adjectives).

Role play (use-focused): These tasks situate gram-
mar practice in realistic scenarios (e.g. giv-
ing a friend advice with modal verbs, ask-
ing for directions with prepositions). They
are designed to simulate real-life situations
where the structure must be used appropriately
within a given social or functional context.

4https://ionicframework.com/
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4.3 Dialogue management

When a task is initiated by the student, information
from the task bank is dynamically retrieved from
the database and inserted into a template-based
LLM prompt. An example prompt schema can be
found in Appendix A. Task duration is currently
managed via turn count. This means that each dia-
log task spans a predetermined number of turns by
default, after which the learner is given the option
to either conclude the task or continue practicing.

5 Method

Since the purpose of this study was to evaluate how
well different LLMs perform in task-supported di-
alogues, conducting a user study was considered
premature. Instead, to simulate varied learner inter-
actions, each model was paired with ChatGPT-4o,
using a temperature setting of 0.5 to introduce some
content variability on the student side.

To test the robustness of the model acting as the
tutor, three learner behavior patterns were imple-
mented in every task: (1) in the first run, the model
was instructed to make grammatical mistakes; (2)
in the second run, a hard-coded clarification request
("What does that mean?") was injected; and (3) in
the third run, a misunderstanding was introduced
via the phrase "I don’t know" at the second turn (c.f.
Appendix F for snippets of different runs and task
type). Each task was limited to 10 turns to ensure
comparability across conditions.

We selected 75 tasks targeting 15 grammar super-
categories drawn from the EGP, namely, adjectives,
adverbs, clauses, determiners, future, modality, pas-
sives, past, prepositions, present, pronouns, verbs,
questions, negation, and reported speech. The tasks
were equally divided into Q&A, information gap,
and role play formats. To account for output vari-
ability, each task was run five times, resulting in
375 dialogues, and 1875 messages per model 5.

5.1 Experiment 1

We evaluated five large language models (LLMs)
spanning a wide parameter range: Llama 3.1 8B-
Instruct, Mistral-Small 3.1 24B-Instruct (Mistral
AI, 2024), Llama 3.3 70B-Instruct (Meta, 2024),
DeepSeek-V3 685B (DeepSeek AI, 2024), and
GPT-4o (OpenAI, 2024), whose exact parameter
count is undisclosed. Each model acted as the tu-

5All experiments and data mentioned in this work can
be found in https://github.com/luisards/grammar-practice-
framework

tor in the 75 tasks. The decoding temperature was
fixed at 0.0 for decreased variability.

To isolate the effect of explicit grammatical scaf-
folding (RQ1), we first used task-only prompting,
satisfying the TSLT requirement of a clear non-
linguistic goal. In this setting, the prompt contained
only the task name plus minimal instructions, with
no mention of the target grammar structure (c.f.
Appendix B).

The second part of Experiment 1 introduced our
template-based prompt that embeds the commu-
nicative goal together with A2-level grammar cues.
We ask whether this prompt improves alignment
and whether model size modulates any gain (RQ2-
RQ3).

5.2 Experiment 2
Experiment 2 adds a lightweight control pipeline.
We integrated POLKE (Sagirov and Chen, 2025),
an EGP-based grammar annotator, as a post-
generation validator. For every tutor turn, POLKE
tagged all grammar structures and their CEFR level;
a one-shot rephrase is triggered when (i) any struc-
ture above B1 is present (Appendix C) or (ii) in
Q&A tasks, the required target structure is miss-
ing (c.f. Appendix D). Only one rewrite pass is
allowed to bound latency and prevent loops. The
control loop was applied only to the three best-
performing models from Experiment 1 (Llama 3.3
70B, DeepSeek V3, GPT-4o).

6 Evaluation

We combine two quantitative metrics, obtained via
POLKE annotations, with one qualitative metric
obtained from human ratings.

Target structure presence A binary metric
which measures whether the tutor turn
contains the grammar form specified in the
task (crucial for Q&A).

Proficiency alignment Defined here as the use of
grammar within the target CEFR range. This
metric refers to the proportion of structures
above the B1 ceiling (i.e. B2, C1, C2).

Response quality Appropriateness on a 5-point
scale (factual accuracy + contextual coher-
ence). Fifteen native or near-native English
speakers recruited through Prolific6 rated six
dialogues per model (450 tutor turns). The
rubric and anchors appear in Appendix E.

6https://www.prolific.com
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To probe rubric interpretability, GPT-4o scored
the same 30 dialogues. Its item-level scores corre-
late moderately with the human mean (Spearman
ρ = .49, p < .01) and reproduce the system rank
order (ρ = .67). A separate GPT-4o pass over the
full 75-task set is released for replication in the
shared repository.

7 Results

In this section, we report the results of three exper-
imental conditions: baseline task-only (B), prompt
+ grammar scaffold (P) and prompt + scaffold +
validation (P+V), distributed by metric.

7.1 Dialogue-quality ratings

Table 1 shows the mean human appropriateness
ratings. Larger models outperform smaller ones
across all conditions. Prompting incurs a small
drop for every model (max 0.6 points for Mistral-
Small). Validation restores or slightly improves
quality for the top systems. Inter-rater agreement
was found to be moderate (Krippendorff αordinal =
.42; rises to .45 with GPT-4o added).

Smaller models were excluded on the basis of
a post-hoc, exploratory cutoff: any model whose
mean human appropriateness rating fell below 4.0,
corresponding to the “somewhat appropriate” an-
chor on our 5-point rubric was deemed pedagogi-
cally unviable and therefore did not get included in
experiment 2.

Model B P P+V

Llama 3.1 3.9 3.6 –
Mistral-Small 3.5 3.3 –
Llama 3.3 4.9 4.3 4.7
DeepSeek V3 4.7 4.4 4.4
GPT-4o 4.5 4.5 4.6

Table 1: Mean human appropriateness ratings (1-5).

7.2 Proficiency alignment

Table 2 reports the share of grammar at or below B1.
At baseline, a chi-square test across the five models
is significant (χ2 = 59.4, df = 4, p < 10−11)
but the practical effect is small (Cramér V = .04).
Prompting pushes every model above 98% basic
grammar; validation halves the residual advanced
usage.

7.3 Target-structure coverage (form-practice
tasks)

Prompting boosts target-structure inclusion from
roughly 30% to 70-91% (Table 3). Validation
yields a further 5-11-point gain (96.3 % for Llama
3.3 70B, 95.0% for DeepSeek V3, 91.5% for GPT-
4o). A Pearson chi-square on the Q&A subset con-
firms significant model differences at the prompt
stage (χ2(2, N = 1,875) = 33.1, p < 10−7, V =
.13). After validation the gap narrows but remains
significant (χ2 = 19.5, p < .001, V = .10).

8 Discussion

Our findings reveal that while large language mod-
els (LLMs) are capable of generating fluent, goal-
oriented dialogues, they do not reliably produce the
intended grammatical structures without explicit
guidance. Answering RQ1, at baseline, models
demonstrated stronger appropriateness, with big-
ger models reaching average ratings between 4.5
and 4.8, but the presence of the target grammatical
structure was limited, appearing in only 28-39% of
tutor turns in form-practice tasks.

RQ3 explored how model size influence the abil-
ity to maintain coherence and grammatical focus
in task-supported dialogues. Our findings sug-
gest that model capacity matters. Larger models
(70B-685B) retained higher appropriateness (4.3
- 4.7) and needed fewer rewrites, confirming that
scale confers stronger control. Yet the scaffolded
prompt significantly narrowed the grammar gap,
even though their final appropriateness remained
lower (≈ 3.6 - 3.3). This trade-off invites a cost-
benefit choice: institutions with limited resources
may be able to achieve near-large-model grammar
fidelity at a fraction of the compute cost, accepting
a decrease in perceived dialogue polish.

Concerning RQ4, a post-hoc validation pass
halved the residual advanced grammar usage
(χ2(2) = 35.1, V = .10), confirming its value
as a safety net when level control is non-negotiable.
However, quality gains plateau once a strong
prompt is in place, suggesting diminishing returns
for additional automated checks.

Finally, it is important to acknowledge the fact
that strict structure enforcement must be balanced
against the spontaneity of genuine dialogue: real
learners will redirect, clarify and digress. Design-
ing tasks that preserve communicative authenticity
while guaranteeing exposure to a focal form re-
mains an open challenge, especially at higher or
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Model B P P+V

≤B1 >B1 ≤B1 >B1 ≤B1 >B1

Llama 3.1 92.4 7.6 98.6 1.4 – –
Mistral-Small 93.6 6.4 92.8 7.2 – –
Llama 3.3 93.0 7.0 98.6 1.4 99.4 0.6
DeepSeek V3 91.5 8.5 98.2 1.8 99.1 0.9
GPT-4o 92.4 7.6 98.9 1.1 99.4 0.6

Table 2: Percentage of grammar structures at or below B1 (≤B1 ) and above B1 (>B1 ).

Model B P P+V

Llama 3.1 39.0 78.4 –
Mistral-Small 28.0 69.4 –
Llama 3.3 37.0 91.4 96.3
DeepSeek V3 34.2 87.8 95.0
GPT-4o 35.5 80.5 91.5

Table 3: Tutor turns that contain the requested grammar
structure (25 form-practice tasks).

lower CEFR targets where our A2-centric template
may not directly transfer.

9 Conclusion and Outlook

This paper explores the integration of LLMs into a
goal-oriented dialogue system for A2-level gram-
mar practice. Our results suggest that when di-
alogues are grounded in pedagogically designed
prompts, proficiency alignment converges across
models of different sizes. While these findings are
promising, they remain preliminary and based on
controlled simulation rather than real learner input.

Larger models (e.g., LLaMA 3.3 70B, GPT-4o,
DeepSeek V3) maintained grammatical focus and
dialogue coherence more reliably, particularly un-
der conversational pressure. However, prompting
alone was sufficient to bring smaller models (e.g.,
Mistral-Small) closer to the target structure usage
rates observed in larger systems. This indicates
that instructional framing, not just model capac-
ity, plays a critical role in shaping output toward
pedagogical goals.

We also explored the impact of a lightweight
post-generation validation step using POLKE, an
EGP-based grammar annotator. While this step
did not significantly alter overall CEFR alignment
(which was already high under prompt conditions),
it provided additional gains in target-form inclu-
sion, particularly in Q&A tasks, where an increase

of approximately 10% was observed. These find-
ings highlight validation as a useful safeguard for
scenarios where structure-specific exposure is ped-
agogically important.

Taken together, our findings point toward two
tentative design guidelines for developers of intel-
ligent tutoring systems that incorporate LLMs: (i)
Combining pedagogically-grounded prompts with
CEFR-based post-generation validation may offer
a feasible path toward controllable, targeted gram-
mar practice; (ii) Model scaling should be guided
by observable convergence in dialogue coherence
and target-form density, which, based on our ex-
ploratory experiments, occurred at around 70 bil-
lion parameters.

Furthermore, because our evaluation relies on
open CEFR descriptors and a publicly available
annotator, the method remains applicable as new
models are released. To support continued re-
evaluation, we release all core components of our
setup: the selected task bank, template prompt, and
scoring script.

Beyond targeting grammatical forms, our re-
sults underscore the value of contextual control:
grammar structures should appear not only accu-
rately, but also in varied, goal-relevant settings.
Our template-based prompting framework sets to
achieve this by scaffolding interaction around com-
municative goals, potentially making it easier to
support iterative practice, interest-driven adaptation
and integration of learner modeling.

In future work, we intend to perform user stud-
ies and log learner use of support tools (e.g., on-
demand L1 translation), engagement with differ-
ent contexts and its interactional with learning out-
comes. Finally, over time, interaction data col-
lected from users will allow for the creation of au-
thentic data, enabling LLM fine-tuning grounded
in authentic learner behavior.
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Limitations

While our framework demonstrates the potential
of LLMs for proficiency-aligned grammar prac-
tice, several limitations must be acknowledged.
First, our grammar validation relies on an auto-
matic annotator, the robustness and coverage of
which varies across structures. In experiment 2, the
same annotator was also used for both controlling
and evaluating the output, which could introduce
bias into the results.

In addition, the system currently does not per-
form a formal grammar accuracy check beyond tar-
get form detection, meaning that in case the LLMs
make errors, those may go unnoticed. Similarly,
vocabulary control, although implicitly restricted
through task design, is not externally validated
against level-specific lexicons, which may impact
lexical appropriateness for A2 learners.

Lastly, our evaluation remains system-focused
and has not included learner interaction data. With-
out a user study, we cannot yet assess the pedagog-
ical effectiveness, learner engagement or practical
impact of the system in real-world settings. These
areas will be addressed as the next step in this
project.
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exercise. You are a [system_role]. [sys-
tem_instructions]. Please keep your messages short
and use easy words. Output only your next turn."

B Baseline Condition Prompt

"You are a friendly English tutor. I want to practice
by [task name]. Please use direct, short and simple
sentences and easy words. Output only your next
turn."

C Simplification Rephrase Prompt

"The learning objective is [task name] (e.g., [ex-
amples]). Simplify ONLY the advanced grammar
constructs while carefully preserving the learning
objective in the following text. Advanced grammar
to simplify: [advanced structure] IN [sentence]
Text to rephrase: [advanced response] Please pro-
vide only the rephrased text without explanations."

D Target Structure Inclusion Rephrase
Prompt

"The student is practicing [task name] (e.g., [ex-
amples]) through dialogue. Please rephrase the
following response to contain that grammar struc-
ture while keeping the meaning: [sentence]"

E Response Appropriateness Rubric

1. Completely inappropriate: Off-topic and inco-
herent throughout

2. Mostly inappropriate: Some relevance, but
major issues in logic or coherence

3. Somewhat appropriate: Largely on-topic, but
difficult to follow due to coherence issues

4. Appropriate: On-topic and generally clear,
with minor coherence issues

5. Fully appropriate: Clear, coherent, and consis-
tently on-topic

F Dialogue Snippets

Figure 1: Example output from GPT-4o acting as the tu-
tor under the template-based prompt condition. The
Q&A task shown is "Talking about common habits
in your country." This snippet is from the second run,
which includes an injected clarification request. Blue
bubbles indicate tutor messages.
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Figure 2: Example output from Deepseek-V3 acting as
the tutor, under the template-based prompt condition.
The role-play task shown is "Giving a friend advice
about school". This is a snippet from the first task run,
in which grammar errors are instructed. Blue bubbles
indicate tutor messages.

Figure 3: Example output from LLaMa 3.3-70B-Instruct
acting as the tutor, under the template-based prompt con-
dition. The information-gap task is "Playing a guessing
game about famous scientists". This is a snippet from
the third task run, in which a misunderstanding indica-
tion is injected. Blue bubbles indicate tutor messages.

987


