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Abstract

This study presents a computational analy-
sis to classify actionability in teacher feed-
back. We fine-tuned a RoBERTa model on 662
manually annotated feedback examples from
West African classrooms, achieving strong
classification performance (accuracy = 0.94,
precision = 0.90, recall = 0.96, f1 = 0.93).
This enabled classification of over 12,000 feed-
back instances. A comparison of linguistic fea-
tures indicated that actionable feedback was as-
sociated with lower word count but higher read-
ability, greater lexical diversity, and more mod-
ifier usage. These findings suggest that concise,
accessible language with precise descriptive
terms may be more actionable for teachers. Our
results support focusing on clarity in teacher
observation protocols while demonstrating the
potential of computational approaches in ana-
lyzing educational feedback at scale.

1 Introduction

Classroom observation plays a crucial role in evalu-
ating and enhancing instructional quality (Adelman
and Walker, 1975; Wragg, 2011). By offering a
direct perspective on teaching in authentic settings,
it provides insights into how educators engage with
students and structure their instruction (Millman
and Darling-Hammond, 1990; Putnam and Borko,
2000). It also serves as a vital link between teach-
ing practices and student learning outcomes, thus
creating the foundation for teacher professional
development (Kane and Staiger, 2012).

Given this significance, the quality of feedback
derived from classroom observations is essential
(Lazarev and Newman, 2015). While various char-
acteristics contribute to effective feedback, includ-
ing constructive tone and clarity, research empha-
sizes that specificity and actionability are partic-
ularly crucial for enhancing teacher performance
(Archer et al., 2016). Truly actionable feedback
provides specific recommendations and clear di-

rection, establishing concrete performance expec-
tations and supporting professional growth (Can-
non and Witherspoon, 2005). By focusing on ob-
servable teaching behaviors rather than personal
attributes, such feedback enables meaningful in-
structional improvements (Archer et al., 2016).

Although research on actionable feedback orig-
inated largely outside education, its principles
have proven directly applicable to classroom con-
texts. In organizational psychology, Cannon and
Witherspoon (2005) identified key elements of ac-
tionable feedback: specificity, balanced positive
and constructive components, and clear connec-
tions between observed behaviors and suggested
improvements. This aligned with Kluger and
DeNisi (1996)’s comprehensive meta-analysis of
over 3,000 feedback interventions, which found
that feedback effectiveness varies dramatically
based on specificity and delivery characteristics.
Within education-specific research, multiple stud-
ies have confirmed and extended these general prin-
ciples. For example, Allen et al. (2011) demon-
strated that structured feedback systems yield mea-
surable improvements in teaching quality. Simi-
larly, Thurlings et al. (2013) found that effective
teacher feedback typically contains explicit behav-
ioral descriptions, rationales for suggested changes,
and concrete examples of alternative approaches.
Quantitative evidence from Steinberg and Sartain
(2015)’s analysis of over 12,000 teacher observa-
tion records showed that feedback incorporating
concrete examples and precise language led to mea-
surable gains in subsequent evaluations. In a simi-
lar way, Hill et al. (2012) established that feedback
quality directly correlates with improvements in
instructional practice, particularly when including
specific action steps. In fact, Darling-Hammond
et al. (2017)’s work on professional development
systems reinforces the critical role of actionable
feedback as a bridge between observation and im-
plementation.
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Despite the importance of actionable feedback,
classroom observers often struggle to provide guid-
ance that teachers can readily implement (Kraft
et al., 2018). This implementation gap stems from
inconsistent understanding of what constitutes ac-
tionable feedback and the absence of systematic
approaches to analyze feedback quality at scale.
Computational approaches offer promising avenues
for analyzing observation feedback and identifying
patterns in actionable feedback. However, applying
these methods to classroom observation requires
addressing how actionability can be computation-
ally defined and recognized. Our research bridges
educational theory and computational methods to
develop methods that can meaningfully evaluate
the actionability of teacher feedback.

2 Prior Work

While we were not able to identify any exist-
ing studies specifically focused on using NLP ap-
proaches to identify actionable teacher feedback,
adjacent educational research provides relevant
context for our work. In the domain of classroom
observation, Demszky et al. (2021) analyzed lin-
guistic features in teacher speech to evaluate in-
structional effectiveness. Similarly, Suresh et al.
(2019) examined different dimensions of teacher
feedback, though their work did not address ac-
tionability specifically. Beyond teacher-focused re-
search, computational analyses of student-centered
feedback have shown promising results. Leeman-
Munk et al. (2014) developed methods to evalu-
ate student writing and identify improvement ar-
eas, while Madnani et al. (2017) created models
for standardized writing assessments that demon-
strated reliability comparable to human raters.

The emergence of large language models
(LLMs) has also sparked interest in their potential
for educational annotation and classification tasks.
However, Wang et al. (2023) found that models
like GPT struggled to accurately classify nuanced
educational distinctions. This aligns with Hardy
(2025)’s assertion that classroom settings represent
“out-of-distribution” data for LLMs, which are pri-
marily trained on broad internet crawls. Addition-
ally, concerns about data privacy, environmental
impact, and the ethics of automated educational as-
sessments complicate their use in education. In con-
trast, specialized transformer-based models offer
more promising results for educational applications.
Research indicates that models such as BERT (De-

vlin et al., 2019) and RoBERTa (Liu et al., 2019),
when properly trained on educational data, can out-
perform larger LLMs in classifying teacher-student
interactions (Wang et al., 2023). Zhang and Lit-
man (2021) demonstrated that these models can
be trained on modest amounts of annotated educa-
tional data while maintaining strong performance,
making them more practical for applications where
annotated data may be limited.

Our Study

Despite substantial research on the importance
of actionable feedback, computational approaches
for identifying actionability in teacher observation
feedback remain largely unexplored. This gap ap-
pears to exist primarily because of: (1) the lack of
clear, consensus definitions of “actionability” in
educational contexts; and (2) the scarcity of anno-
tated datasets, as creating these typically requires
time-consuming and resource-intensive manual an-
notation by educational experts (Shah and Pabel,
2019; Shaik et al., 2022).

Our study addresses these gaps through a novel
approach where we first established a training
dataset by annotation of approximately 660 in-
stances of classroom observation feedback as either
actionable or vague. Using this annotated corpus,
we fine-tuned RoBERTa to extend this classifica-
tion to a much larger dataset of over 12,000 feed-
back instances. With this comprehensive dataset,
we conducted an examination of the linguistic fea-
tures associated with actionability. These find-
ings hold potential to inform the training of class-
room observers, guide the development of auto-
mated feedback assessment tools, and help improve
teacher professional development.

3 Data

This study utilized a large-scale dataset collected
from classrooms in Sierra Leone, Liberia, and
Ghana by Rising Academies during 2023-2025.
The dataset includes N = 13,118 classroom obser-
vation records, each documenting teacher feedback
provided by trained observers. Descriptive statis-
tics on the schools, grades and subjects from which
these observations were sourced are presented in
Table 1. As shown, the observations come from
273 schools (approx. 48 observations/school) and
were recorded by 76 observers (approx. 173 obser-
vations/observer).

Each observation was recorded using a struc-
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Category Value (Percentage)

Observers
Number of Observers 76
Avg. Observations/Observer 172.6

Schools
Number of Schools Observed 273
Avg. Observations/School 48.1

School Categories
Top performing 481 (3.7%)
High Impact 2327 (17.7%)
Middle performing 580 (4.4%)
Moderate 4443 (33.9%)
Developing 3198 (24.4%)
Challenging 501 (3.8%)
Critical 507 (3.9%)
N/A 1081 (8.2%)

Grades
Grade 1 2393 (18.2%)
Grade 2 2621 (20.0%)
Grade 3 2562 (19.5%)
Grade 4 2949 (22.5%)
Grade 5 1470 (11.2%)
Grade 6 1123 (8.6%)

Subjects
Math 5201 (39.6%)
Faster Math 1978 (15.1%)
Reading 2806 (21.4%)
Faster Reading 3133 (23.9%)

Table 1: Descriptive statistics on observations. Note.
For the purposes of this study, data from Grades 1-6
and 4 subjects: Reading, Math, Faster Reading, and
Faster Math, were selected. Faster Reading and Faster
Math are accelerated learning programs designed to
supplement regular school curricula (N = 13118)

tured two-column format that included: (1) What
Went Well (WWW) statements, which highlighted
teacher strengths or effective strategies, and (2)
Even Better If (EBI) suggestions, aimed at guiding
improvements in teaching practices. As shown in
the distribution in Figure 1, the average feedback
length was 16.95 words (SD = 10.83). While the
feedback length was relatively short, there was sig-
nificant variation in its detail and clarity, ranging
from broad praise/criticism to more specific rec-
ommendations. Due to the short length, no textual
preprocessing was applied.

4 Methods

We organized our study into five sequential phases
(visualized in Figure 2):

Figure 1: Probability density distribution of feedback
length (in words; N = 13118)

Phase 1: Annotation and rubric development

In this phase, we developed a training dataset for
fine-tuning RoBERTa through a rigorous annota-
tion process. A stratified subsample of 750 com-
ments was selected across multiple dimensions
(school categories, grade levels, and subject ar-
eas) to ensure representativeness. Two indepen-
dent researchers annotated each observation feed-
back according to a standardized rubric derived
from established literature (see Appendix A for de-
tails), classifying comments as either “actionable”
or “vague.” This dual-annotation approach facili-
tated the calculation of inter-rater reliability using
Cohen’s Kappa (κ), yielding a coefficient of 0.60,
which indicated moderate agreement.

Discrepancies were methodically resolved
through iterative analytical discussions, which si-
multaneously informed the refinement of our anno-
tation protocol, culminating in the revised rubric
presented in Appendix A. The operationalization
of “actionable” feedback centered on the presence
of concrete, specific suggestions with explicit guid-
ance on both implementation targets and mecha-
nisms. For instance, the comment “The teacher did
great grouping learners and made them pick one
word on a flash card where the group later leads
in learning the new word. It would be better if the
teacher completed the lesson in one hour to allow
time for other lessons” exemplified actionable feed-
back due to its specific temporal recommendation
and clear rationale. Conversely, feedback was clas-
sified as “vague” when it lacked implementation
specificity, regardless of the presence of ostensibly
directive phrases such as “even better if ” or “could
have.” The comment “Giving more energy to make
the class exciting was absolutely missing” illus-
trates this classification, as it presents an evaluative
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Figure 2: Flow chart for the study

statement without concrete behavioral specifica-
tions for improvement. We also excluded instances
lacking sufficient evaluative clarity, resulting in a
final annotated corpus of 662 comments (reduced
from the initial 750). This dataset served as the
training corpus for the next phase.

Phase 2: Fine-tuning RoBERTa on the
annotated dataset

Model Specification
We fine-tuned RoBERTa (Liu et al., 2019)

(using Hugging Face’s roberta-base1) on our
annotated dataset. An input token length of 512
was selected for the textual embeddings, with
truncation and padding applied as needed. This
vector was thresholded using threshold=0.6
to produce the output vector. We chose this
value to prioritize precision over recall, as
our context requires high-confidence predic-
tions of actionability rather than maximizing the
identification of all potentially actionable feedback.

Training
The model was trained on a T4 GPU

via Google Colab2 using adam optimizer with
learning_rate=2e-5 with linear_decay of
0.01. For training, a batch_size=16 was cho-

1Available at https://huggingface.co/FacebookAI/roberta-
base

2Available at https://colab.research.google.com/

sen, while batch_size=32 was chosen for eval-
uation, keeping in mind compute bandwidths. We
trained the model for 5 epochs and reported results
from epoch 3 as the final epoch because model
performance degraded afterward. The standard
cross-entropy loss function was chosen (default for
roberta-base).

Evaluation
To evaluate the model’s performance, we used a

held-out test set comprising 20% of the total dataset.
The assessment was based on standard classifica-
tion metrics: accuracy, precision, recall, and
f1-score.

Phase 3: SHAP analysis

To gain deeper insights into the textual features
driving our model’s decisions, we employed SHap-
ley Additive exPlanations (SHAP) analysis (Lund-
berg and Lee, 2017). This model-agnostic tech-
nique provides interpretability by attributing pre-
diction outcomes to specific input features; in this
study, words and phrases within the observation
comments.

Recent work by Benslimane et al. (2024) val-
idated SHAP’s effectiveness for analyzing short,
informal texts, demonstrating its reliability in iden-
tifying semantic patterns including emotional tone,
gender references, and political language. Building
on this empirical evidence, we applied SHAP to
analyze 500 teacher feedback instances (250 ac-
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tionable, 250 vague) and quantified each token’s
influence on model classification decisions. To
identify consistent patterns, we aggregated SHAP
values by unique tokens, calculated mean impor-
tance scores across all samples, and ranked terms
according to their average contribution to classifi-
cation outcomes.

Phase 4: Application of fine-tuned RoBERTa to
the complete dataset
We utilized our fine-tuned RoBERTa model to cat-
egorize the rest of the observations as “vague” or
“actionable.” The model from the best-performing
cross-validation fold was selected and used to make
these predictions. A custom PyTorch Dataset
class was implemented, which tokenized input text
using the RoBERTa tokenizer with a maximum
sequence length of 512. Tokenized inputs were
converted into tensors with appropriate attention
masks. To ensure computational efficiency, batch
predictions (with batch_size=32) were performed
using PyTorch’s DataLoader. For each batch, in-
put tensors were used to extract logits. From these
logits, class predictions were obtained using the
argmax function, and class probabilities using the
softmax function. Instances with softmax proba-
bilities less than 0.90 were classified as “low prob-
ability” instances and removed from the dataset.

Phase 5: Differential Analysis of Actionable
and Vague Feedback
In this step, we extracted several linguistic features
known to be associated with text clarity, specificity,
and directiveness. These features were selected
to potentially distinguish actionable observations
from vague observations classified in the last step:

1. Word Count: We calculated the total num-
ber of words in each observation using NLTK’s
word tokenization. Previous research suggests
that actionable feedback tends to be more de-
tailed, which could potentially result in higher
word counts that provide implementable infor-
mation (Winstone et al., 2016).

2. Reading Ease: We calculated Flesch read-
ing ease using textstat. In this metric, the
readability of the observation was scored on a
100-point scale, with higher scores indicating
easier reading (Flesch, 1948). More accessi-
ble language may correlate with feedback that
can be readily understood and implemented.
Previous work has demonstrated that Flesch

Reading Ease can be effectively used with
short-form textual data such as tweets, and
can enable robust analysis of readability even
in brief, informal text (Davenport and DeLine,
2014).

3. Lexical Diversity: This was calculated us-
ing NLTK’s word tokenization as the ratio of
unique words to total words in the observation
text. Higher lexical diversity may indicate
more specific feedback, potentially offering
clearer guidance for action. Conversely, ex-
cessive diversity might introduce complexity
that reduces actionability.

4. Modifier Count: This was calculated by
counting modifiers (adjectives and adverbs)
in the observations using spaCy’s POS tagger.
Higher modifier counts might indicate more
descriptive or qualifying language, which
could potentially correlate with either action-
ability.

We ran a logistic regression model that included
the linguistic features as predictors and feedback
category as the outcome to examine the odds ratio
for the categories.

The code used in the study is available on a
publicly accessible GitHub repository.

5 Results and Discussion

In this section, we present results from Phases 2-5,
as Phase 1 has already been described completely
in the Methods section.

Phase 2: Fine-tuning RoBERTa on the
annotated dataset
Fine-tuned RoBERTa demonstrated strong and
stable performance in distinguishing actionable
from vague teacher feedback. Using stratified 5-
fold cross-validation on 662 annotated examples,
the model achieved a mean accuracy of 0.94,
precision of 0.90, recall of 0.96, and f1 of
0.93 across folds, with an F1 standard deviation
of 0.03. These metrics reflect performance on held-
out validation sets and suggest the model gener-
alizes well despite the modest dataset size. This
aligns with findings by Zhang and Litman (2021)
that well-curated educational data, even in small
quantities, can yield high-performing models when
paired with appropriate architectures.

Overfitting was monitored via 5-fold cross-
validation and early stopping. The model showed
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consistently high validation performance (mean F1
= 0.93, SD = 0.03), with no signs of overfitting.

Phase 3: SHAP analysis

Table 2 presents the top 20 most influential words
for actionable and vague feedback based on SHAP
analysis (positive values indicate features associ-
ated with “actionable” class, while negative val-
ues indicate association with “vague” class). The
results provide mixed evidence without clear-cut
patterns. While some action verbs and specific in-
structional behaviors (e.g., “struggled,” “checks,”
“encourages,” “provide”) appear in the actionable
feedback category, and certain comparative and
conditional terms (“whether,” “enough,” “instead”)
appear in the vague feedback category, the overall
linguistic distinctions lack sufficient consistency to
draw definitive conclusions. The absence of strong
patterns suggests that actionability may be deter-
mined by relationship between words rather than
individual word choices alone.

Actionable Feedback Vague Feedback

Word SHAP Value Word SHAP Value

struggled 0.055 sa -0.051
checks 0.052 equal -0.025
genders 0.044 whether -0.025
sentences 0.033 needed -0.025
tried 0.030 called -0.023
encourages 0.029 easier -0.019
improv 0.029 25 -0.018
introduced 0.027 avoid -0.017
achers 0.026 kick -0.017
provide 0.026 8 -0.016
helpful 0.026 enough -0.016
stage 0.026 q -0.015
minutes 0.026 arus -0.015
excellent 0.024 had -0.015
teaches 0.023 name -0.015
helped 0.023 creative -0.014
pared 0.023 instead -0.014
rew 0.023 enable -0.013
creat 0.022 supposed -0.013
days 0.022 note -0.012

Table 2: Top 20 most important words for feedback
classification with their SHAP values.

Phase 4: Application of fine-tuned RoBERTa to
the complete dataset

“Low probability” predictions constituted about
329 observations (2.5%) of the total data. After
their removal, distribution in the complete dataset
was as follows: 52.7% (or n = 6741) classified as
“vague”, and 47.3% (or n = 6048) as “actionable.”

Phase 5: Differential Analysis of Actionable
and Vague Feedback

Logistic regression analysis (Table 3 and Figure
3) revealed several significant associations be-
tween linguistic features and feedback actionability.
Word count showed a strong negative relationship
with actionability (-16.637, p < .001), indicating
shorter feedback was more likely classified as ac-
tionable, contrary to our proposed hypothesis.

Flesch Reading Ease demonstrated a strong pos-
itive association with actionability (11.751, p <
.001), suggesting more readable feedback was
more likely to be actionable, aligning with our hy-
pothesis about language complexity.

Lexical diversity showed a moderate positive as-
sociation (0.418, p < .001, odds ratio = 1.52), with
more varied vocabulary correlating with action-
ability. Similarly, modifier count had a significant
positive relationship (0.187, p < .001, odds ratio =
1.21), suggesting adjectives and adverbs may help
describe teaching behaviors with needed precision.

Overall, the model showed a pseudo R² of 0.159,
accuracy of 0.68, precision of 0.70 (actionable),
recall of 0.58, F1-score of 0.63, and an AUC-ROC
of 0.76.

6 Conclusion

Our study provides empirical support for computa-
tional approaches to analyzing actionable teacher
feedback. The high performance of our fine-tuned
RoBERTa model (accuracy = 0.94, precision =
0.90, recall = 0.96, f1 = 0.93) demonstrates that
RoBERTa can effectively distinguish between ac-
tionable and vague feedback, even with a relatively
modest training dataset of 662 annotated examples.

The SHAP analysis revealed several interesting
patterns in the linguistic features associated with ac-
tionable feedback. Action verbs (e.g., “struggled,”
“checks,” “encourages”) and specific instructional
behaviors appeared more frequently in actionable
feedback, while comparative and conditional lan-
guage (e.g., “whether,” “enough,” “instead”) was
more characteristic of vague feedback. However,
these patterns were not uniformly consistent, sug-
gesting that actionability may be determined more
by the relationships between words and phrases
rather than by individual word choices alone.

An analysis of linguistic features suggested that
contrary to our initial expectations, word count
showed a significant negative relationship with ac-
tionability, indicating that shorter feedback was
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Feature Coefficient Std Error Odds Ratio
Word Count -16.637*** 1.510 5.95×10−8

Flesch Reading Ease 11.751*** 1.013 1.3×105

Lexical Diversity 0.418*** 0.029 1.52
Modifier Count 0.187*** 0.033 1.21

Table 3: Results of logistic regression predicting feedback actionability (*** p < .001)

Figure 3: Odds ratios for predictors of actionable feedback

more likely to be classified as actionable. This find-
ing challenges the common assumption that more
detailed feedback is necessarily more actionable.
It suggests that concision may actually enhance
clarity and implementability—verbose feedback
might obscure key action points with extraneous
information.

The positive association between Flesch Reading
Ease and actionability aligns with our hypothesis
that more readable feedback is more actionable.
This finding indicates that accessible language is
crucial for feedback that can be readily understood
and implemented.

Our findings suggest three practical implications
for teacher professional development. First, our
study suggests that concise, readable feedback with
precise descriptive language could enhance action-
ability of feedback given by observers. Second,
training programs for classroom observers could
benefit from incorporating linguistic guidelines that
emphasize readability, appropriate lexical diversity,
and effective use of modifiers to enhance feedback
actionability. Third, computational approaches like
our RoBERTa model could serve as supportive
tools for observers to assess and potentially im-
prove the actionability of their feedback before

sharing it with teachers, though such applications
should complement rather than replace human judg-
ment.

7 Limitations and Future Work

This study has several limitations that point to di-
rections for future research. While our RoBERTa
model performed strongly even with 662 anno-
tated examples, the relatively small training set still
poses challenges for generalizability. Its success
reflects the effectiveness of fine-tuning on well-
curated educational data, but broader representa-
tion across feedback styles, school contexts, and
observer types would strengthen model robustness
and reduce the risk of overfitting.

Second, the scope of this study was limited
to early primary classrooms (Grades 1–6) and
core subjects (English and Math) in a specific cul-
tural setting. Findings may not fully generalize
to other grade levels, subjects, or educational sys-
tems. Additionally, because the model was trained
on English-language feedback, linguistic and cul-
tural differences in how actionability is expressed
remain underexplored.

Third, while SHAP analysis revealed some use-
ful patterns, many influential words, especially
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in vague feedback, were ambiguous or context-
dependent, highlighting the challenge of capturing
actionability through isolated word-level features.

Finally, our binary classification approach, while
practical, likely oversimplifies the feedback qual-
ity spectrum. Actionability may be better un-
derstood as a continuum (from highly vague to
highly specific). A multi-point ordinal scale (e.g.,
5–7 categories) could offer more granular insights,
especially for training observers or improving
vague feedback. Moving to such a framework
would require more complex annotation proto-
cols, higher inter-rater alignment, and substantially
larger datasets—but the added nuance may justify
this investment by producing models that offer not
just detection, but actionable guidance.

Future work should: (1) expand annotations
across more diverse educational contexts, (2) test
cross-cultural variation in feedback actionability,
and (3) explore methods for refining or rewriting
vague comments into actionable ones to support
professional development more directly.
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A Appendix

Feedback Type Rubric

Actionable
• Provides clear and specific suggestions for improvement (Archer

et al., 2016; Cannon and Witherspoon, 2005)
• Offers explicit guidance on:

– What the teacher should do next
– How the suggested change can be implemented

• Focuses on observable behaviors rather than personality traits
(Archer et al., 2016)

• Establishes clear connections between observed behaviors and
suggested improvements (Cannon and Witherspoon, 2005)

• Provides balanced positive and constructive components (Cannon
and Witherspoon, 2005)

• May or may not contain indicative phrases (e.g., “even better if,”
“could have”); presence of such phrases is not required

• Includes concrete examples of alternative approaches

Vague
• Lacks concrete or specific suggestions for improvement (Archer

et al., 2016)
• Fails to provide clear guidance on implementation steps (Kraft

et al., 2018)
• May focus on general impressions rather than specific teaching

behaviors (Archer et al., 2016)
• Lacks explicit connection between observation and suggested

change (Cannon and Witherspoon, 2005)
• Provides limited or no concrete examples of alternative approaches
• May use evaluative language without actionable direction (Allen

et al., 2011)
• May include general phrases (e.g., “even better if,” “could have”),

but their presence does not ensure clarity; feedback is considered
vague if the intended action or direction remains ambiguous or
insufficiently specified
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