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Abstract

Tutoring dialogues have gained significant at-
tention in recent years, given the prominence of
online learning and the emerging tutoring abil-
ities of artificial intelligence (AI) agents pow-
ered by large language models (LLMs). Recent
studies have shown that the strategies used by
tutors can have significant effects on student
outcomes, necessitating methods to predict how
tutors will behave and how their actions impact
students. However, few works have studied pre-
dicting tutor strategy in dialogues. Therefore,
in this work we investigate the ability of mod-
ern LLMs, particularly Llama 3 and GPT-4o,
to predict both future tutor moves and student
outcomes in dialogues, using two math tutoring
dialogue datasets. We find that even state-of-
the-art LLMs struggle to predict future tutor
strategy while tutor strategy is highly indica-
tive of student outcomes, outlining a need for
more powerful methods to approach this task.

1 Introduction

Tutoring has been shown to be highly effective in in-
creasing student learning, both when administered
by human tutors or intelligent tutoring systems
(Nickow et al., 2020; Nye et al., 2014). Recently,
several automated tutors, powered by large lan-
guage models (LLMs), have been deployed in edu-
cational settings, such as Khan Academy’s Khan-
migo (Khan Academy, 2023) or Carnegie Learn-
ing’s LiveHint (Carnegie Learning, 2024). To en-
sure that students benefit from these tools, it is
important to study the strategies used by tutors and
how they impact student learning outcomes.

Tutor strategy is commonly formalized using
“moves”, or high-level pedagogical actions taken
in any given dialogue turn to support student learn-
ing (Demszky and Hill, 2023; Macina et al., 2023;
Suresh et al., 2022). Recent studies have shown
that explicit move and strategy information can be
used to improve tutor effectiveness (Wang et al.,

2024a,b). Others that train LLMs to be effective
tutors (Tack et al., 2023; Team et al., 2024; Sonkar
et al., 2024; Huber et al., 2023; Vasselli et al., 2023;
Scarlatos et al., 2025b) have also highlighted the
importance of pedagogical strategy. Several prior
works have used tutor moves to predict student
outcomes (Lin et al., 2022; Borchers et al., 2024;
Abdelshiheed et al., 2024; Yin et al., 2025), though
text alone processed by LLMs is often sufficient
(Scarlatos et al., 2025a; Chen et al., 2024). In this
work, we explicitly study the effect of move anno-
tations, compared to text alone, on predicting tutor
strategy and student outcomes.

While many works have studied how to identify
tutor moves in dialogues (Demszky et al., 2021;
Wang and Demszky, 2024; Moreau-Pernet et al.,
2024; Wang et al., 2023; McNichols and Lan,
2025), there are few works studying how to predict
future tutor moves. One prior work does so using
GRUs and RoBERTa (Ganesh et al., 2021), though
to the best of our knowledge, none have studied
how generative language models, such as Meta’s
Llama 3 (Dubey et al., 2024) or OpenAI’s GPT-4
(OpenAI, 2024b), perform on this task.

In this work, to address the needs of understand-
ing tutor strategy and its effect on student outcomes,
we seek to answer the following research questions:
RQ1: Can LLMs predict tutor strategy using tutor
moves and dialogue history?, RQ2: Can LLMs
predict student outcomes using tutor moves and
dialogue history?, and RQ3: Which tutoring strate-
gies have the highest impact on student outcomes?
To the best of our knowledge, our study is the first
to jointly address these questions using modern
generative LLMs. Overall, we find that tutor strat-
egy prediction is highly challenging, with student
outcome prediction being easier and facilitated by
tutor move annotations. Our findings indicate that
tutor strategy prediction is an important and chal-
lenging task worth further study in future work.
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Speaker Utterance

Tutor Hi Ayisha, please talk me through your solution
(generic)

Student I started by noting .... I concluded that the desk
cost her $350, since that was her winning bid.
....

Student Yes, you’re right...Carmen’s bid added an
additional $150, making the total $200 + $150 +
$150 = $350.

Tutor Check your calculation of $200 + $150 + $150 =
$350. Your total is not correct (probing)

Table 1: A tutor-student dialogue from MathDial, show-
ing annotated moves for tutor turns.

2 Methodology

In this section, we detail the four primary tasks
we use to study tutor strategy and student outcome
prediction, as well as the various LLM and non-
LLM methods we evaluate on these tasks. First, we
define our notation. Each tutor-student dialogue,
D = {Ti, Si,Mi, Ei, C}Ni=1, contains a sequence
of alternating textual student utterances Si and tu-
tor utterances Ti. Each tutor turn is associated
with one or more categorical moves, i.e., granular
pedagogical actions, Mi, and each student turn is
optionally associated with a binary measure of suc-
cess Ei. Each dialogue is also labeled with a final
binary measure of success, C. As our focus is to
study tutor strategy and student outcomes, rather
than student behavior, we do not use student move
labels. We show an example dialogue in Table 1.

2.1 Tasks
We now detail our four primary tasks. First, we
examine future tutor move prediction to investigate
if models can predict tutoring strategy. Second,
we examine tutor move classification to investigate
if models can infer moves from tutor utterances.
Third, we examine future dialogue success predic-
tion to investigate if models can infer the outcome
of a dialogue from limited context. Finally, we
examine next student turn success prediction to in-
vestigate if models can predict short-term student
outcomes. We formalize these tasks as follows:

M̂i+1 = fθ({Tj , Sj ,Mj}ij=1) (1)

M̂i = fθ({Tj , Sj ,Mj}i−1
j=1, Ti, Si) (2)

Ĉi = fθ({Tj , Sj ,Mj}ij=1) (3)

Êi+1 = fθ({Tj , Sj ,Mj}ij=1) (4)

2.2 LLM-Based Methods

We evaluate tutor move and student outcome pre-
diction using two large language model (LLM)-
based methods. First, we fine-tune the Llama
3.2 3B model using Low-Rank Adaptation (LoRA)
(Saari et al., 2018), where we train the model to
predict the labels as text tokens following the in-
put, using comma separation for multi-label turns.
Second, we use zero-shot prompting with GPT-4o,
where we prompt the model to follow the annota-
tion schema in each particular dataset to identify
and predict tutor moves. We do not use GPT-4o
for student outcome prediction because pre-trained
LLMs do not show high alignment with student
behavior (Liu et al., 2025). We show an example
prompt in Figure 7, and provide further implemen-
tation details in Appendix A. In order to determine
how tutor move information impacts LLM predic-
tions, for both methods, we experiment with includ-
ing only the dialogue as input, as well as both the
dialogue and previous turn move labels as input.

2.3 Baselines

We additionally experiment with three traditional
baselines, where the input space only uses the move
labels of previous turns. First, we employ a second-
order Markov Chain (Boyer et al., 2009), which
estimates the probability of a tutor move or student
success given the two preceding moves. Next, we
employ Logistic Regression, using the frequency
distribution of moves up to the current turn as in-
put features. Finally, in order to capture temporal
dependencies beyond adjacent moves, we employ
an LSTM model on sequences of tutor move types
encoded as multi-hot vectors.

We do not use these baselines for current move
identification since they do not process text. Addi-
tionally, we do not use Markov Chain and Logistic
Regression for predicting future moves for Alge-
braNation because it is a multi-label task; the input
space for Markov Chain would be exponentially
large, and Logistic Regression would suffer from
an overwhelming amount negative labels per class.

3 Experiments

3.1 Datasets

We experiment with two math tutoring datasets,
MathDial (Macina et al., 2023) and AlgebraNation
(Lyu et al., 2024), to answer our research questions.
MathDial contains one-on-one dialogues where a
tutor guides a student through solving multi-step
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MathDial AlgebraNation

Model Tutor Move Future Tutor Move Tutor Move Future Tutor Move

Acc. F1 Acc. F1 Acc. F1 Acc. F1

Markov Chain – – 42.27 42.81 – – – –
Logistic Regression – – 44.69 34.58 – – – –
LSTM – – 46.19 31.13 – – 3.36 23.17

GPT-4o - Dialogue 49.56 48.76 36.48 32.49 79.22 54.30 65.72 27.32
GPT-4o - Dialogue & Moves 50.07 49.03 31.72 29.00 83.82 57.40 69.86 26.33
Llama 3 - Dialogue 52.58 45.88 42.74 32.92 58.82 62.78 24.53 20.20
Llama 3 - Dialogue & Moves 59.69 57.26 50.35 49.33 63.42 68.90 25.69 21.09

Table 2: Results for identifying tutor moves and predicing future tutor moves. Llama 3 performs best on MathDial,
while GPT-4o generally performs best on AlgebraNation.

math reasoning problems. The student utterances in
this dataset are simulated by an LLM, prompted to
mimic common student misconceptions. Each tutor
turn is labeled with one of four moves: probing,
focus, telling, and generic. We leverage turn-level
student correctness labels from (Scarlatos et al.,
2025a). Our final dataset contains 2, 484 dialogues
with a 1, 947/537 train/test split.

AlgebraNation contains discourse from an on-
line forum where students pose questions and dis-
cuss with both tutors and peers. Each tutor turn is
labeled with any number of 16 move types. Each
post on the forum is marked with success if the re-
sponses resolve the original student question. The
dataset contains 2, 318 forum posts, which we split
into a 1, 854/464 train/test split. We show label
distributions for both datasets in Appendix C.

3.2 Evaluation Metrics
We employ two widely used metrics: i) accuracy
(Acc.), the portion of predicted labels that match
the ground truth, and ii) weighted F1, the harmonic
mean of precision and recall, weighted by label
frequency to account for imbalanced label distri-
butions. For AlgebraNation, where each tutor turn
may have multiple moves, we use exact match
across all moves in a turn to compute accuracy.

3.3 Tutor Move Prediction
Quantitative Analysis We show the results for
tutor move prediction Table 2. Across all methods,
predicting the next tutor move proves to be more
difficult than classifying the current move, particu-
larly for AlgebraNation, which contains real-world
interactions and more granular move definitions.
LLMs improve over baselines for future move pre-
diction, showing the importance of textual context
and powerful models for this task. However, the
F1 for future move prediction is low overall, only

reaching 49% for MathDial and 27% for Algebra-
Nation. These results indicate that tutor behavior is
highly unpredictable, and that even state-of-the-art
LLMs struggle to predict future tutor moves.

Additionally, the results across models and
datasets are inconsistent; Llama 3 performs bet-
ter on MathDial while GPT-4o performs better on
AlgebraNation. Notably, unlike the other methods,
GPT-4o was not trained on AlgebraNation, which
exhibits a highly skewed label distribution (Figure
4). This imbalance may help explain why Llama
3 tends to default to predicting the majority class
in the future move prediction task (Figure 2), a pat-
tern not observed with GPT-4o. On the other hand,
GPT-4o’s move prediction on MathDial likely suf-
fers from confusion between label definitions, as
we discuss in the qualitative analysis.

For the move identification task, Llama 3 per-
forms best on MathDial, with the inclusion of an-
notated move labels significantly increasing per-
formance. Similar to future move prediction, we
attribute Llama 3’s higher performance to GPT-
4o’s confusion between labels. For AlgebraNa-
tion, GPT-4o outperforms Llama 3 in accuracy but
underperforms it in F1. This disparity can be ex-
plained by observing that Llama 3’s output dis-
tribution more closely resembles the ground truth
distribution, as seen in Figure 1.

Qualitative Analysis We examine label misclas-
sifications to investigate error patterns in model
predictions, revealing dataset-specific challenges.
For move classification, in MathDial, confusion fre-
quently arises between probing and focus moves,
while in AlgebraNation, giving instruction is often
mistaken for giving explanation (Table 4). These
misclassifications are likely attributable to concep-
tual overlap in the definitions of these categories,
underscoring the nuanced nature of interpreting tu-
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MathDial AlgebraNation

Model Turn Success Dialogue Success Dialogue Success

Acc. F1 Acc. F1 Acc. F1

Markov Chain 53.75 52.86 53.27 49.01 62.99 63.55
Logistic Regression 52.80 52.54 64.05 66.43 69.30 63.24
LSTM 52.20 52.27 79.13 69.90 77.98 77.76

Llama - Dialogue 63.56 50.54 79.21 70.11 75.64 75.52
Llama - Dialogue & Moves 64.11 49.27 79.16 69.96 81.00 80.84

Table 3: Results for predicting student outcomes from dialogues. Baselines are competitive on MathDial, while
Llama 3 performs best on AlgebraNation.

tor intentions. The MathDial authors also note that
annotators had difficulty differentiating between
probing and focus moves (Macina et al., 2023).
On the other hand, the AlgebraNation annotation
guidelines are more specific and instruction-driven,
likely helping GPT-4o’s performance due to its
ability to generalize well under clear, directive an-
notation schemes (OpenAI, 2024a). Notably, mis-
classifications decrease when observing previous
move labels, reflected in Table 2, with these labels
likely acting as informative in-context examples.

3.4 Student Outcome Prediction
Quantitative Analysis We show the results for
student outcome prediction in Table 3. Notably,
both Llama 3 and LSTM are able to achieve high
performance on dialogue success prediction for
both datasets, indicating the tractability of predict-
ing near-term student outcomes in dialogues. How-
ever, we note that the MathDial results are inflated
as they reflect majority class prediction, as shown
in Figure 3. On the other hand, the distribution is
more balanced for AlgebraNation, indicating that
the outcomes of real students are more reliably pre-
dicted than the outcomes of simulated ones. We
also see that previous move labels improve perfor-
mance for Llama 3, showing that tutor moves com-
plement dialogue text to infer student outcomes.

Predicting student outcomes at the turn-level
proves to be more difficult than at the dialogue-
level in MathDial, with baselines performing close
to random chance. However, using LLMs improves
performance on this task, capturing nuanced details
in the dialogue text to help predict student behavior,
as noted in (Scarlatos et al., 2025a).

Regression Analysis To investigate the impact
of tutor moves on student outcomes, we examine
the learned coefficients of our logistic regression
model when predicting dialogue-level success and
perform a Chi-squared analysis, shown in Tables

8 and 9. For AlgebraNation, confirmatory feed-
back, giving instruction, and giving explanation
have the greatest positive impact on success. These
tutor moves share a common thread: they are all
instructionally supportive behaviors that actively
guide the student’s understanding or progress. Each
move either reinforces correct reasoning (confirma-
tory feedback), clarifies procedural steps (giving
instruction), or deepens conceptual understanding
(giving explanation). This correlation suggests that
successful dialogues are those in which tutors take
an active and supportive role in scaffolding the
student’s learning process. For MathDial, generic
and probing have the strongest positive impact on
success, whereas telling has a negative impact on
success. This finding aligns with prior work (Bergh-
mans et al., 2014) showing that facilitative peer
tutoring is more effective than directive tutoring.

4 Conclusion

In this work, we investigate the abilities and limita-
tions of LLMs in classifying and predicting tutor-
ing strategies and student outcomes in dialogues.
We find that while results vary across models and
datasets, LLMs outperform traditional baselines
while still struggling at the task of tutor strategy
prediction overall. Additionally, we find that stu-
dent outcome prediction is tractable for LLMs, with
tutor move information improving accuracy. Our
findings emphasize the importance and challenges
of studying tutor strategy in dialogues, given the
impact that such strategies can have on student
outcomes. Future work should explore how to im-
prove tutor strategy prediction, potentially using in-
context learning (Lee et al., 2024) or reinforcement
learning (Li et al., 2024). Additionally, future work
should explore how to suggest optimal tutor moves,
potentially using reinforcement learning guided by
student outcomes (Scarlatos et al., 2025b).
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Limitations

We identify several technical and practical limita-
tions of our work. First, the generalizability of our
results is constrained by the scope and nature of
the datasets. MathDial involves synthetic student
responses generated by LLMs, which may not re-
flect the complexity and variability of authentic stu-
dent behavior. Conversely, AlgebraNation, while
comprising real-world interactions, has a highly
imbalanced label distribution that poses challenges
for model evaluation. Additionally, our evalua-
tion methodology predominantly relies on exact
match accuracy and weighted F1 scores. These
standard metrics may not fully capture the nuanced
characteristics of our models. Finally, the absence
of student move tracking in our current modeling
approach may affect the results, as sequential mod-
eling of student behavior could potentially enhance
predictive performance.
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A Details on Experimental Setup

For finetuning Llama 3, we perform a hyperparam-
eter search over learning rates [5e-5, 1e-4, 2e-4, 3e-
4] and LoRA ranks [4, 8, 16, 32]. For the final train-
ing, we set LoRA’s α to 16, LoRA’s rank to 8, batch
size to 64 using gradient accumulation, gradient
norm clipping to 1.0, and learning rate to 1e-4. We
train for 5 epochs using the AdamW optimizer. We
use a random 20% percent of dialogues in the train
set to use as a validation set for early stopping. We
use the meta-llama/Llama-3.2-3B-Instruct
model from the Huggingface Transformers li-
brary (Wolf et al., 2019) and run all experiments
on NVIDIA L40 GPUs.

We prompt GPT-4o with the OpenAI API using a
temperature of 0 while setting the maximum tokens
to 1000 and response format to JSON.

Logistic regression is implemented using the
sklearn library. The model input is the frequency
distribution of moves up to the target tutor move.

For the second-order Markov chain, we compute
transition matrices by mapping state pairs based
on frequency and normalizing them to yield valid
probability distributions.

For the LSTM, we encode the sequence of moves
as multi-hot vectors. For multi-label prediction, we
use positive weighting for each class, calculated
using the proportion of instances in each class. We
perform a hyperparameter search with hidden di-
mensions [64, 128, 256, 512], number of layers [2,
3], dropout rates [0.1, 0.3, 0.5], and learning rates
[1e-3, 5e-3, 1e-2]. For multi-label classification,
we also search for the optimal probability threshold.
Our final models were trained with hidden dimen-
sions 128, 2 layers, dropout of 0.3 and learning
rate of 0.001. The learned threshold for multi-label
classification is 0.85. We implement the LSTM
using Pytorch.
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B Misclassification Analysis

Llama 3 Finetuned on Tutor Move Classification
Without Previous Tutor Moves With Previous Tutor Moves

Ground Truth Predicted Count Ground Truth Predicted Count
MathDial

probing focus 572 probing focus 339
telling focus 143 telling focus 136
focus probing 81 focus probing 124
focus telling 78 generic focus 69
generic focus 46 focus telling 57

AlgebraNation
giving_explanation giving_instruction 73 giving_explanation giving_instruction 74
giving_instruction giving_explanation 40 giving_instruction questioning 29
managing_discussions asking_for_elaboration 34 asking_for_elaboration questioning 24
questioning giving_instruction 34 managing_discussions questioning 23
giving_instruction questioning 27 giving_instruction giving_explanation 23

Table 4: Top 5 misclassifications for MathDial and AlgebraNation with Llama 3, comparing inputs with vs. without
previous tutor moves. The most common confusion in MathDial is between focus and probing. The most common
confusion in AlgebraNation is between giving instruction and giving explanation. Total misclassifications decrease
by including previous tutor moves.

GPT-4o on Tutor Move Classification
Without Previous Tutor Moves With Previous Tutor Moves

Ground Truth Predicted Count Ground Truth Predicted Count
MathDial

probing focus 400 probing focus 431
focus probing 274 focus probing 218
focus telling 169 focus telling 180
telling focus 69 telling focus 63
telling probing 60 probing telling 61

AlgebraNation
giving_instruction giving_explanation 95 giving_instruction giving_explanation 79
giving_explanation giving_instruction 50 giving_explanation giving_instruction 44
giving_instruction correcting 37 encouraging_peer_tutoring praising_and_encouraging 44
encouraging_peer_tutoring praising_and_encouraging 37 confirmatory_feedback praising_and_encouraging 40
confirmatory_feedback praising_and_encouraging 36 asking_for_elaboration questioning 38

Table 5: Top 5 misclassifications for MathDial and AlgebraNation with GPT-4o, comparing inputs with vs. without
previous tutor moves. The most common confusion in MathDial is between focus and probing. The most common
confusion in AlgebraNation is between giving instruction and giving explanation.
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Llama 3 on Future Tutor Move Prediction
Without Previous Labels With Previous Labels

Ground Truth Predicted Count Ground Truth Predicted Count
MathDial

probing focus 736 probing focus 378
telling focus 335 telling focus 175
generic focus 252 generic focus 125
focus telling 78 focus telling 121
probing telling 64 focus probing 119

AlgebraNation
questioning giving_instruction 105 giving_explanation giving_instruction 162
giving_explanation giving_instruction 88 questioning giving_instruction 131
giving_instruction giving_explanation 82 confirmatory_feedback giving_instruction 95
confirmatory_feedback giving_instruction 65 providing_further_references giving_instruction 79
managing_discussions giving_instruction 65 managing_discussions giving_instruction 78

Table 6: Top 5 misclassifications for MathDial and AlgebraNation with Llama 3, comparing inputs with vs. without
previous tutor moves. The most common confusion in MathDial is between focus and probing. Previous labels
decrease the total top five misclassifications for MathDial. The most common misclassifications in AlgebraNation
all occur when giving instruction is predicted.

GPT-4o in Future Tutor Move Prediction
Without Previous Labels With Previous Labels

Ground Truth Predicted Count Ground Truth Predicted Count
MathDial

focus probing 551 focus probing 553
probing focus 311 probing focus 309
telling probing 288 telling probing 283
generic focus 176 telling focus 178
telling focus 173 generic focus 170

AlgebraNation
giving_instruction giving_explanation 144 giving_instruction giving_explanation 144
giving_explanation giving_instruction 66 confirmatory_feedback giving_explanation 62
confirmatory_feedback giving_explanation 66 questioning giving_explanation 56
questioning giving_instruction 65 giving_instruction confirmatory_feedback 54
questioning giving_explanation 61 questioning giving_instruction 54

Table 7: Top 5 misclassifications for MathDial and AlgebraNation with GPT-4o, comparing inputs with vs. without
previous tutor moves. The most common confusion in MathDial is between focus and probing. The most common
confusion in AlgebraNation is between giving instruction and giving explanation. Overall, including previous tutor
moves decreases the top 4 misclassifications rates.

773



Figure 1: Label distribution of tutor move classification for GPT-4o and Llama 3 trained with dialogue and tutor
moves.

Figure 2: Label distribution of future tutor move prediction for GPT-4o and Llama 3 trained with dialogue and tutor
moves. Llama 3 predictions are heavily skewed towards giving instruction.

Figure 3: Left: Distribution of dialogue success classification in MathDial using Llama 3. Right: Distribution of
dialogue success classification in AlgebraNation using Llama 3.
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C Label Distributions

Figure 4: Tutor move distribution of AlgebraNation dataset. Few classes make up the majority of the distribution.

Figure 5: Tutor move distribution of MathDial dataset.

Figure 6: Left: Distribution of turn-level student success in MathDial. Center: Distribution of final turn student
success in MathDial. Right: Distribution of dialogue success in AlgebraNation.
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D Logistic Regression Coefficients and Chi-Squared Analysis

Feature Coefficient χ2 p-value Significant
confirmatory feedback 0.168682 684.413557 7.330488e-151 Yes
giving instruction 0.144908 505.315750 6.628000e-112 Yes
giving explanation 0.130397 408.828643 6.593282e-91 Yes
praising and encouraging 0.089068 189.507614 4.072012e-43 Yes
giving answers 0.072106 123.889276 8.907816e-29 Yes

Table 8: Logistic regression coefficients and Chi-squared analysis conducted to evaluate the impact of tutor moves
on final dialogue correctness, with corresponding p-values for the top 5 significant features for AlgebraNation.

Feature Coefficient χ2 p-value Significant
generic 1.063463 18.7393 1.4986e-05 Yes
focus 0.175187 2.2684 1.3203e-01 No
probing -0.186663 6.7967 9.1324e-03 Yes
telling -1.062664 19.3447 1.0912e-05 Yes

Table 9: Logistic regression coefficients and Chi-squared analysis conducted to evaluate the impact of tutor moves
on final dialogue correctness, with corresponding p-values for all features for MathDial.
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E Prompt Examples for Tutor Move Classification
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Prompt Used for Classification Task (MathDial)

System: You are a math teacher who tutors student on a variety of problems.
Dialogue ID: 14
Task: Classify the last teacher move into one of the following four categories: Focus, Probing, Telling, Generic. These
four categories are defined below:

• Focus

– Seek Strategy: So what should you do next?
– Guiding Student Focus: Can you calculate . . . ?
– Recall Relevant Information: Can you reread the question and tell me what is . . . ?

• Probing

– Asking for Explanation: Why do you think you need to add these numbers?
– Seeking Self Correction: Are you sure you need to add here?
– Perturbing the Question: How would things change if they had . . . items instead?
– Seeking World Knowledge: How do you calculate the perimeter of a square?

• Telling

– Revealing Strategy: You need to add . . . to . . . to get your answer.
– Revealing Answer: No, he had . . . items.

• Generic

– Greeting/Farewell: Hi . . . , how are you doing with the word problem? Good Job! Is there anything else I
can help with?

– General Inquiry: Can you walk me through your solution?

Instructions: Given the student-teacher dialogue below, classify the final teacher move. Return a JSON object with the
dialogue ID as the key and the teacher move type as the value. For example:

{"1234": "focus"}

Dialogue:
[BEGIN DIALOGUE]
Teacher Turn 0: Hi Ayisha, please talk me through your solution (generic)
Student Turn 0: I started by noting that the first bid was $200 and each subsequent bid was $50 more,
so the second bid was $200 + $50 = $250, the third bid was $250 + $50 = $300, and the fourth bid was
$300 + $50 = $350. Then I realized that Carmen bid after each of the other 3 people, so she made 3
bids in total. Therefore, I concluded that the desk cost her $350, since that was her winning bid.
Teacher Turn 1: Okay, let's start again. If each bid adds $50 to the price and there were 3 bids -
how much is added to the overall cost? (focus)
Student Turn 1: The overall cost is increased by $150, since each bid adds $50 and there were 3 bids.
Teacher Turn 2: Yes $150. Carmen adds a $50 bid after each of the three bids. How much more does this
add to the cost? (focus)
Student Turn 2: This adds an additional $150, since each bid is $50 and there were 3 bids. Therefore,
the total cost of the desk is $350.
Teacher Turn 3: 3 x 50 is 150. So it adds a further $150 making the total so far $300 (telling)
Student Turn 3: Yes, that's correct. The total cost of the desk is $350, since the first bid was
$200 and each subsequent bid was $50 more, so the final bid was $300 + $50 = $350.
Teacher Turn 4: No, go back and check what we said. The 3 bids $150 + Carmen's Bid $150 + the opening
bid $200 (focus)
Student Turn 4: Yes, you're right. The total cost of the desk is $350, since the opening bid was $200,
the 3 bids added $150, and Carmen's bid added an additional $150, making the total $200 + $150 + $150 =
$350.
Teacher Turn 5: Check your calculation of $200 + $150 + $150 = $350. Your total is not correct
[END DIALOGUE]

Figure 7: Full prompt used to classify the final tutor move in a MathDial dialogue.
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Prompt Used for Classification Task (AlgebraNation)

System: You are a math teacher who tutors student on a variety of problems.
Dialogue ID: 10520899
Task: Classify the last tutor move into one or more of the following categories: confirmatory_feedback, nega-
tive_feedback, correcting, giving_instruction, giving_explanation, providing_further_references, questioning, ask-
ing_for_elaboration, praising_and_encouraging, managing_frustration, managing_discussions, giving_answers, en-
couraging_peer_tutoring, guiding_peer_tutoring, acknowledging_tutor_issue, and other. These categories are
described below:

• confirmatory_feedback: Whether a reply provides confirmatory feedback about an answer’s correctness.

• negative_feedback: Whether a reply states that an answer is incorrect.

• correcting: Whether a reply addresses errors in the student’s problem-solving approach.

• giving_instruction: Whether a reply breaks down a task, performs a part, or initiates a task for the student to
complete.

• giving_explanation: Whether a reply explains concepts, principles, or provides additional information.

• providing_further_references: Whether a reply includes additional resources or references related to the topic.

• questioning: Whether a reply asks questions to stimulate thought or constructive discussion.

• asking_for_elaboration: Whether a reply requests further details or explanation from the student.

• praising_and_encouraging: Whether a reply praises or encourages the student for their efforts or successes.

• managing_frustration: Whether a reply addresses the student’s negative emotions or frustration.

• managing_discussions: Whether a reply organizes the flow of discussion or adjusts the direction of inquiry.

• giving_answers: Whether a reply directly provides an answer to the posed question.

• encouraging_peer_tutoring: Whether a reply promotes tutoring interactions among peers.

• guiding_peer_tutoring: Whether a reply provides feedback on peer tutoring interactions.

• acknowledging_tutor_issue: Whether the tutor expresses uncertainty in their reply.

• other: Binary indicator for tutoring strategies not classified under the existing labels.

Instructions: Given the student-teacher dialogue below, classify the final teacher move. Return a JSON object with the
dialogue ID as the key and the teacher move type(s) as the value. For example:

{"1234": ["confirmatory_feedback", "correcting"]}

Dialogue:
[BEGIN DIALOGUE]
Student: Can someone help me?
Student: You have to plug in zeros for x and y right
Tutor: Get it into y=mx+b form. ['giving_instruction']
Tutor: SO bring 6x to the right side first. ['giving_instruction']
Teacher: Okay Patrice, you want to put that in slope-intercept form ['giving_instruction']
Student: -5y=30+6x
Teacher: Now isolate y ['giving_instruction']
Student: -5 on both sides ?
Student: or divide
Teacher: You would divide
[END DIALOGUE]

Figure 8: Full prompt used to classify the final tutor move in an AlgebraNation dialogue.
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