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Abstract

Multiple-Choice Tasks are one of the most com-
mon types of assessment item, due to their fea-
ture of being easy to automatically and objec-
tively grade. A key component of Multiple-
Choice Tasks are distractors – i.e., the wrong
answer options – since poor distractors affect
the overall quality of the item: e.g., if they are
obviously wrong, they are never selected. Thus,
previous research has focused extensively on
techniques for automatically generating distrac-
tors, which can be especially helpful in settings
where large pools of questions are desirable or
needed. However, there is no agreement within
the community about the techniques that are
most suited to evaluate generated distractors,
and the ones used in the literature are some-
times not aligned with how distractors perform
in real exams. In this review paper, we per-
form a comprehensive study of the approaches
which are used in the literature for evaluating
generated distractors, propose a taxonomy to
categorise them, discuss if and how they are
aligned with distractors performance in exam
settings, and what are the differences for differ-
ent question types and educational domains.

1 Introduction

Multiple-Choice Tasks are a very popular form of
students’ assessment, due to their standardised for-
mat: they are easy to (automatically) grade and they
remove subjectivity from the scoring process, and
can thus be used to quickly and efficiently assess
large numbers of students, in both high-stakes and
low-stakes settings. A challenging step of curating
high-quality Multiple-Choice Tasks – also referred
to as Multiple-Choice Questions (MCQs) – is the
generation of distractors, i.e., the incorrect options.
Indeed, high-quality distractors must satisfy sev-
eral properties (see §2.3), such as being incorrect
but plausible, and consistent with the context but
objectively wrong. The generation of high qual-
ity distractors has been shown to be challenging

even for human experts (Shin et al., 2019), and
to target this issue and generate large quantities
of distractors (which are needed for large pools
of questions) recent research has explored many
approaches to automatically generate distractors,
as discussed in two recent surveys (Awalurahman
and Budi, 2024; Alhazmi et al., 2024). According
to the assessment and testing literature (Nunnally
and Bernstein, 1994), the most reliable approach
to evaluate distractors is pretesting: new MCQs
are shown to students in exam settings, and their
response patterns are used to assess the distractors.
Unfortunately, pretesting is unfeasible when auto-
matically generating large numbers of distractors
and undesirable in some settings, e.g., due to exam
security concerns (Ha et al., 2019); thus, automat-
ically generated distractors are most commonly
evaluated with static approaches or with manual
evaluation. However, the best techniques to au-
tomatically evaluate generated distractors are not
commonly agreed across the community and the
ones used in practice are rarely aligned with the
performance of distractors in real exam settings.
Hence, in this paper, i) we perform a comprehen-
sive review of the approaches used in the literature
for automated distractor evaluation, ii) we propose
a new taxonomy to categorise them, iii) we discuss
which ones are the most aligned with pedagogi-
cal theory and with the performance of distractors
in real exam settings (also focusing on different
educational domain and question types), and iv)
provide some guidelines for future research.

2 Related Work

2.1 Distractor Generation

Two very recent surveys provide a good overview
of approaches to distractor generation and the
trends in the literature (Awalurahman and Budi,
2024; Alhazmi et al., 2024). Similarly to many
other domains, distractor generation has seen a
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rapid shift in recent years: the majority of ap-
proaches are now based on (large) language models,
in contrast with research pre-transformers which
was primarily based on traditional machine learn-
ing. We refer to the two survey papers mentioned
above for a detailed description of the different
techniques used in distractor generation.

2.2 Distractor Evaluation
The task of distractor evaluation is much less stud-
ied than distractor generation, even though it is be-
coming increasingly relevant: indeed, with modern
generative models it is very easy to experiment with
different prompts and generate a large set of distrac-
tors, and it is thus crucial to have ways to automat-
ically and reliably evaluate them. Unfortunately,
neither of the survey papers mentioned above fo-
cused sufficiently on the techniques and metrics
which are used to automatically evaluate distrac-
tors. Considering fully automated metrics, Alhazmi
et al. (2024) only mention ranking-based (Pre-
cision, Recall, F1-score, Mean Reciprocal Rank
(MRR), Normalized Discounted Cumulative Gain
(NDCG), and Mean Average Precision (MAP)) and
n-gram metrics (BLUE, ROUGE, and METEOR),
while Awalurahman and Budi (2024) only men-
tions BLEU, ROUGE and METEOR. While these
are all metrics that are indeed used in the litera-
ture, this list leaves out many others, which are
very relevant and potentially more aligned with the
performance of distractors in exam settings.

Few papers have distractor evaluation as main
focus, proposing automated approaches for the
task. Pho et al. (2015) work on distractors that are
Named Entities in a knowledge graph, and propose
an approach to evaluate them based on the syntac-
tic and semantic relation between the distractors
and the correct answer, and their relatedness in the
graph. Ghanem and Fyshe (2023) generate “bad
distractors” and train a model to estimate whether a
given distractor is good or bad. Finally, Raina et al.
(2023) propose an ensemble of three metrics which
are meant to measure the incorrectness, plausibility,
and diversity of distractors.

2.3 About Good Distractors
The educational literature is rich in recommenda-
tions and guidelines on how to create good distrac-
tors for MCQs. Ideally, these guidelines should be
implemented within the models for automated dis-
tractor generation and evaluation, but our literature
review suggests that in many cases the approaches

used for evaluating automatically generated distrac-
tors in the NLP and AI for Education communities
are somewhat disconnected from them. It is im-
portant to note that there are differences between
educational domains – e.g., guidelines for lan-
guage learning and mathematics cannot be exactly
the same – but there are many common aspects.
Distractors that are too easy fail to assess students’
true understanding, while those that are too difficult
or misleading can cause confusion and frustration;
thus, distractors should be plausible, but objectively
unacceptable (Yeung et al., 2019). Potentially, dis-
tractors should try to capture the common errors
and misconceptions of students (Lee et al., 2016;
Scarlatos et al., 2024), which enables targeted inter-
ventions. Also, distractors should be independent
from one another, otherwise one or more could
be excluded with logical reasoning, thus hinder-
ing the quality of the question. Distractors should
be semantically and grammatically coherent with
the context (Ghanem and Fyshe, 2023; Gao et al.,
2019), and similar in length, style, and grammatical
form to the correct answer (Pho et al., 2015). In
language pedagogy literature, there is the recom-
mendation that the target word and the distractors
belong to the same word class (Heaton, 1988), ide-
ally being “false synonyms” (Goodrich, 1977).

3 Taxonomy

Figure 1 presents the taxonomy we propose to cate-
gorise approaches from the previous literature. We
group the different approaches based on the type
of information that they use for evaluation. Dy-
namic approaches are based on learners’ answers,
and static approaches leverage only the textual
information from the distractors (and potentially
the correct answer, the question, and the reading
passage). Dynamic approaches (§4), and specifi-
cally Traditional Distractor Analysis, can be seen
as the gold standard, since they are based on stu-
dents’ responses and are an actual measurement
of how distractors perform in exam settings; they
can be further divided into approaches based on
real students and the ones based on responses from
Question Answering (QA) models. On the other
hand, static approaches (§5) can be seen as an al-
ternative to dynamic ones, as they can be used
when it is unfeasible to obtain students’ responses.
Static approaches can be further divided into three
groups: i) comparative approaches evaluate gener-
ated distractors by comparing them to some refer-
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DE
Manual Evaluation

Automated Evaluation

Dynamic §4

Traditional Distractor Analysis §4.1

Based on AI models §4.2

Others §4.3

Static §5

Comparative §5.1

String Matching

Hybrid

Semantic SimilarityStand-alone §5.2

Learned §5.3

Figure 1: The taxonomy we propose to categorize the different approaches for Distractor Evaluation (DE).

ence ones, which are considered as gold standard,
ii) stand-alone approaches consist in computing
some measures of similarity between distractors
and between distractors and the correct answer,
and iii) learned approaches are machine learning
models trained to predict the quality of generated
distractors. From a practical point of view, there
are notable similarities between distractor gener-
ation evaluation and difficulty estimation. In dif-
ficulty estimation, the gold standard is difficulty
from pretesting – e.g., from Item Response The-
ory (Hambleton and Swaminathan, 2013) – but
approaches have been proposed for difficulty esti-
mation from text for when students’ responses are
not available (Benedetto et al., 2022).

Previous approaches are described in Sections 4
and 5, and Table 1 provides an overview of all the
papers we discuss in this survey, grouped according
to the proposed taxonomy. The table also shows
the educational domain which each paper worked
on, whether manual evaluation is used in addition
to automated evaluation metrics, and whether dis-
tractors are evaluated individually or as a set.

4 Dynamic Approaches

Dynamic approaches to distractor analysis use stu-
dents’ responses to measure how well distractors
perform in exams. They can be further divided into
traditional distractor analysis §4.1 and AI-based
dynamic approaches §4.2, depending on whether
human or virtual students’ responses are used.

Traditional distractor analysis is most commonly
used in the Education and Assessment literature:
it studies how distractors perform in real exams,
observing the response patterns of human students,
and can thus be considered the optimal approach

to distractor evaluation. When it is unfeasible to
use traditional distractor analysis due to cost, time
constraints, or concerns about safety, AI-based dy-
namic approaches can be used. These are based on
same techniques, but use the responses of QA mod-
els as a proxy for the responses from real students.
Similar to difficulty estimation tasks, which are
ideally performed via pretesting with real learners,
research explored the possibility of using machine
learning and AI to simulate it (Benedetto et al.,
2022; AlKhuzaey et al., 2021). This includes the
setting of virtual pretesting, which became more
popular in recent years (Park et al., 2024; Uto et al.,
2024; Benedetto et al., 2024).

Previous research also experimented with some
approaches based on the responses of human learn-
ers but different from the ones used in traditional
distractor analysis; they will be discussed in §4.3.

4.1 Traditional Distractor Analysis

Traditional distractor analysis is based on studying
how often distractors are selected, and which is
the (average) skill level of the learners selecting
different distractors. Again, these metrics are based
on how distractors perform in real exam settings,
thus can be considered as the optimal ones.

Distractors that are never (or rarely) selected by
students are poor distractors (Nunnally and Bern-
stein, 1994); the rule of thumb mentioned in several
papers is that each distractor should be selected by
at least 5% of the students (Haladyna and Down-
ing, 1993), with the exception of very easy MCQs,
which are correctly answered by more than 90% of
the students (Gierl et al., 2017). Only three articles
evaluate automatically generated distractors using
the frequency with which participants select each
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of them: (Aldabe and Maritxalar, 2010; Zhang and
VanLehn, 2021; Lee et al., 2016).

Another indication of distractor quality from the
Education literature is the difference between the
number of students selecting each distractor and
the number of students selecting the correct answer:
if a distractor is chosen more often than the cor-
rect answer, this is probably an indication of poor
instructions or a misleading question (Nunnally
and Bernstein, 1994). We did not find any paper
evaluating generated distractors with this metric.

Lastly, since a good distractor is one that is se-
lected by students who perform poorly and ignored
by those who perform well (Gronlund, 1968), dis-
tractors that are selected by students that are (on
average) of higher skill level than the students se-
lecting the correct choice are poor distractors. We
found only two papers using this factor to evaluate
automatically generated distractors: Mitkov and Ha
(2003) and Lee et al. (2025) divide students into
a group of highly skilled students and a group of
beginners, and label distractors that are selected by
more students in the upper group than by students
in the lower group as poor distractors.

4.2 AI-based Dynamic Approaches
Fundamentally, these use measurements similar
to the ones from traditional distractor analysis, but
based on the responses from QA models rather than
human learners. Using machine learning models
as a proxy of students, they should be validated
accordingly. This is rarely done in the literature.

Chung et al. (2020) make the assumption that
poor distractors will reduce the difficulty of the
MCQ task for a QA model, thus use accuracy as
an indicator of distractor quality, by comparing dis-
tractors generated with different models: the higher
the accuracy, the worse the quality of the distrac-
tors. Similarly, Offerijns et al. (2020) study how
the accuracy of a QA model changes when using
manually-curated distractors rather than automati-
cally generated ones: they observe that results are
similar, thus claim that the generated distractors
are on-par with the human-curated ones.

Guo et al. (2024) use the generated distractors
to augment a dataset, which is then used to train
a QA model. The quality of generated distractors
is evaluated by measuring the QA accuracy on a
separate test set: a better performance on the test
set would indicate that the generated distractors
were effective for training the model, and thus they
are good distractors.

4.3 Others

Some papers use human responses for distractor
evaluation, but in a setting different from traditional
distractor analysis. Kalpakchi and Boye (2021) re-
cruit participants on a crowd-sourcing platform and
ask them to answer reading comprehension MCQs
without providing them with reading passages. The
authors claim that this approach can evaluate the
plausibility of distractors by measuring how often
they are selected. Luo et al. (2024) compare the
response accuracy of three students on questions
with distractors generated with different models,
and claim that lower accuracy in responding to a
question would indicate that there were better dis-
tractors. Yoshimi et al. (2023) evaluate distractors
by measuring how the response accuracy of human
annotators changes when using the original com-
pared to generated distractors, aiming to make the
accuracy as close as possible in the two settings.
This is similar to the approach by Offerijns et al.
(2020) but using humans rather than QA models.

5 Static Approaches

Static approaches evaluate distractors using only
the content of the items, without considering learn-
ers’ responses. Importantly, most of these ap-
proaches are not aligned per se with how distrac-
tors would perform in real exam settings, thus they
should be validated (but often are not, in previous
literature). They can be divided into Comparative,
Stand-alone, and Learned approaches.

5.1 Comparative

Comparative approaches are based on a compar-
ison between generated distractors and the refer-
ence ones available in the test dataset: this assumes
that these reference distractors are of good quality
and are the only distractors of good quality for a
question. In other words, any generated distrac-
tor which is different from the reference ones is
massively penalised. Both assumptions are some-
what problematic for distractor evaluation: experi-
mental datasets often do not contain high-quality
pretested questions (particularly the publicly avail-
able ones), and it might happen that other distrac-
tors are as effective, if not better, than the ones in
the datasets. This disadvantage comes from the
fact that most comparative approaches were not
originally thought of for distractor evaluation, but
rather for Machine Translation, and thus have fun-
damental issues when it comes to distractor eval-
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uation (Rodriguez-Torrealba et al. (2022); Taslim-
ipoor et al. (2024), inter alia). However, even with
these major shortcomings, they are by far most
commonly used approaches to evaluate new dis-
tractor generation models, due to their popularity
and ease of implementation.

5.1.1 String Matching
String matching is the single most frequently used
approach for distractor evaluation in the literature.
Most papers used BLEU (Papineni et al., 2002)
and/or ROUGE (Lin, 2004) to compare the gen-
erated distractors with reference ones in the ex-
perimental datasets (see Table 2 for the list of all
papers). Other common metrics are Precision, Re-
call, F1-score, MRR, and NDCG (the list of papers
is shown in Table 3). Notably, this distinction is
also due to the fact that papers in the two tables
mostly work on different types of questions: pa-
pers in 2 mainly work with reading comprehension
questions with longer text answers, while papers in
3 mainly work with either cloze items or science
tests with single word or named entity answers.

Paper BLEU ROUGE
(Gao et al., 2019) X X
(Zhou et al., 2019) X X
(Chung et al., 2020) X X
(Qiu et al., 2020) X X
(Maurya and Desarkar, 2020) X X
(Offerijns et al., 2020) X X
(Rodriguez-Torrealba et al., 2022) X X
(Xie et al., 2022) X X
(Qu et al., 2023) X X
(Login, 2024) X X
(Zhou and Li, 2024) X X
(Qu et al., 2024) X X
(De-Fitero-Dominguez et al., 2024) X X
(Luo et al., 2024) X
(Lin et al., 2024) X X
(Taslimipoor et al., 2024) X
(Wang et al., 2025) X X

Table 2: List of papers using BLEU and/or ROUGE.

Other papers evaluated generated distractors us-
ing metrics based on string matching, but different
from the metrics mentioned above. Liang et al.
(2018) and Bitew et al. (2022) use Mean Aver-
age Precision, Luo et al. (2024) use Accuracy, and
Kalpakchi and Boye (2021) measures the fraction
of MCQs for which at least one generated distractor
matches one of the reference ones.

McNichols et al. (2023); Feng et al. (2024); Fer-
nandez et al. (2024), and McNichols et al. (2024)
(all working on maths questions) define and use
three alignment-based metrics: i) partial match

Paper Pr
ec

is
io

n

R
ec

al
l

F1 M
R

R

N
D

C
G

(Liang et al., 2018) X X X X
(Kalpakchi and Boye, 2021) X
(Ren and Zhu, 2021) X X X X
(Bitew et al., 2022) X X X
(Chiang et al., 2022) X X X X
(Panda et al., 2022) X X
(Wang et al., 2023) X X X
(Yoshimi et al., 2023) X
(Dutulescu et al., 2024) X X X X
(Yu et al., 2024) X X X X X

Table 3: List of papers using Precision, Recall, F1 score,
Mean Reciprocal Rank, or NDCG for evaluation.

evaluates whether at least one of the generated dis-
tractors matches one of the reference ones, ii) exact
match evaluates whether all the generated distrac-
tors match the reference ones, and iii) proportional
match measures the proportion of generated dis-
tractors which match the reference ones. In addi-
tion to these three metrics, Scarlatos et al. (2024)
define weighted proportional, which is a reinterpre-
tation of the proportional match: it re-weights each
“match” in the proportional metric giving more im-
portance to reference distractors which are most
commonly selected by students. Notably, consid-
ering all the evaluation metrics based on string
matching, this weighted proportional is the only
one which explicitly takes into consideration how
well distractors perform in real exams.

5.1.2 Semantic Similarity
Several articles evaluate generated distractors by
measuring their semantic similarity to the reference
ones, using diverse techniques for capturing the se-
mantic meaning of distractors and their distance
from the reference ones. While this is arguably
more reliable than string matching, it still relies
entirely on the quality of distractors in the exper-
imental dataset. The most common approach is
BERTScore (Zhang et al., 2019), which is used
by Login (2024); Qu et al. (2024, 2023) to com-
pute the similarity between generated distractors
and the reference ones. Other embedding tech-
niques are used in other articles: Ren and Zhu
(2021) use Word2Vec (Mikolov et al., 2013), Mau-
rya and Desarkar (2020) use BERT (Devlin et al.,
2019) embeddings, and more recently Taslimipoor
et al. (2024) apply Sentence-BERT (Reimers and
Gurevych, 2019) to compute similarity. Notably,
no one of these papers give weights to how differ-
ent reference distractors perform in real exams.
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5.1.3 Hybrid lexical-semantic
As a middle-ground between the purely lexical
string matching approach described in §5.1 and
the semantic embeddings from §5.1.2, some pa-
pers used METEOR (Banerjee and Lavie, 2005)
for evaluating the similarity between generated and
reference distractors. Specifically, it was used by
Login (2024); Zhou and Li (2024); Maurya and De-
sarkar (2020); Xie et al. (2022); Lin et al. (2024).
This has the same limitations as the approaches
described above, as it relies entirely on the quality
of the reference distractors, and implies that those
are the only good distractors for a given question.

5.2 Stand-alone Approaches

Stand-alone approaches are all the evaluation tech-
niques which are based on textual information only
and do not rely on reference distractors. As such,
they are meant to detect high-quality distractors
even when these do not match some reference ones,
and are not susceptible to low-quality distractors in
the reference data. Most of these evaluation metrics
are meant to capture the plausibility and diversity
requirements of good distractors.

5.2.1 Estimating plausibility
Pho et al. (2015) focus on the relatedness be-
tween the distractors and the correct answer op-
tion, primarily working on questions whose re-
sponses are named entities. The semantic similarity
is then measured looking at the distance between
the named entities of each distractor and the correct
answer option in a taxonomy of named entities.

Plausibility is modelled as the cosine similarity
between each generated distractor and the correct
answer option in (Rodriguez-Torrealba et al., 2022;
De-Fitero-Dominguez et al., 2024). The authors
state that higher similarity to the correct answer
option means better distractors and use such ap-
proach for evaluating the distractors. Still, they
do not study the correlation between the results
obtained with their evaluation metric and an evalu-
ation based on students’ responses, thus this metric
might reward distractors which are too close to the
correct answer, and thus low quality.

A different take on plausibility is taken by Raina
et al. (2023): they define plausibility as the sum of
the confidence scores of a multiclass QA model for
each of the distractors. This approach assumes that
the confidence of a MCQA model is a good proxy
of the confidence of real students, and evaluates this
assumption by using a dataset which provides sta-

tistical information about how often distractors in
the dataset are selected by real students (Mullooly
et al., 2023); this is one of few works validating the
metrics used for distractor evaluation.

5.2.2 Estimating diversity
More papers focused on studying the diversity of
generated distractors, using Pairwise-BLEU, Dis-
tinct (Li et al., 2016), or other techniques. Pairwise-
BLEU is used by Qu et al. (2023) and Wang et al.
(2025), while Distinct is used by Qu et al. (2024)
and Qu et al. (2023). Two different approaches are
used by Raina et al. (2023), who use the BERT
Equivalence Metric (BEM) (Bulian et al., 2022),
and Taslimipoor et al. (2024), who use Sentence-
BERT to measure the semantic similarity between
different generated distractors. In all these papers
the authors claim that high diversity is desirable,
hence similarity between distractors should be low.

5.2.3 Others
Kalpakchi and Boye (2021) propose a set of eval-
uation metrics, including several stand-alone ap-
proaches different from all the approaches used
by other papers. Most of them are filters which
could actually be implemented within a DG model
itself, and include measures such as i) the fraction
of MCQs with two or more generated distractors
which are equal, ii) the fraction of MCQs for which
generated distractor match the correct answer, and
others (we refer to the paper for the full list).

5.3 Learned Approaches

Learned evaluation metrics are machine learning
models – with different architectures – specifically
trained to evaluate the quality of generated distrac-
tors. Several approaches have been used in the
literature, and they try to capture different charac-
teristics that good distractors are expected to have.
Notably, these approaches are on average the most
recent of all the papers surveyed.

The first learned metric to evaluate generated
distractors was proposed by Ghanem and Fyshe
(2023), which is one of the few papers exclusively
focusing on the evaluation of generated distractors.
The proposed approach consists in automatically
generating bad distractors, and training a model
to estimate whether a distractor is good or bad (i.e.
binary classification); the metric is validated with
manual evaluation. A similar approach is used by
Raina et al. (2023) and Qu et al. (2024). In the first
paper, a model is trained to distinguish between
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the correct answer option and the distractors, in
a binary classification setting; the probability that
such trained model assigns to each distractor (more
specifically, 1 − P ) indicates how incorrect each
distractor is. 1 In the latter, an Alberta model is
trained to predict whether a given distractor is a
correct answer to the corresponding question, and
return a classification score in the range [0, 100];
the authors refer to this as faithful score.

Three papers focused on learned approaches to
estimate the plausibility of generated distractors.
In two of them (McNichols et al., 2023; Feng et al.,
2024) the authors, who define plausibility as the
likelihood of a distractor being selected by real
students, compute it by training a BERT-based ma-
chine learning model on real students’ responses
to predict the fraction of students selecting each
distractor. The trained model assigns a probability
score to each distractor, and these scores are then
combined in two ways: i) by summing the selection
probability of all distractors, and ii) by computing
the entropy among them (to make sure that all are
selected with reasonable frequency by students).
In the third (Lee et al., 2025), the authors train a
pairwise ranker to select, given a pair of distractors,
the more plausible. Ground truth plausibility is es-
timated from students’ responses, thus this metric
is aligned distractor performance in exam settings.

Finally, in one paper which performs distractor
generation via reinforcement learning from pref-
erence feedback (Wang et al., 2025), the authors
leverage the same reward model that was used in
training during the reinforcement learning phase to
then evaluate the generated distractors.

6 Discussion

6.1 Alignment with exam performance

Considering all the evaluation approaches de-
scribed above, the only ones which are by definition
aligned with how distractors perform in real exam
settings are the techniques from traditional distrac-
tor analysis (§4.1), since they evaluate distractors
based on the responses of real students. We ar-
gue that these approaches should be used whenever
possible. Unfortunately, in most cases, that is not
feasible, and some alternative approaches have to
be used. In all these cases, it is important to validate
the evaluation approach to ensure that they align
with the exam performance of distractors, but this

1The metric is validated using student response data from
a publicly available dataset (Mullooly et al., 2023).

is rarely done in the literature. The main reason for
this is that most of the publicly available datasets –
e.g., RACE (Lai et al., 2017), SQuAD (Rajpurkar
et al., 2016), or the MCQ dataset by Ren and Zhu
(2021) – do not provide such information, thus it
is impossible to properly validate the evaluation
metrics on them and all evaluations are built upon
weak foundations. One notable exception is the
Cambridge MCQ Reading Dataset (Mullooly et al.,
2023), which contains an indication of how often
distractors are selected by students in real exam
settings: the dataset contains both good and bad
distractors, and can thus be used to validate differ-
ent evaluation metrics. Similarly, private datasets,
such as the Eedi dataset used by Scarlatos et al.
(2024) and others, likely contain statistics about
students’ responses, and thus provide the informa-
tion needed to validate the evaluation metrics (as
it is done for the weighted proportional metric de-
scribed in §5.1.1). However, they are inaccessible
for the wider research community.

6.2 Evaluating individual distractors and
distractor sets

The taxonomy proposed in §3 categorises evalua-
tion metrics based on the information used for eval-
uating generated distractors. However, another rel-
evant dimension to consider is whether evaluation
metrics work on individual distractors or distrac-
tors as a set of options. Indeed, distractors should
ideally be evaluated with both, since they capture
different aspects in relation to designing a good
question item. The number of papers that evaluate
distractors individually is an overwhelming major-
ity in the literature, and only few use metrics that
consider distractors as a set, as shown in Table 1.

All the comparative approaches in §5.1 focus
on evaluating individual distractors. While this is
very relevant, as it can help detect distractors which
are too close to or too far from the correct answer
option, it is a suboptimal evaluation. Indeed, in real
exam settings distractors are shown to students in a
set of (usually) four items (one being correct), and
distractor evaluation metrics should also consider
the similarity and differences between the distrac-
tors – thus evaluating sets of distractors. Notably,
even considering the papers which perform a man-
ual evaluation of the distractors, these are evaluated
individually (e.g., annotators are asked to classify
each of them as acceptable or not acceptable (al-
though out of the main scope of this survey paper,
we include an analysis of manual evaluation in the
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appendix §A). From our analysis, a total of 15 pa-
pers (out of the 40 doing automated evaluation) use
automated metrics that evaluate distractors as a set
rather than as individual items.

6.3 Educational domains and question types
In the context of distractor generation and evalu-
ation for MCQs, question types and educational
domains play a crucial role in designing effective
evaluation metrics. These factors influence the
characteristics of distractors and the criteria used
to assess their quality. The subject or educational
domain influences the complexity, language, and
knowledge required for distractor evaluation. For
instance, in science and mathematics, evaluation
metrics should check for scientific validity or in
language learning, like in reading comprehension
questions, evaluation should assess linguistic simi-
larity and conceptual relevance. These aspects of
evaluation have not been investigated explicitly in
the literature, however we can see that for exam-
ple almost all papers experimenting with the RACE
dataset for reading comprehension, evaluate distrac-
tors using metrics from machine translation (see
Table 2) while most distractor generations in the
domain of science (Liang et al., 2018; Ren and Zhu,
2021; Bitew et al., 2022; Dutulescu et al., 2024) or
with Cloze-style questions (where answers and dis-
tractors are single words or named entities) (Chiang
et al., 2022; Panda et al., 2022; Wang et al., 2023;
Yoshimi et al., 2023; Yu et al., 2024) are mainly
evaluated using ranking based statistical measures
(see Table 3).

6.4 About manual evaluation
Although not discussed in this survey, since our
focus is on automated metrics which could be used
in an automated generation and evaluation pipeline,
manual evaluation is still used by the majority of
papers (see Appendix A), sometimes in addition
to the automated metrics and in other cases as the
single evaluation approach. Annotators are domain
experts, or the authors themselves, or recruited
from crowd-sourcing platform – thus leading to
annotations of varying reliability.

7 Conclusions

In this survey paper we have performed a compre-
hensive study of the metrics and techniques which
are used to automatically evaluate generated dis-
tractors in the context of Multiple-Choice Tasks,
and have proposed a taxonomy to categorise them.

We have seen that there is not a commonly agreed
metric in the literature, and different authors and re-
search groups tend to use different evaluation tech-
niques. Most importantly, the metrics which are
most commonly used in the literature (e.g., BLEU
and ROUGE) are sub-optimal and arguably not
aligned with how distractors actually perform in
exams: indeed, they evaluate newly generated dis-
tractors by comparing them with some reference
ones assuming that the references are i) of high
quality and ii) the only distractors of high quality
that can be created for the given question. Both
assumptions are very strong, and not really sup-
ported by previous research, especially for publicly
available datasets such as RACE (which is one of
the most commonly used datasets).

Ideally, distractors should be evaluated with Tra-
ditional Distractor Analysis (i.e., with real learn-
ers) but, when this is not possible, the evaluation
metrics used in its place should aim at being more
aligned with how distractors perform in real exam
settings and with the requirements that good dis-
tractors are expected to satisfy (according to vast
literature from Education and Assessment), such
as being consistent and coherent with the question
and the correct option, and being plausible enough
to distract learners. This highlights the need for
validating the evaluation metrics which are used in
distractor generation and evaluation settings and
developing new, more aligned, ones. The develop-
ment of such metrics should also take into consider-
ation the differences between different educational
domains, as the requirement might be different de-
pending on the specific application scenario.

Limitations

When collecting the papers to review, we have per-
formed several searches and used snow-balling to
collect all the relevant publications which we could
find. However, there is always a possibility that we
might have missed some relevant research works.
Also, we have highlighted the limitations of the cur-
rent approaches to distractor evaluation, and this
survey paper serves as motivation to focus more on
the evaluation of distractors but, at this stage, we
do not have an alternative approach to propose that
might target these issues (yet).
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A On Manual Evaluation

Even though manual evaluation is not scalable to
large amounts of distractors and cannot be used in
a fully-automated content generation pipeline, it is
still the most commonly used approach to evaluated
distractors in distractor generation papers. From
our analysis, a total of 23 papers out of 40 use man-
ual evaluation in addition to automated evaluation;
in addition to these, we also find 9 papers where
the manual annotation is the only evaluation that is
performed.

There are not commonly agreed guidelines on
how to evaluate the distractors manually, and differ-
ent papers follow different approaches and provide
different labels, in some cases limiting the anno-
tation to good and bad distractors, and in some
other cases ranking on a Likert scale (e.g., from
1 to 5) some aspects of the distractors. In general,
we observe that the annotators are either asked
to provide an overall evaluation of the distractors
(i.e., whether they are good distractors), or evaluate
them according to the following aspects: plausibil-
ity (also referred to as distracting ability), fluency,
coherence with the text (also referred to as valid-
ity), diversity (between the generated distractors),
and being related to students’ misconceptions. No-
tably, only two papers explicitly ask annotators to
evaluate the diversity of the generated distractors
– thus evaluating them as a set – and most of the
papers perform an evaluation of individual distrac-
tors. Table 4 provides an overview of which of
these aspects are considered in the different papers
which perform manual evaluation of distractors.
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