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Abstract

Identifying instances of first language (L1)
transfer – the application of the linguistics struc-
tures of a speaker’s first language to their sec-
ond language(s) – can facilitate second lan-
guage (L2) learning as it can inform learn-
ing and teaching resources, especially when
instances of negative transfer (that is, interfer-
ence) can be identified. While studies of trans-
fer between two languages A and B require a
priori linguistic structures to be analyzed with
three datasets (data from L1 speakers of lan-
guage A, L1 speakers of language B, and L2
speakers of A or B), native language identifica-
tion (NLI) – a machine learning task to predict
one’s L1 based on one’s L2 production – has
the advantage to detect instances of subtle and
unpredicted transfer, casting a "wide net" to
capture patterns of transfer that were missed
before (Jarvis and Crossley, 2018). This study
aims to apply NLI tasks to find potential in-
stances of transfer of collocations. Our results,
compared to previous transfer studies, indicate
that NLI can be used to reveal collocation trans-
fer, also in understudied L2 languages.

1 Introduction

The investigation of first language (L1) transfer
is fascinating not only because it reveals how the
brain processes two languages, but also because the
identification of L1 transfer can help direct learning
and teaching resources to areas where transfer, es-
pecially negative transfer, interferes with efficient
communication. Corpus (learner production) data
provide valuable insights into identifying instances
of L1 transfer on L2 production. For L1 language
A and L2 language B, transfer effect can be tested
– given data of L1 speakers of A, L1 speakers of
B, and L2 speakers of B – based on intragroup
homogeneity (the distribution of the candidate of
transfer need to be homogenous in this L1 group),
intergroup heterogeneity (it is not the case that the
distribution of the candidate of transfer is the same

across all different backgrounds of L1s), and intra-
L1-group congruity (the linguistic pattern of the
candidate of transfer can be found in the native
production of the L1 language) (Jarvis, 2000) to
confirm that the proposed instances of linguistic
structures come indeed from L1 transfer. The limi-
tation of this approach is that 1) one needs to start
with a priori linguistic structures to test, and 2) the
L1 and L2 languages one can work with depend
not only on available L2 data but also L1 data.

On the other hand, Native Language Identifica-
tion (NLI) (Koppel et al., 2005; Malmasi and Dras,
2015; Markov et al., 2020; Ionescu and Popescu,
2017; Lotfi et al., 2020), a machine learning task
that aims to identify the L1 of a language user
based on their L2 production, is particularly appli-
cable to the study of L2 learning because it can
reveal transfer patterns between L1 and L2. Lin-
guistic features that have high predictive power to
identify the L1 background of a language producer
can distinguish these speakers from those of other
L1 backgrounds, i.e., features highly possible with
intergroup heterogeneity and intragroup homogene-
ity. Therefore, NLI models can be used to identify
potential instances of linguistic transfer (or transfer
candidates) for multiple L1/L2 pairs.

This study aims to test the potential of leveraging
NLI to find instances of transfer, and specifically,
those of collocations (frequently co-occurring lex-
ical combinations within a phrase). We focus on
collocations for the following reasons. First, col-
locations are easily interpretable features. They
are units of formulaic language that reveal psycho-
logical associations between words in the mental
lexicon (Hoey, 2005). Compared to other common
features of NLI tasks, such as syntactical structures
(e.g., n-grams of part-of-speech tags and depen-
dency tags) and pure lexical features that ignore
word-dependency relationships (word and charac-
ter n–grams), collocations features can be imple-
mented in L2 pedagogy more straightforwardly.
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Second, studies have found that second language
learners tend to struggle with collocation acqui-
sition (Nesselhauf, 2003; Laufer and Waldman,
2011), and L1 collocations interfere with L2 pro-
duction (Paquot, 2013; Wu and Tissari, 2021). This
may lead to communication inefficiency (e.g., the
use of ’deliver a discussion’ instead of ’hold a dis-
cussion’), and thus, identifying transfer of colloca-
tions can facilitate L2 production.

We ask the following research questions: 1) In
this NLI task, do collocation features with high
predictive power align with those identified for this
specific L1/L2 pair in previous analyses? In other
words, does the machine actually select those that
are highly likely to be collocation transfer? 2) Why
do we observe low performance for some L1s? In
order to address the first question, we built a ridge
classifier with collocations as features, selected two
L1s, and compared the features with high coeffi-
cient values to the findings of previous transfer
studies. To address the second question, we per-
formed hierarchical clustering and compared it to
the confusion matrix.

Testing on English L2 data (15 L1s, 5,600 pieces
of writing), our positive NLI results suggest that
this method can be used to cast a broad net to
capture collocation transfer for multiple L1s, and
specifically for understudied L2 languages.

2 Literature Review

2.1 Collocations and L1 transfer

Collocations, or words that often occur together
within a phrase (Sinclair, 1991; Cowie, 2006), are
units of formulaic language revealing psychologi-
cal associations between words in the mental lexi-
con. Collocation frequencies affect native speakers’
perception (Hilpert, 2008), processing (Kapatsinski
and Radicke, 2009), and priming effects (Durrant
and Doherty, 2010). These effects can be explained
by the knowledge the mind has accumulated from
the frequent association of a word. In other words,
processing of a word primes the mind to activate
words that frequently occur with it.

Moreover, research has shown that L1 colloca-
tion knowledge impacts L2 production (e.g., Laufer
and Waldman 2011; Paquot 2013; Wu and Tissari
2021) and processing (e.g., Wolter and Gyllstad
2011; Cangır and Durrant 2021). For instance, Wu
and Tissari (2021) found that Chinese learners of
English use fewer types of intensifiers with verbs
compared to native English writers, which can be

explained by the fewer number of intensifiers in
Chinese compared to English. Psycholinguistic
tests also show that the L1 affects the processing of
collocations in the L2. Wolter and Gyllstad (2011),
using lexical decision task, found that, for Swedish
learners of English, an L2 verb-noun collocation
congruent with the L1 tends to be processed faster
in general than an L2 collocation that has no trans-
lation equivalent in Swedish. Cangır and Durrant
(2021), also using lexical decision task, even found
cross-linguistic transfer effects in Turkish learners
of English, who demonstrated positive priming ef-
fects with adjective-noun collocations when seeing
the adjective in Turkish and the noun in English.
These findings suggest that lexical knowledge of
the L1 impacts both the production and processing
of L2 collocations.

Besides the impact on production and process-
ing, studies have also found that L2 learners tend
to struggle with collocation acquisition. Focusing
on verb-noun collocations produced by Hebrew
learners of English, Laufer and Waldman (2011)
found that learners underuse the collocations that
native speakers frequently use, and L1 influence
probably caused them to choose erroneous verb-
noun combinations. Nesselhauf (2003) also found
that learners have difficulty acquiring native-like
L2 collocations: Using learner production from the
German Corpus of Learner English (GeCLE), she
found that more than half of the verb-noun collo-
cations produced by German learners of English
were erroneous or questionable.

2.2 Native language identification
The basic idea behind native language identifi-
cation is that the native language impacts one’s
second language (Krashen, 1981), leaving "finger-
prints" on L2 production. NLI can thus detect the
linguistic features of transfer and the extent of trans-
fer. Jarvis calls this a "detection-based approach",
i.e., leveraging the intragroup homogeneity and in-
tergroup heterogeneity, which signals group-based
behavior that is distinct from other L1 groups,
to capture linguistic transfer features (Jarvis and
Crossley, 2018). Another method to identify lin-
guistic transfer is the so-called "comparison-based
approach", where one leverages statistical signifi-
cance tests to find evidence from group-based be-
havior and rules out other factors that could po-
tentially lead to its occurrence (i.e., topic, profi-
ciency) using comparison to source-based behavior.
Both approaches have different strengths: While
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the "comparison-based approach" is good at rul-
ing out false-positive findings (i.e., identifying a
feature as transfer while actually it is not), the
"detection-based approach" excels in finding sub-
tle, unpredicted, or indirect features of transfer that
do not align with the L1 language (e.g., avoidance
of certain structures, over corrections) (Jarvis and
Crossley, 2018).

Frequent linguistic features used in NLI include
lexical features (e.g., word frequencies and word
n-grams) and syntactic features (e.g., dependency
relationships n-grams, part-of-speech (POS) tag
frequencies and POS n-grams) (see Goswami et al.,
2024 for a review of NLI studies). While these
studies focused on feature engineering and model
performance, only a few (e.g., Liu et al., 2022)
investigated the interpretability of these models
or implications regarding cross-linguistic impact
(Goswami et al., 2024). Because collocations are
regarded as formulaic language expressions stored
in one’s language repertoire and hence readily in-
terpretable, they are chosen as features in this study
to showcase the potential of the NLI task as a tool
to reveal language transfer patterns.

3 Method

3.1 Data

We use the International Corpus of Learner En-
glish (Granger et al., 2020), a corpus of college
student essays, as the training and testing corpus.
L1s whose number of essays is fewer than two per-
cent of the whole data size are excluded, with 15
L1s (Russian, Finnish, Spanish, Czech, Norwegian,
Chinese, Turkish, Japanese, French, Bulgarian, Ital-
ian, Tswana, Swedish, Polish, German) remaining
in the study. The sample size of each L1 is un-
balanced (mean = 379, standard deviation = 171),
with L1 Chinese as the largest group (N = 980)
contributing approximately 16% of the total sam-
ple size, and L1 Finnish as the smallest group (N
= 230) contributing less than 4% of the total size.
On average, each text is about 600 words.

The best clue for topic information of each es-
say is its prompt, which can be found from the
ICLE metadata. In some L1 groups, each prompt
is shared among tens to hundreds of essays (e.g.,
Bulgarian), while in others, a significant portion of
the essays use idiosyncratic prompts. See Figure 1
for the frequency of prompts in each L1 group.
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Figure 1: A histogram of the relative frequency of
prompts in each L1 groups. Bars represent unique
prompts, sorted by their relative frequencies in the L1
group.

3.2 Feature extraction, reduction, and
topic-influence removal

The collocation features’ structures, categories, and
lengths are adopted from previous L2 collocation
studies. Four structures of collocations are used:
1) adverb-verb pairs (Wu and Tissari, 2021), 2)
a three-word bundle with a verb (Paquot, 2013),
3) verb-noun pairs (Nesselhauf, 2003), and 4)
adjective-noun pairs (Siyanova and Schmitt, 2008).
Dependency parsing information (derived from the
Python package spaCy Honnibal et al. 2020) is
used to ensure that the extracted features are in-
deed collocations, not just neighboring words: 1)
the adverb is a child of (i.e., modifies) the verb, the
adjective is the child (i.e., modifies) the noun, and
the noun is a child (i.e., an object) of the verb, 2) in
the three-word bundle that contains a verb, the verb
is a member of the ancestors of the two other words,
so the three-word bundle does not spread across
the clause whose root is the verb (for instance, in
the sentence "The unicorn who can fly, surprisingly,
can also sing", surprisingly does not modify fly;
if parsed correctly, surprisingly is not a child of
fly, hence can fly surprisingly is not counted as a
feature).

To achieve a balance between the number of fea-
tures and model performance, and to address topic
influence on lexical features, the following feature
filtering steps are used together with 10-fold cross-
validation. First, collocates used by at least n%
of texts from an L1 group are selected as training
features. To ensure that the word bundles were
used homogeneously in an L1 group and heteroge-
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neously in other L1 groups, one-way ANOVA test
is applied to the lexical features (Paquot, 2013).

In order to address the topic’s influence on lex-
ical features, we approximated the dispersion of
prompts where a feature appears via its entropy
value. A collocation that is independent from topic
influence is likely to appear in all prompts equally
likely, and would thus have a high entropy value,
whereas a collocation occurring due to topic influ-
ence would appear in limited prompts, resulting in a
low entropy value. For a feature in an L1 group, its
entropy value is calculated as Eq (1) below, where
pi is the estimated probability of prompti from the
pool of essays containing this feature, and T , the
base of log, is the number of unique prompts in this
L1 group. The base of log is set this way so that
entropy values of features from L1s of different
number of prompts can be fairly compared. An en-
tropy value is always one if its probability to occur
in each prompt is equal, regardless of how many
prompts there are in the L1 group. Features with
entropy values lower than 0.25 are removed. 1

−Σpi · logT (pi) (1)

Finally, 10-fold validation is used to obtain a re-
liable fitting result. Within each iteration, training
features are reduced via steps outlined in the previ-
ous two paragraphs. The TfidfVectorizer function
from the package sklearn (Buitinck et al., 2013),
which counts the frequency of each feature in a text
and weights a feature’s text-wide frequency based
on its corpus-wide frequency, is used with default
parameters to compute the input matrix. For a fea-
ture, the smaller the corpus-wide frequency, the
higher the weight. This is because if a feature is
ubiquitous in the corpus and thus shared by many
texts with different labels, it probably has low pre-
diction power and thus receives a lower weight. Af-
ter the feature counts are weighted, TfidVectorizer
performs normalization so that the sum of squares
of the feature frequency for one data point is 1.

1As an example for calculation, if an L1 group contains 40
distinct prompts, and a feature occurs in five essays of prompts
prompt1, prompt1, prompt1, prompt1, prompt2, then the
entropy value of this feature is − 4

5
· log40( 45 )− 1

5
· log40( 15 )

= 0.136; if a feature occurs in five essays, all with the same
prompt, then its entropy value is 0. A higher entropy value in-
dicates that the feature is used in more prompts, which means
that it is less likely to be influenced by topic. In this model,
features with entropy values lower than 0.25 are removed.

Figure 2: Model. accuracy vs. number of training
features. The data is averaged across 10-fold validation.

3.3 Classification

The Ridge Classifier from sklearn is used in this
project for three reasons. 1) The Ridge Classifier
penalizes large coefficients, and such avoidance is
essential for this task of lexical features, where 45%
of the features in the training set do not reappear
in the test set. If some features have high coeffi-
cients but do not appear in the testing data, their
prediction power is wasted. 2) It is much more time-
efficient compared to other training methods that
also handle sparse training data, such as support
vector machine (SVM). 3) The coefficient value
can reveal transfer candidates. Because the goal is
to find potential collocation transfers for each L1
group, we need to identify the most characteristic
features of each L1. Those with the highest coeffi-
cients are those signaling the identity of an L1 and,
thus, are potential instances of collocation transfer.

4 Analysis

4.1 Model results

The fitting scores of the model demonstrate that
collocations provide prediction power for NLI. Fig-
ure 2 shows the accuracy rate plotted against the
number of training features. To balance between
features and performance, the rest of the analysis in
this paper uses about 1,800 features with an accu-
racy of 61%. This result outperforms baseline mod-
els using strategies of "random guessing" based
on uniform probability, "most frequent label" that
always selects the most frequent class, and "strati-
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Figure 3: Model performance for each L1 averaged across 10-fold validation using 1,800 collocation features. The
left x-axis represents the fitting score, and the right x-axis represents the relative sample size in percentage.

Uniform Most frequent Stratified This model (with 1,800 features)
F1 8% 5% 8% 60%
Precision 9% 3% 8% 60%
Recall 7% 17% 8% 61%
Accuracy 7% 17% 8% 61%

Table 1: Weighted average results of baseline models
using strategies of uniform random guessing, most-
frequent label, and "stratified", and this model with
1,800 features.

fied" (which guesses randomly based on the class
distribution probability in the training data), which
return accuracy rates ranging from 7% to 17%, as
shown in the Table 1 2.

A closer look at the performance of each L1
group shows that the performance varies across
L1s, as shown in Figure 3. The lowest recall is
Finnish (19%), and the highest is Chinese (92%).
One of the reasons causing the lower fitting scores
for some L1s is the unbalanced sample sizes. All L1
groups with recall rates lower than 50% (Finnish,

2As our focus is on model interpretation but not model per-
formance, we do not contrast our model with LLMs or other
neural models, which may outperform our ridge classifier but
are hard to interpret.

Swedish, Norwegian, Czech, and Spanish) have
below-average data sizes. Moreover, as the L1
Chinese group contributes a large portion of the
data (17%), the classifier may tend to misclassify
other L1 groups as L1 Chinese to achieve a better
fit.

4.2 Collocation idiosyncrasies

Given the unequal performance of each L1 groups,
we wonder whether the idiosyncrasies and simi-
larities of the collocations in each group impacted
the fitting result. A hierarchical clustering was
performed to investigate the similarities and differ-
ences among collocations of L1 groups. For each
L1, we counted the occurrences of collocates (those
used by at least 2.5% of within-group samples,
passing the ANOVA test, and returning an entropy
value no less than 0.25), obtaining a vector docu-
menting the frequencies of collocates from each
L1. The vectors were then normalized and inputted
into hierarchical clustering using Ward’s algorithm
(Ward, 1963), a bottom-up clustering method that
minimizes within-cluster variance. The Python
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Figure 4: Hierarchical clustering dendrogram based
on collocations of L1s using Ward’s algorithm. Branch
colors are automatically assigned by the Python package
scikit-learn.

package scikit-learn (Buitinck et al., 2013) is used
to implement the clustering, visualized in 4.

The clustering dendrogram, which shows the ex-
tent of similarity and difference in collocation pro-
duction of these L1 groups, helps to further explain
the model performance. In the dendrogram, the
height of the horizontal branches where two clus-
ters merge can be regarded as a measure of their dif-
ferences, and lower height implies higher similarity.
For instance, collocations produced by Norwegian,
Swedish, Finnish, and German L1s is regarded as
similar by the clustering method. Indeed, L1s with
highly similar collocation production are relatively
harder for the model to distinguish. For the Ger-
man L1 group, despite a higher-than-average sam-
ple size, the classifier does not perform well (recall
rate = 51%) likely because its collocations are not
particularly unique, as shown by the low branch
height where German is joined to other groups on
the dendrogram. On the other hand, Turkish, Ital-
ian, and Japanese are joined to the dendrogram at
higher branch levels, indicating a higher degree of
idiosyncratic collocations these speakers produce.
Unsurprisingly, the classifier performs better for
these languages (recall rates 58%, 60% , and 74% ,
respectively), despite their medium or small sizes.

4.3 Confusion matrix
To investigate the misclassification of the model
and whether this aligns with collocation similarities
between groups, we plotted a normalized confusion

matrix (Figure 5) that shows the percentages of
predicted labels for each true label. Each row sums
up to 100%. The second cell of the first row is
1.3%, which means that the classifier misclassifies
1.3% of Bulgarian writers as Chinese.

The confusion matrix aligns with the clustering
dendrogram to some extent: A small-distance clus-
ter in the middle of the dendrogram consisting of
Norwegian, Swedish, Finnish, and German can ex-
plain the high misclassification rates of German
as Swedish (8.2%), Swedish as German (13.5%),
Finnish as German (11.3%), Finnish as Swedish
(11.3%), and Finnish as Norwegian (10.4%). An-
other small-distance cluster, in the left part of the
dendrogram, aligns with the high misclassification
rates among Czech, Russian, and Bulgarian (9.1%
of L1 Czech gets misclassified as Russian, and
9.5% of Russian as Bulgarian).

However, the clustering method is not perfect for
indicating similarity distances between language
groups. The adopted method, Ward’s algorithm,
minimizes within-cluster variance when computing
the hierarchical clustering. It shows that, if Span-
ish is joined with the group Czech and Russian,
the resulting group variance is smaller than, say, a
group of Bulgarian, Czech, and Russian. However,
it does not mean that Czech and Russian are the
most similar groups to Spanish. In fact, Spanish
L1s are most commonly misclassified as French
(7.6%) and Italian (7.2%), whose similarities are
not revealed in the dendrogram. This is because
hierarchical clustering conveniently visualizes over-
all differences, but does not show the amount of
differences from the perspective of each group. Fu-
ture research can examine pair-wise differences in
collocation production to further investigate the
model misclassification and feature similarities.

4.4 Collocation features compared with
previous SLA studies

The features with high coefficients are the signals
the classifier identified for each L1. We compared
such features with available L2 collocation studies
to see if the classifier is able to find valid instances
of collocation transfer. The L1s we compared to
previous studies are French and Chinese, both with
high classification results in this model.

4.4.1 Salient features for L1 French
We examined the top 10% features in terms of co-
efficient values for L1 French and compared those
to the instances of collocation transfer identified
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Figure 5: Confusion matrix of the ridge classifier with a training size of 80%. The summation of each row is 100%.
Rows represent true labels, and columns represent predicted labels by the classifier.

by Paquot (2013). In Paquot’s study, data from the
ICLE corpus were used, and three-word bundles
from L1 French writers were compared with those
from 10 other L1s to see if they are used statisti-
cally differently; the frequent bundles were then
triangulated with a native French corpus to validate
the cause of L1 transfer. Out of the fifteen bun-
dles identified by Paquot (2013), eight were found
with high classifier coefficients in this model (i.e.,
deemed as characteristics of L1 French writers).

The other bundles that were identified by Paquot
but did not receive high coefficients in this model
were actually not included in the training features.
They are likely to be excluded in the step of topic re-
moval. While Paquot (2013) removed bundles that
occurred only in the most popular topic by French
writers (creation and future of Europe) but not in
other topics covered by French writers, our treat-
ment of topic influence removes more features: the
use of entropy estimates the dispersion of prompts,
and features that occur in more than one prompt
but still only covering a small portion of all the
prompts in the language group were also excluded.
Therefore, the mismatch between our model results
and the one by Paquot must be attributed to the
different treatments of topic influence.

4.4.2 Salient features for L1 Chinese

We also investigated the intensifier-verb colloca-
tions produced by L1 Chinese to compare to a pre-
vious study by Wu and Tissari (2021). They found
that Chinese learners of English produce far fewer
types of intensifiers – defined as adverbs which
"indicate a point on the intensity scale which may
be high or low" (Quirk and Greenbaum, 1973 as
cited by Wu & Tissari) compared to native English
writers. As the data of the current study, the ICLE
corpus, does not include native English writings,
we added the LOCNESS corpus (Granger, 1998),
the native counterpart compared to the ICLE cor-
pus, to our model to identify intensifiers used by
native writers. Compared to using ICLE alone,
adding native data has a small impact on the fit-
ting scores (mean f1 difference = 0.012, standard
deviation of f1 difference = 0.031). Indeed, the
high-coefficient features for the L1 Chinese group
contain far fewer intensifiers compared to those of
native writers (4 vs. 7), aligning with the findings
of Wu and Tissari (2021).

Interestingly, L1 Chinese is not the only group
that produces fewer types of intensifiers in their
most positive adverb-verb features: among the L1
groups with the best performance in this model,
L1 French and Italian groups have 6 and 5 intensi-
fiers respectively in their high-coefficient features,
while L1 Tswana and Japanese groups contain only
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3. While Wu & Tissari attributed the use of lim-
ited types of intensifiers by L1 Chinese writers to
the comparatively lower number of intensifiers in
Chinese and the limited number of English inten-
sifiers with direct translation equivalents in Chi-
nese, it turns out that Tswana and Japanese writers
also use fewer types of intensifiers in their collo-
cates. In contrast, it seems that Italian and French
writers have a larger repertoire of intensifiers. Po-
tential reasons could be the comparative lack of
translation-equivalent intensifiers or cognates in all
Chinese, Japanese, and Tswana.

5 Discussion

This research intended to test the potential of lever-
aging native language identification (NLI) tasks to
efficiently identify L1 transfer candidates. Focus-
ing on collocation transfer, we show that, indeed,
collocation features have predictive power to iden-
tify the L1. We asked whether the features with
high positive coefficients, i.e., those deemed char-
acteristic of each L1 group by the classifier, align
with those identified in previous corpus studies.
The three-word features with high coefficients for
L1 French encompass those identified in a previous
transfer study by Paquot (2013), except the ones ex-
cluded from our feature filtering process. The fewer
types of intensifiers among the high-coefficient L1
Chinese features compared to those of native En-
glish writers confirm the findings from Wu and
Tissari (2021) that Chinese writers use fewer types
of intensifiers. By examining intensifiers of other
well-predicted L1s (French, Italian, Tswana, and
Japanese) in this model, we found a general lack of
intensifier variety of non-European language L1s.

Our second research question was what caused
the low fitting performance for some L1s. Us-
ing hierarchical clustering and confusion matrices,
we show that, beyond the impact of small sample
size, the extent of collocation idiosyncrasies affects
model performance for each L1, and similarities
of collocations between two L1s prompt model
misclassification between them.

The current study compared features of high co-
efficient values to those of direct transfer patterns
(French word bundles and intensifiers in Chinese).
As outlined in Jarvis and Crossley (2018), by cast-
ing a wide net, NLI tasks can not only detect direct
transfer patterns (i.e., those that can be found in
the source language), but may also reveal indirect
transfer effects, such as patterns of avoidance, or be-

havior that is not attested in the L1 but arises from
the impact of L1 language system on L2 perception.
It is interesting for future research to investigate
the interpretation of indirect transfer effects based
on NLI features.

6 Limitation

Since this project utilizes lexical features, which
tend to occur sparsely in test data, model perfor-
mance is impacted as some features of high predic-
tive power may not be attested in the test data. The
average length of essays used in this study is about
600 words, and about 45% of the features in the
training data are not found in the test set. Longer
texts would allow for more opportunities for each
lexical feature to occur in the data, and thus are
likely to improve model performance.

Although we used entropy values to mitigate the
impact of topics, not all confounding factors could
be removed from this study. First, the impact of
the threshold of the entropy value, set at 0.25, has
not been tested; It is unclear whether some collo-
cations from topic influence survive the filtering
process, especially when the information of top-
ics is obtained only from prompts. Second, the
proficiency levels in different L1 groups are not
balanced in the ICLE corpus. For example, Best-
gen and Granger (2011), examining argumentative
essays in ICLE by L1 German, French, and Span-
ish, found that proficiency levels of Spanish L1s
are significantly lower than that of German and
French. An L1 group with low proficiency level
may lead the classifier to pick out features that re-
flect low proficiency rather than cross-linguistic
transfer (Jarvis et al., 2013).

The validity of collocation transfer also depends
on the classifier’s performance. For L1s with
high fitting scores, such as Chinese, Japanese, and
Tswana, and Italian, the confidence that their high-
coefficient features are collocation transfers is high.
However, for L1s with low classification perfor-
mance, such as Czech and Finnish, the features
selected by the classifier may have less value for
transfer identification. A corpus of balanced train-
ing samples and balanced proficiency levels would
provide more reliable transfer candidates.

Finally, we used SpaCy to calculate dependency
tags. However, the performance of SpaCy on L2
English is unknown, though its accuracy on labeled
dependencies is around 90% 3.

3https://spacy.io/models/en#en_core_web_lg
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7 Conclusion

This project demonstrates the potential of using
NLI tasks to reveal collocation transfer. We find
that collocations are effective features to detect L1
background, and the results provide insights into
the linguistic transfer effects on collocation pro-
duction. Specifically, we show that this method
can capture direct collocation transfer identified by
previous transfer studies, though the model perfor-
mance for each L1 group is impacted by sample
size and their collocation idiosyncrasies compared
to other groups. While direct transfer effects can
be easily confirmed by comparing features to pre-
vious transfer studies or L1 language production,
the interpretation of indirect transfer effects from
NLI features calls for future investigation.
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