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Abstract

In this paper, we address generic essay scoring,
i.e., the use of training data from one writing
task to score data from a different task. We ap-
proach this by generalizing a similarity-based
essay scoring method (Xie et al., 2022) to learn-
ing from texts that are written in response to
a mixture of different prompts. In our experi-
ments, we compare within-prompt and cross-
prompt performance on two large datasets
(ASAP and PERSUADE). We combine differ-
ent amounts of prompts in the training data and
show that our generalized method substantially
improves cross-prompt performance, especially
when an increasing number of prompts is used
to form the training data. In the most extreme
case, this leads to more than double the perfor-
mance, increasing QWK from .26 to .55.

1 Introduction

In automated scoring, one desideratum is often to
train a generic classifier that does not rely on the
availability of training material for a certain writing
task, i.e., prompt, but can transfer from training
material for one or several prompts to data from
new writing tasks.

This holds both for content scoring, also known
as short-answer scoring, and essay scoring. In con-
tent scoring, texts of up to a few sentences in length
are scored for conceptual correctness. Essay scor-
ing deals with scoring longer texts that are rated
both on content and language use.

Generic scoring has a high practical relevance
in the classroom, as teachers often do not have the
resources to annotate training data for each new
prompt. However, the generalizability of classifiers
is often low (see, e.g., Phandi et al. (2015)). Es-
pecially in a hard domain transfer scenario when
classifiers are trained on a single or a few prompts
only, they might pick up on lexical material specific
to that particular writing task.

For instance, as shown on the left side of Fig-
ure 1, two essays from the prompt ‘The Face on
Mars’ in the PERSUADE dataset may lead a scor-
ing classifier trained solely on this prompt to treat
words such as ‘aliens’ and ‘Mars’ as significant
features. These words, however, are not found in
essays from other prompts, such as the two essays
from the ‘Facial Action Coding System’ prompt
shown on the right side. Despite the differences
in content, essays from different prompts with the
same score share general similarities. For instance,
low-scoring essays from different prompts (top part
of Figure 1) often share weaknesses such as lim-
ited vocabulary, repetition of phrases, and overuse
of simple words. In contrast, high-scoring essays
(bottom part of Figure 1) display features that con-
tribute to higher scores, such as a logical progres-
sion with the underlined transitional phrases. These
lexical patterns should be prioritized when training
a generic scoring model, as they contribute signifi-
cantly to the overall quality of an essay, regardless
of the specific prompt. However, it should be noted
that we are not claiming that these elements are
the only relevant aspects in scoring the data, but
rather that they are important enough to make them
exploitable for cross-prompt scoring.

While generic scoring has been more extensively
explored for some content scoring datasets (Bailey
and Meurers, 2008; Mohler and Mihalcea, 2009;
Meurers et al., 2011; Dzikovska et al., 2013), cross-
prompt approaches to essay scoring have only re-
ceived more interest in recent years (Phandi et al.,
2015; Jin et al., 2018; Li et al., 2020; Chen and Li,
2023).

In our study, we approach generic essay scoring
by training classifiers that are discouraged from
paying attention to prompt-specific material in the
essays. In both flavors of educational free-text scor-
ing, content and essay scoring, similarity-based
scoring has recently emerged as a viable alterna-
tive to the default of instance-based scoring (Bexte
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Figure 1: Example essays taken from two different prompts in the PERSUADE dataset that share the same low
(top) or high (bottom) score. Words in bold are prompt-specific, which may be picked up by a classifier trained on a
single prompt. The underlined transitional phrases show an example of lexical patterns that contribute to higher
scores, which can be used when training a generic scoring model.1

et al., 2022; Xie et al., 2022). While instance-based
scoring learns the association between individual
learner texts and their scores, the input in similarity-
based scoring are pairs of texts. In such a pair, an
essay of interest is compared to a reference essay
with a known score.

We adapt the similarity-based essay scoring ap-
proach of Xie et al. (2022), which exhibits state-of-
the-art performance on the commonly used ASAP
essay scoring dataset. While Xie et al. (2022) only
demonstrated good within-prompt performance,
we augment their approach for cross-prompt scor-
ing. Our crucial step in avoiding overfitting to
prompt-specific information is to only use pairs of
learner essays that answer different writing prompts
during training. In doing this, we force the similar-
ity metric to pay attention to structural rather than
purely lexical similarity between texts.

We hypothesize that the problem of prompt-
specific similarity metrics is more severe in cases
where training material only covers a single or
a few prompts, as paying attention to a prompt-
specific feature makes an impact on a larger portion
of the dataset in these cases. To test this assump-
tion, we vary the number of prompts that is mixed
in the training data in our experiments.

Overall, our paper makes the following contribu-
tions:

• We extend the method of Xie et al. (2022) to
facilitate cross-prompt scoring.

• We compare two strategies to pair up training
data in similarity-based cross-prompt scoring.

• We demonstrate the benefits of our strategy
for increasing cross-prompt performance on
two publicly available datasets (PERSUADE
and ASAP), finding that the benefits of our
method increase when an increasing number
of prompts is mixed in the training data.

Our code and data split is available on GitHub2.

2 Related Work

For many years, the main interest in automated es-
say scoring has been in prompt-specific classifiers,
where one specific model was trained for each new

2https://github.com/mariebexte/
generalizing-similarity

2In this example, we use the first two prompts from the
dataset, which happen to include the words ‘face’ and ‘fa-
cial’. While these shared terms might influence a general
classifier trained specifically on these prompts, this is merely
a coincidence and not the intended focus of our analysis.
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writing prompt (e.g., Taghipour and Ng (2016);
Dong et al. (2017); Dasgupta et al. (2018); Uto
et al. (2020)). This focus has shifted to generic or
cross-prompt scoring, where a classifier is trained
on one or more prompts. The classifier is then ap-
plied to essays that answer prompts which were not
seen during training.

2.1 Cross-Prompt Essay Scoring

The problem of cross-prompt essay scoring has
been approached in various ways. Phandi et al.
(2015) use Bayesian Linear Ridge Regression to
score essays using features selected to be predic-
tive of either the source or the target domain. Jin
et al. (2018) propose a two-stage neural network
(TDNN) approach, in which they use a generic
model to automatically create pseudo-training data
for the target domain. Li et al. (2020) also propose
a two-stage method that aims to extract the shared
knowledge between the source and target domain,
first creating pseudo-training data, which is then
used in a Siamese network. The PMAES system
(Chen and Li, 2023) uses a prompt-mapping con-
trastive learning method to learn more consistent
representations of source and target prompts. By
doing this, unlabeled data from the target prompt
is used to adapt the model. Thus, adaptation to fu-
ture target prompts would require additional train-
ing. Similarly, Zhang et al. (2025) and Wang et al.
(2025) also include information derived from unla-
beled target data in their training.

2.2 Similarity-Based Essay Scoring

Orthogonal to cross-prompt scoring, recent years
have also seen more and more approaches that rely
on the similarity between text pairs for scoring
instead of training a classifier on features extracted
from individual texts (see also Horbach and Zesch
(2019)).

The purported advantage that similarity-based
approaches might work better in a cross-domain
scenario has been refuted, at least for content scor-
ing (Bexte et al., 2023). However, little work
so far has explored the potential of cross-prompt
similarity-based essay scoring.

3 Method

In a similarity-based scoring setup, the predicted
score is derived from a comparison with reference
essays. We follow the prompt-specific approach of
Xie et al. (2022), which essentially predicts how

much better or worse than a reference essay an es-
say of interest is. Figure 2 shows an overview of
the network structure of this approach. In practice,
training essays are used as reference essays, i.e.,
training is performed on pairs of training essays,
and at inference, validation or test essays are com-
pared to training essays. While Xie et al. (2022)
use a BERT (Devlin et al., 2019) model at the core
of their model, we use a Longformer (Beltagy et al.,
2020) instead. This is done to accommodate the
longer text length typically encountered in essay
scoring. We use the longformer_base_4096 model
as provided on Hugging Face3. Both the answer
of interest and a reference answer are embedded
using the same Longformer model. The difference
between the two embeddings is subsequently fed
into a linear layer, which performs a regression.
The aim is to predict the difference in the score of
the essay of interest and the reference essay. While
the approach is a regression at its core, scores are
scaled back to their target ranges upon prediction.

For example, if a zero-point essay was compared
to a two-point reference essay, the model should
output a score difference of minus two. While the
original authors only compare test essays to refer-
ence essays that do not share the same score, we
refrain from doing this, as we feel it is inappropri-
ate to incorporate knowledge of the true scores of
test instances into the pairing strategy.

Xie et al. (2022) demonstrate that their model
has good within-prompt performance, i.e., when
training a dedicated model for each prompt. We
build on this and expand the approach to also allow
for cross-prompt scoring. With this augmentation,
one can even combine prompts that do not share
the same label range. To achieve this, we carefully
scale labels and model outputs. An overview of
this scaling is given in Figure 5 in the Appendix.

During training, the true labels Y of individual
essays are transformed to scaled labels Ys, so that
each ys ∈ Ys is in the range of [0, 1]. Note that this
scaling takes the prompt an essay belongs to into
account, which means that each y ∈ Y is scaled
according to the label range of the prompt the essay
belongs to. When pairing up essays to form training
pairs, their target label is the score difference of the
essays, i.e., their scores are subtracted. Thus, the
score difference dp of a pair will be in the range
of [−1, 1], because dp = yi − yj for yi, yj ∈ Ys.

3https://huggingface.co/allenai/
longformer-base-4096
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Figure 2: Overview of the model architecture, derived from Xie et al. (2022).

For optimal suitability to the regression model, we
again scale the score differences to the range [0, 1].

At inference, validation/test essays are paired up
with training, i.e., reference essays. For each test
essay t and a reference essay r, the score sr of r is
first scaled to the score range St = [smin, smax] of
t for compatibility. In processing the pair of t and
r, the model outputs the predicted score deviation
d̂, which lies in the range [0, 1]. This now has to be
mapped to the label range of t. However, because
d̂ is a deviation, it has to be scaled to the range
[smin − smax, smax − smin], which represents the
minimal and maximal deviation that is possible
within St. The result d̂t can then be used to obtain
the predicted score ŝt of t by adding the predicted
score deviation to the true score sr of r, i.e. ŝt =
sr + d̂t.

To investigate whether we can nudge the model
towards learning less prompt-dependent represen-
tations, we contrast two ways of pairing essays
during training: In the standard setting, we only
pair essays from the same prompt. In our gener-
alize setting, we only pair essays from different
prompts.

Note that our main motivation is to evaluate
the effect of building cross-prompt training pairs,
rather than to achieve the best possible perfor-
mance. In the interest of saving energy and time,
we thus set our hyperparameters somewhat lower
than Xie et al. (2022) did. We always train for five
(as opposed to 80) epochs, taking the model with
the best performance on the validation data. At
inference, we limit ourselves to comparing each
validation (testing) essay to 15 (25) training essays
(as opposed to 50). The average predicted score
is then taken as the final prediction of the model.
Although our switch to a Longformer instead of
the smaller BERT model increases runtime, we do
not make use of the full length of 4,096 tokens.
Instead, we truncate inputs to a length of 1,024, as

PERSUADE ASAP

# integrated prompts 7 4
# independent prompts 8 4

avg. # essays per prompt 1,733 1,622
avg. essay length in tokens 410.96 222.74

score range 1-6 prompt
-dependent

Table 1: Key statistics of the two datasets used in our
study.

the majority of essays fits in this length4. Just like
Xie et al. (2022), we use a batch size of 6, and a
learning rate of 1e-4.

4 Data

We work on two different data sets, PERSUADE
and ASAP-aes (Automated Student Assessment
Prize - Automatic Essay Scoring), which we refer
to as ASAP. The core statistics for each dataset
can be found in Table 1. Although PERSUADE is
best-suited for our analysis due to the large number
of prompts, we additionally run our experiments
on ASAP, as this is a commonly used essay scoring
dataset.

4.1 PERSUADE

The PERSUADE dataset (Crossley et al., 2024)
comprises seven integrated prompts, with a total of
12,875 essays written by students from the 6th to
the 10th grade, and eight independent prompts with
a total of 13,121 essays sampled from writers from
the the 8th to the 12th grade. While integrated
prompts refer to some source material, indepen-
dent prompts do not. Each essay was annotated
with a holistic score by two raters. Scores range
from 1.0 to 6.0 in increments of 1.0. The raters
were trained on a standardized SAT holistic essay

43% of PERSUADE essays and 2.7% of ASAP essays are
truncated due to this.
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scoring rubric for the independent essays5 and its
modified version for the integrated essays6. The
main difference between the two rubrics is that the
one for the integrated prompts mentions having to
include evidence from the reading text7. Due to this
explicit inclusion of the source text in the rubric,
we expect the cross-prompt transfer to be more suc-
cessful for the independent prompts. Overall, raters
showed a strong agreement (weighted κ = .74) in
annotating the essays.

4.2 ASAP

The ASAP dataset8 is one of the benchmark
datasets for automated essay scoring. It con-
tains four integrated and four independent (persua-
sive/narrative/expository) tasks, spanning a total of
12,978 essays. The essays were written by students
from the 7th to the 10th grade. ASAP prompts have
also been scored holistically but using a wide va-
riety of different scales. Each essay was evaluated
by two raters, with an inter-annotator agreement
of κ = .55. After adjudication, the resulting score
ranges can span as little as four or up to 61 different
labels, as can be seen in Table 5 in the Appendix.
This label incompatibility between prompts further
complicates cross-prompt scoring.

5 Experimental Study

In the following, we first describe the overall setup
and then present the results of our similarity-based
cross-prompt scoring on the two datasets. Our ex-
periments ran on Nvidia Quadro RTX 6000, A40,
and A6000 GPUs for around 550 hours.

5.1 Experimental Setup

Our overall goal is to train an essay-scoring classi-
fier that focuses on general indicators of a good es-
say as opposed to overly relying on prompt-specific
features. In our similarity-based method, we facili-
tate this through the selection of training pairs. We
contrast the performance of models trained using
pairs that consist of two answers to the same vs.
different prompts.

Data Split For each of our datasets, we sam-
ple the same number of answers for each prompt,

5https://github.com/scrosseye/persuade_corpus_
2.0/blob/main/sat_rubric_only_indy.pdf

6https://github.com/scrosseye/persuade_corpus_
2.0/blob/main/sat_rubric_only_source_based.pdf

7The reading texts were not published, which is why we
are unable to include them in our analyses.

8https://www.kaggle.com/c/asap-aes

downsampling to the number of answers of the
prompt with the lowest answer count. In doing this,
we randomly sample a subset of 1,000 essays for
each of the 15 prompts in the PERSUADE dataset.
800 of these are used for training and 100 for valida-
tion and testing each. For each of the eight prompts
in the ASAP dataset, we randomly sample a subset
of 700 essays. 560 of these are used for training
and 70 for validation and testing each.

In similarity-based scoring, the training data
pool is used to build pairs of instances. We de-
rive our strategy to build these pairs from Xie et al.
(2022) but relax it to allow data from multiple
prompts to be paired. Their strategy includes drop-
ping training pairs of essays with the same score,
which we in preliminary experiments found to be
a reasonable step, as it cut training time at a minor
performance loss.9 However, we have to ensure
that each run, i.e., all combinations of different
prompts we use in our experiments, uses the same
number of training pairs. Otherwise, runs with
more pairs may have a performance advantage. We
thus pre-calculate the maximum number of pairs
we can build in each of our runs: We determine
how many pairs we would end up with if we paired
up all essays in the training data that do not share
the same score. We then take the minimum of this
as the number of training pairs we build in our ex-
periments. This results in 1,495 training pairs for
PERSUADE and 920 training pairs for ASAP.

As mentioned earlier, we limit the number of
pairs during validation (testing) to 15 (25) pairs per
essay. The pairing strategy for the validation data
reflects the training setting: If training is done on
pairs of essays from the same prompt, validation
instances are also paired with training essays from
the same prompt. If training is done on pairs of es-
says from different prompts, we also pair validation
essays with training essays from a different prompt.
The pairing strategy during testing is ‘greedy’ in
the sense that we check whether essays from the
same prompt appeared in the training data. If this
is the case, we use 25 of these as reference answers,
otherwise, we randomly take 25 essays from the
training pool as reference answers.

Single-Prompt Baseline As a starting point for
our experiments regarding the impact of training

9Note that this only applies to the training process. As we
remark in Section 3, we do not look at scores when building
pairs for test instances, since we feel that this incorporation of
knowledge about scores would be inappropriate.
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on combinations of data from multiple prompts, we
train models on single prompts.

To compare the performance of the similarity-
based approach, we also train an instance-based
classifier. For this instance-based classification, we
use the same longformer_base_4096 model that is
also at the heart of the similarity-based approach
and attach a classification head. In both instance-
based and similarity-based training, we use the
same data splits, but for the instance-based classi-
fication we adapt the labels of the ASAP dataset
to allow for cross-prompt evaluation. To unify the
differing label ranges of the ASAP prompts, scores
are scaled into a range from 0 to 3, which corre-
sponds to the smallest label range present in the
dataset10. Models are trained for 10 epochs with a
maximum input length of 1,024 tokens, a learning
rate of 1e-5, and a batch size of 2.

Mixed-Prompt Scoring Setup We compare
models trained on answer pairs from the same
prompt to models that were trained with pairs of
answers to different prompts.

We vary how many prompts are combined in the
training data and hypothesize that combining more
prompts leads to a better generalizability of the
classifier, i.e., a better cross-prompt performance.
To ensure comparability, we keep the overall num-
ber of training instances constant for all combina-
tions. The validation data is composed of the same
prompts that appear in the training data to make
the transfer to the prompts in the test data a hard
one. Just as for the training data, the amount of
validation data is also downsampled to keep it at
the same overall number of instances as when data
from a single prompt is used.

For PERSUADE, we report individual results for
the seven integrated and eight independent prompts,
and for combinations of all 15 prompts. As ASAP
only comprises a total of eight prompts (4 inte-
grated, 4 independent), we do not perform a sep-
aration into integrated and independent prompts
for this dataset and only report results for the grad-
ual combination of all eight prompts. Whenever
there are more than ten possible combinations of
prompts (e.g., there are 70 ways of picking four out
of the eight independent PERSUADE prompts), we
randomly sample ten combinations to cut training
time, making sure that each prompt was selected in

10Note that this is not necessary for the similarity-based
scoring, as this method comes with the capability to internally
scale prompts with different label ranges into compatibility.

at least one combination.

Evaluation We always evaluate in two different
conditions: within-prompt, which comprises the
test data splits for all prompts that also appear in the
training data for that run, and cross-prompt, which
comprises the test data splits of all other prompts.
We expect an increasing number of prompts mixed
in the training data to have different effects for the
two training and evaluation conditions. Overall,
within-prompt evaluation should perform better
than cross-prompt evaluation. For cross-prompt
evaluation, we expect the generalized training to
outperform the standard training. When evaluat-
ing in the within-prompt condition, the expectation
would be for the models obtained with standard
training to outperform those resulting from gener-
alized training, as the former are more attuned to
prompt-specific information.

The metric we use to evaluate model perfor-
mance is quadratically weighted kappa (QWK; Co-
hen (1968)). Whenever we average QWK results,
we perform Fisher Z-transformation to stabilize the
variance.

5.2 Results: Single-Prompt Training

Before reporting the results of training on com-
binations of prompts, we first establish the per-
formance level achieved by training on a single
prompt. These results are shown in Table 2.

It is expected that a model will perform best
when trained exclusively on data from the same
prompt it is later evaluated on. This could thus
be seen as somewhat of an upper bound. Table 2
also contains cross-prompt performance, first on
all cross-prompt test data and then separated into
integrated and independent prompts. We observe
that for both PERSUADE and ASAP alike, there
is a clear drop in the performance of cross-prompt
compared to within-prompt evaluation.

In the case of PERSUADE, models trained on in-
tegrated prompts fare similarly in the cross-prompt
evaluation, irrespective of whether the test prompts
are integrated or independent. However, for models
trained on independent prompts, cross-prompt eval-
uation within the same group (i.e., on another inde-
pendent prompt) shows an average improvement of
0.16 QWK compared to evaluation on an integrated
prompt. This pattern differs for ASAP, perhaps due
to the widely varying scoring ranges. Here, the
performance of evaluating on integrated vs. inde-
pendent prompts is similar for models trained on
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Train Within- Cross-Prompt
Prompt All

PERSUADE
0 .76 .62 .56 .66
1 .85 .66 .64 .67
2 .66 .41 .40 .41
3 .75 .60 .64 .56
4 .72 .53 .61 .46
5 .69 .63 .61 .64
6 .71 .53 .58 .48
7 .80 .60 .52 .67
8 .81 .65 .57 .73
9 .82 .62 .52 .70

10 .67 .59 .52 .65
11 .74 .66 .61 .71
12 .73 .55 .47 .63
13 .83 .69 .60 .75
14 .68 .56 .45 .64

Avg. .74 .57 .58 .56
Avg. .77 .62 .53 .69
Avg. .75 .60 .56 .63

ASAP
3 .70 .37 .36 .38
4 .80 .39 .42 .36
5 .79 .53 .49 .56
6 .81 .53 .71 .36
1 .79 .40 .40 .39
2 .70 .48 .48 .47
7 .81 .49 .53 .45
8 .75 .30 .18 .44

Avg. .78 .46 .51 .42
Avg. .76 .42 .40 .44
Avg. .77 .44 .46 .43

Table 2: QWK performance of models trained on single
prompts. Results distinguish integrated and independent
prompts. The mapping of prompt numbers to names in
PERSUADE is listed in Table 4 in the Appendix.

an independent prompt, but we see a benefit when
models trained on an integrated prompt are evalu-
ated on a different integrated prompt.

Comparison to Instance-Based Scoring We fur-
ther examine the validity of the similarity-based ap-
proach by comparing it to a standard instance-based
setting. Table 3 compares the average performance
of the similarity-based (taken from Table 2) and
the instance-based approach. The two setups per-
form on par on PERSUADE, and similarity-based
scoring even outperforms the instance-based classi-
fication on ASAP.

5.3 Results: Training on Multiple Prompts

Figure 3 shows the results for training on a mix
of different prompts. The number of prompts in
the training data gradually increases from left to
right. Note that curves start with the results from

the previous experiment, where we only trained
on a single prompt. A constant benefit of building
cross-prompt as opposed to within-prompt training
pairs can be observed: The performance of mod-
els trained using within-prompt training pairs (dot-
ted lines) tends to drop off, while models trained
on cross-prompt training pairs (solid lines) tend
to remain more stable or even increase in perfor-
mance. Contrary to our hypothesis, training on
cross-prompt pairs even consistently leads to better
performance than standard training for the within-
prompt evaluation, thus showing that this train-
ing setup does no harm but instead benefits perfor-
mance across the board.

Strikingly, from a mixture of five prompts on-
ward, our generalization-focused models perform
better in cross-prompt evaluation (solid line with
crosses) than the standard (i.e., within-prompt-
trained) models on within-prompt data (dotted lines
with dots) on the ASAP data. We see the same
result from a mix of six prompts onward for the
longer PERSUADE curves. With the shorter PER-
SUADE curves, the two conditions again meet at
the mark of combining five prompts but remain on
a similar performance level from there on. Thus,
when five or more prompts are combined, the gen-
eralized training strategy pushes cross-prompt per-
formance above standard within-prompt training
and evaluation.

6 Embedding Space Analysis

To gain an understanding of how the embedding
space is affected by either training exclusively on
within-prompt or cross-prompt training pairs, Fig-
ure 4 shows embedding space visualizations. To
produce these visualizations, we embed the respec-
tive test data using the Longformer model that is at
the core of the model pipeline. We then use t-SNE
to bring the embeddings into 2D space. For t-SNE,
we use the sklearn (Pedregosa et al., 2011) imple-
mentation at its default values. From the distribu-
tions of essay embeddings, one can gather that the
models trained using cross-prompt training pairs
produce embeddings that are less separated into in-
dividual prompts, indicating that they truly learned
a more generic representation of the essays.

7 Conclusion and Outlook

Our baseline results confirm the overall solid per-
formance of the model, in line with what Xie et al.
(2022) found. In addition, our results demonstrate
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PERSUADE ASAP

Instance-based Similarity-based (ours) Instance-based Similarity-based (ours)

Within- Cross-Prompt Within- Cross-Prompt Within- Cross-Prompt Within- Cross-Prompt
Prompt All Prompt All Prompt All Prompt All

Avg. .76 .57 .59 .55 .74 .57 .58 .56 .80 .40 .56 .26 .78 .46 .51 .42
Avg. .77 .62 .55 .69 .77 .62 .53 .69 .60 .27 .23 .33 .76 .42 .40 .44
Avg. .76 .60 .57 .64 .75 .60 .56 .63 .71 .33 .41 .29 .77 .44 .46 .43

Table 3: Comparison of instance-based and similarity-based scoring, split into the two datasets and their integrated
and independent prompts. Both methods perform on par, except for similarity-based scoring outperforming instance-
based scoring on the independent ASAP prompts.
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Figure 3: Learning curves depicting how mixing an increasing number of prompts in the training data affects
performance. For cross-prompt evaluation, we always use test data from all (i.e., both integrated and independent)
prompts that are not in the training data. Our generalized training strategy (solid lines) consistently benefits
performance compared to standard training (dotted lines).

the suitability of the model to perform cross-prompt
scoring - even in the difficult case of the ASAP
dataset with its diverse set of score ranges across
different prompts. Our strategy of pairing train-
ing essays either within-prompt or cross-prompt
proved helpful not only in the cross-prompt sce-
nario but also for within-prompt evaluation. Thus,
it is advisable to build training pairs cross-prompt
whenever a mixture of multiple prompts is present
in the training data.

Limitations and Ethical Considerations

In our setup, we only investigate variants of a hard
domain transfer, where data from several source
domains is used to train a classifier that is then
applied to a target domain. One obvious next step
we have not yet taken would be to inject small
amounts of target-domain data. Another avenue
we do not incorporate is to use the source text of
a prompt as a means of facilitating cross-prompt
transfer.

Similarly, we do not evaluate cross-prompt per-
formance between datasets. In this study, we re-

strict ourselves to cross-prompt evaluations within
ASAP or PERSUADE (as in almost all related
work), i.e., we evaluate on new prompts that are
somewhat similar to the source prompts and whose
data comes from a similar learner population. The
question of the extent to which essay scoring can
ever be fully generic remains open and thus re-
quires further research.

As always in automated scoring, fairness and
bias are important issues that should be taken into
account to make sure that scoring algorithms do not
disadvantage certain user groups (see, e.g., Loukina
et al. (2019) and Schaller et al. (2024)). These top-
ics also need further investigation for our generic
scoring scenario. At the same time, one might ar-
gue that a generic classifier is less likely to fall for
spurious correlations between scores and unneces-
sary features than a prompt-specific classifier might
be.

Finally, as our experimental setup requires over
1,000 training runs, we make some design choices
in the interest of keeping the overall runtime at
a reasonable level. Our preliminary results indi-
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Figure 4: Visualization of embeddings from models trained in the standard (top) and generalize (bottom) conditions,
transformed using t-SNE. There is less separation into prompts for models trained with the generalize strategy,
indicating that these models do in fact learn a more generalized representation of the essays.

cate that one could achieve better performance than
what we report here by training for more than just
five epochs, building more training pairs and tak-
ing advantage of the full input length of the Long-
former model - albeit at the cost of a greater de-
mand on computing resources.
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A Appendix

This appendix contains supplementary information
to increase the transparency and reproducibility of
our experiments. Table 4 gives information on the
mapping between prompt numbers and names in
PERSUADE. For ASAP, Table 5 gives information
on the label ranges of the different prompts. To
better grasp the generalization of the model for
cross-prompt scoring, Figure 5 presents a graphic
overview of how labels are scaled during training
and inference.

# Prompt Name

0 The Face on Mars
1 Facial action coding system
2 A Cowboy Who Rode the Waves
3 Does the electoral college work?
4 Car-free cities
5 Driverless cars
6 Exploring Venus
7 Summer projects
8 Mandatory extracurricular activities
9 Cell phones at school

10 Grades for extracurricular activities
11 Seeking multiple opinions
12 Phones and driving
13 Distance learning
14 Community service

Table 4: Prompt mapping in the PERSUADE dataset.

Prompt Label Range
From To

Integrated Prompts
3 0 3
4 0 3
5 0 4
6 0 4

Independent Prompts
1 2 12
2 1 6
7 0 30
8 0 60

Table 5: Label ranges in the ASAP dataset.
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Figure 5: Overview of how labels are scaled to achieve compatibility between score ranges when training on a mix
of answers to different prompts.
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