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Abstract

This paper presents an automatic speech assess-
ment system designed for Swedish language
learners. We introduce a novel hybrid approach
that integrates Microsoft Azure speech ser-
vices with open-source Large Language Mod-
els (LLMs). Our system is implemented as a
web-based application that provides real-time
quick assessment with a game-like experience.
Through testing against COREFL English cor-
pus data and Swedish L2 speech data, our sys-
tem demonstrates effectiveness in distinguish-
ing different language proficiencies, closely
aligning with CEFR levels. This ongoing work
addresses the gap in current low-resource lan-
guage assessment technologies with a pilot sys-
tem developed for automated speech analysis.

1 Introduction

In recent years, the integration of state-of-the-art ar-
tificial intelligence (AI) technologies—particularly
large language models (LLMs)—has shown con-
siderable promise across a range of domains, in-
cluding Intelligent Computer-Assisted Language
Learning (ICALL), Technology-Enhanced Lan-
guage Learning (TELL), and Second Language
Acquisition (SLA) (Zhang and Zou, 2022; Huang
et al., 2023). A growing body of research has
demonstrated the effectiveness of Al-driven lan-
guage assessment tools (Daniels, 2022; Huawei
and Aryadoust, 2023; Settles et al., 2020), high-
lighting their potential to facilitate language learn-
ing within contextually rich environments (Zou
et al., 2023; Dizon, 2020; Huang et al., 2023). For
instance, Brena et al. (2021) proposed supervised
machine learning approaches capable of evaluating
L2 English fluency and pronunciation with reported
accuracy rates exceeding 90%. Despite these ad-
vancements, a recent systematic review of Al-based
assessment in language learning (Chen et al., 2024)
indicates a marked imbalance: 88% of the reviewed
tools were developed for English learning, and only
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3 out of 25 studies focused on assessing learners’
speaking skills. This disparity underscores a signif-
icant gap in the current research landscape.

This paper aims to address the gap in auto-
matic speech assessment tools, specifically for non-
English languages by proposing a hybrid Al ap-
proach. We examine the adaptability of a pro-
nunciation assessment tool optimized for English
(Azure Speech Services; Microsoft 2024) to the
low-resource Swedish language, then extend it by
integrating large language models for content and
delivery assessment, forming a detailed assessment
system. In addition, the system is built as a Web
App, providing real-time feedback as well as a
game-like user experience. In the following sec-
tions, we will first justify the importance of build-
ing an automatic Swedish speech assessment sys-
tem by reviewing recent related studies and ap-
plications around low-resource language speech
assessment. We will then introduce our system de-
sign, followed by the evaluation and validation of
the system with the English speech data from the
COREFL corpus (Lozano et al., 2020) and an initial
collection of Swedish L2 samples. Finally, we will
discuss the results of the system tested for Swedish
speech assessment and address the conclusions.

2 Related Work

2.1 Automatic Speech Assessment Systems

Using mobile-assisted language learning (MALL)
applications like Duolingo and Babbel has been a
popular option for learners (Lehman et al., 2020;
Loewen et al., 2020), especially for those study-
ing low-resource languages for which accessible
learning resources are scarce. Although MALL
apps offer beginners a quick start, there is a lack
of efficient or systematic follow-ups. Those apps
mostly give a binary score (“correct or not”), or star-
based assessment restricted to pronunciation prac-
tices, providing neither a comprehensive overview
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of speaking ability nor detailed feedback such as
pronunciation suggestions (Lehman et al., 2020;
Chang et al., 2022).

For more detailed pronunciation assessment, Mi-
crosoft Azure Speech Studio (Microsoft, 2024) of-
fers metrics related to accuracy, fluency, complete-
ness, and prosody, as illustrated in Figure 1. While
the service provides a multifaceted analysis at the
phoneme, word, and sentence levels, the resulting
scores remain relatively abstract and are not ac-
companied by pedagogically oriented feedback or
actionable guidance for instructional use. In our ex-
periments, the open-source Azure SDK was found
to be primarily optimized for English language as-
sessment, exhibiting limited capacity to accurately
process Swedish phonemes. Notably, the system
was unable to generate prosody scores for Swedish
speech. Despite these limitations, the platform rep-
resents a promising prototype for pronunciation
assessment and has the potential to be developed
into a more robust tool for evaluating spoken lan-
guage performance, particularly in the context of
low-resource languages.
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the Countryside was in full bloom, yet the air was crisp and cold. towards i end of the day, clouds

came in, forecasting much needed rain.

Score breakdown

Figure 1: Assessment interface of Azure Speech Studio

2.2 Swedish Learner Data

While the rapid advancement of artificial intelli-
gence models has provided language education
with handy tools for quick evaluations (Daniels,
2022; Lober et al., 2024), there is a lack of reliable
and detailed automatic systems targeting lower-
resource languages such as Swedish. Recent re-
search has been working on filling the blank of
Swedish learner data sets through building corpora
of which language and proficiency levels are col-
lected from coursebooks (COCTAILL corpus, rep-
resenting learners’ receptive ability) and learner
essays (SweLL-pilot, representing learners’ pro-
ductive ability) (Volodina et al., 2019).
Nevertheless, the current progress has been made
centering mostly texts rather than speech. The ab-

sence of a variety of publicly accessible, annotated
Swedish speech data remains a significant obstacle
for training robust (deep) learning models. While
resources like Common Voice (Mozilla Founda-
tion, 2020) provide raw speech data from native
speakers, there is a scarcity of language learner
speech samples on the spectrum of proficiency lev-
els needed for developing language assessment or
learning applications.

Getman et al. (2023) introduced an Al-assisted
language learning application aimed at support-
ing children’s second language acquisition in
low-resource languages, specifically Swedish and
Finnish, through the self-collection of relevant
datasets. They also highlighted a significant gap
in the field, noting: “To the best of our knowl-
edge, in the context of Computer-Assisted Pro-
nunciation Training (CAPT) for L2 Swedish and
Finnish children, there are no previous work on
automatic pronunciation assessment, not even for
L2 Swedish and L2 Finnish adults” (Getman et al.,
2023, p. 86026). In response to this gap, the present
study contributes to the underexplored area of auto-
matic speech assessment for L2 Swedish by devel-
oping a dedicated assessment system and conduct-
ing initial evaluations based on authentic speech
data produced by L2 learners.

2.3 Language Proficiency Assessment
Standards

The Common European Framework of Reference
for Languages (CEFR; Council of Europe 2001)
has been a widely recognized standard for assess-
ing language proficiency, and recent research (Chen
et al., 2024; Volodina et al., 2024) continues to use
the CEFR standards and descriptors as reference-
framework. While the Common European Frame-
work of Reference for Languages (CEFR) remains
a widely recognized standard, its limitations have
been noted. As Alderson (2007, p. 660) observed,
“the methodologies being used [to compile these de-
scriptions] are unclear or suspect.” The CEFR’s ab-
stract classification into six proficiency levels (A1
to C2) relies heavily on human evaluators—such
as language instructors and linguists—which intro-
duces concerns regarding subjectivity and scalabil-
ity. Furthermore, although learners may be broadly
categorized according to CEFR levels, the frame-
work offers limited granular guidance tailored to
specific proficiency levels or individual languages.
This highlights a disconnect between the standard-
ized assessment framework and the practical de-
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mands of language learning and instruction (Settles
et al., 2020).

Our proposed automated speech system gener-

ates detailed analysis including:

* Overall performance Scores in pronuncia-
tion, content, and delivery of the speech; the
corresponding CEFR level

* Word-level pronunciation performance
demonstrating  specific ~ pronunciation
strengths and weaknesses

* Real-time feedback with next-step learning
suggestions

By combining the traditional assessment metrics

and detailed, heuristic assessment analysis, we aim
to build a system that generates more readable,
informative results, to better serve both learners
and educators.

3 System Design

Building on the automated speaking assessment
framework developed by Educational Testing Ser-
vice (ETS) and outlined by Zechner and Evanini
(2019), the primary innovation of our system lies
in the integration of complementary technologies
to evaluate distinct dimensions of speech perfor-
mance. The system is structured around three core
modules: Pronunciation Assessment (based on two
read-aloud tasks), Content and Delivery Assess-
ment (based on a free-speech task), and CEFR
Level Classification. The implementation takes the
form of a web-based application featuring a gami-
fied interface designed to enhance user engagement
and learning experience.

3.1 Pronunciation Assessment Module

The system incorporates the pronunciation as-
sessment module provided by Microsoft Azure’s
Speech SDK (Microsoft, 2024), which generates
evaluation scores across five dimensions: Accuracy,
Completeness, Fluency, Confidence, and Word-
level confidence scores. Although the module does
not support prosodic analysis for Swedish, our in-
tegration extends its applicability to the Swedish
language and compensates for this limitation by
supplementing it with two additional assessment
modules.

3.2 Content-and-Delivery Assessment Module

The system utilizes a generative large language
model (Llama 3.1; Touvron et al. 2023) to assess as-
pects of speech beyond pronunciation, specifically
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Figure 2: Average combined scores of pronunciation,
content and delivery

focusing on content relevance and language com-
plexity in delivery. Based on predefined prompts
(see details in Appendix F), the model produces
quantified evaluation scores for these dimensions.
Additionally, Llama 3 is prompted to generate
human-like feedback in the form of constructive
suggestions (see detailed examples in Appendix G),
offering learners insights into how they can im-
prove both the content and delivery of their spoken
language.

3.3 CEFR C(lassification Module

Due to the lack of available Swedish data, and
in order to provide an overall CEFR-based profi-
ciency label for speech performance, we conducted
a preliminary calibration of the combined scores
generated by the two aforementioned Al modules.
This calibration aligns the system’s output with
CEFR proficiency levels, using threshold values
derived from test results on 55 carefully sampled
English speech recordings ranging from Al to C2,
drawn from the COREFL corpus (Lozano et al.,
2020) (see Figure 2). Notably, the system demon-
strates strong discriminative capability at lower pro-
ficiency levels, whereas the distinction between B1
and B2 remains relatively subtle. The observed de-
cline in scores from C1 to C2 is consistent with the
known ambiguity of official CEFR descriptors at
higher proficiency levels, as previously discussed
by Isbell (2017) and Settles et al. (2020).

3.4 Web Implementation and User
Experience Design

In our system, the player assumes the role of Frog,
a character motivated to learn Swedish, and en-
gages with Professowl, a fictional language profes-
sor who provides feedback and evaluations of the
player’s spoken Swedish. This narrative framing is
intended to enhance learner engagement by embed-
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ding assessment within an interactive and playful
context.

Jaghar bott i Sverige i tre r och Erivs mycket bra hér

We will start with something

Figure 3: Professowl guiding Frog through the pronun-
ciation assessment tasks

The dialogue flow begins with Professowl guid-
ing Frog through reading two Swedish sentences of
different CEFR proficiency levels and then a free
speech on the topic of “self introduction”. Pro-
fessowl gives corresponding feedback including
scores and suggestions in an encouraging way.

4 Preliminary Results and Discussion

Given the limited availability of Swedish L2 speech
data, we collected five original sets of preliminary
speech samples from L2 learners at varying profi-
ciency levels (see detailed results in Appendix C
and D). These samples were manually evaluated by
an experienced Swedish language instructor using
the same scoring metrics employed by the auto-
mated system, enabling a direct comparison be-
tween human and machine assessments. While the
dataset remains modest relative to high-resource
languages such as English, it establishes an essen-
tial foundation and provides a baseline for subse-
quent analyses.

Due to the scale difference between Azure as-
sessment metrics (0 to 100%) and our assessment
metrics (1 to 5 Likert Scale) for the human rating,
the system assessment scores were proportionally
converted to 1 to 5 point scale based on thresholds
at 20%, 40%, 60%, 80%.

As illustrated in Figure 4, a general alignment
can be observed between the system-generated as-
sessments and those provided by the human eval-
uator. However, the system is currently unable to
assess prosody in Swedish, resulting in missing
scores for this dimension. Furthermore, limitations
in handling Swedish phonological characteristics
lead to a rigid, word-by-word evaluation approach.
For instance, commonly (phonologically) reduced

Pronuncia tion Assessment Comparison

™ Human-teacher Pornunciation Scores © System Pornunciation Scores

2 I
1
0

Speakert Speaker2 Speakerd Speakerd Speakers

Figure 4: Average Pronunciation Scores Comparison

function words in Swedish—such as att ‘to” and
i ‘in/at’ were frequently misclassified as “weak
words” even when produced fluently. This issue is
highlighted in the comparison of strong and weak
word assessments between the system and the hu-
man evaluator (Appendix E).

5 Conclusion and Future Work

In this paper, we present an initial prototype of a
speech assessment system designed for Swedish.
Our speech analyzer generates meaningful evalua-
tion scores, provides reference word lists based on
word-level pronunciation performance, and deliv-
ers both general feedback and personalized sugges-
tions to support language learning.

The system combines Microsoft Azure’s speech
services with large language models to divide the
assessment process into distinct tasks, each handled
by separate tools. The game-like user experience
design intends to promote learners’ engagement
(Hung, 2017; Hung et al., 2018). This approach
demonstrates the potential of digital language learn-
ing tools in low-resource settings.

For future work, we plan to focus on several key
aspects to improve the effectiveness and reliability
of our system. First, we aim to achieve greater inte-
gration stability by stabilizing the speech services
and embedding appropriate transition cues. This
will reduce unintended delays during gameplay and
ensure a smoother user experience throughout the
learning process.

Second, we intend to enhance our phonologi-
cal analysis capabilities by improving the system’s
ability to recognize and analyze phonological pat-
terns in naturally spoken Swedish. This further
development will enable more precise assessment
of learners’ pronunciation and speaking skills, par-
ticularly the nuances of Swedish phonology that
are crucial for assessing language proficiency.
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Third, we plan to significantly expand our data
by collecting a larger and more comprehensive
dataset covering learners at all proficiency levels
from A1 to C2. This expanded dataset will better
represent the full spectrum of Swedish learners and
enable more robust training and reliable evaluation
of our assessment algorithms.

Finally, we are focusing on improved validation
procedures. To do this, we will engage additional
teachers and annotators to rate language samples,
thus confirming the accuracy of our automated as-
sessments through inter-rater reliability measures.
Furthermore, we plan to calibrate our CEFR classi-
fication system using authentic data from Swedish
second language learners. This should help ensure
that our proficiency level assignments conform to
established CEFR standards and reflect the specific
characteristics of Swedish language acquisition.

Limitations

This study presents a prototype system for au-
tomatic speech assessment in Swedish as a sec-
ond language, but several limitations should be
acknowledged. First, the evaluation relies on a
small and preliminary dataset consisting of only
five learner speech samples, which restricts the
generalizability and statistical robustness of the
findings. Second, the calibration of CEFR levels
was based on English L2 data due to the lack of suf-
ficient annotated Swedish learner corpora, which
may have introduced cross-linguistic biases in pro-
ficiency classification. Third, the Azure speech
assessment module lacks support for prosodic fea-
tures in Swedish, limiting the system’s ability to
fully capture suprasegmental aspects of pronunci-
ation. Additionally, the rigid word-by-word eval-
uation method often misinterprets function word
reductions common in fluent speech, potentially pe-
nalizing natural speaking patterns. Furthermore, de-
spite the robustness of the Microsoft Azure speech
assessment analysis, the reliance limits replicability
of this work. Other open-source alternatives such
as Whisper-based assessment will be considered in
future research to maximize the accessibility of the
system.

Ethical Concerns

The development and deployment of automated
language assessment tools raise several ethical con-
siderations. Firstly, the system’s reliance on propri-
etary and opaque evaluation mechanisms—such as

Azure’s speech scoring—may reinforce biases that
are not easily observable or correctable by devel-
opers or users. Secondly, collecting and process-
ing learner speech data involves privacy risks and
must comply with ethical data handling standards,
including informed consent and secure data stor-
age. In this study, all participants were aged 18 or
over and provided express consent for their speech
data to be used for research purposes. Special care
should be taken if the system is later extended to
include minors or vulnerable populations, partic-
ularly in educational game-based settings. Lastly,
while large language models can offer helpful feed-
back, they may inadvertently reinforce normative
language ideologies or reflect implicit biases. To
ensure fairness, pedagogical relevance, and user
well-being, ongoing evaluation and human over-
sight are essential throughout system development
and deployment.
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A Assessment Criteria

Figure 5 provides detailed descriptors for the pronunciation metrics used in our assessment system.
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B Detailed Scoring Descriptors

Table 1 provides detailed descriptors for the pronunciation metrics used in our assessment system.

Score Accuracy Completeness Fluency Prosody

1 Incomprehensible Missing many impor- Very snatchy speech No variation in stress
speech with almost tant words (< 60%)  with frequent unnatu- or intonation, or the
no sounds that are ral breaks rhythm is completely
accurate off

2 Many obvious errors  Several missing Frequent hesitations Unnatural rhythm, in-
in pronunciation, dif- words (60-75%) and stops tonation and stress
ficult to understand patterns

3 Some noticeable er- Most words included Generally fluent flow Some natural stress
rors but generally with some minor with some unnatural and intonation pat-
accurate and under- omission (75-85%) stops terns
standable

4 High accuracy with Nearly complete (85— Generally smooth Generally appropri-
minor errors that 95% coverage) speech with occa- ate stress, rhythm and
don’t affect compre- sional pauses intonation
hension

5 Most sounds are per- Complete (95-100% Natural, native-like Native-like rhythm,

fectly correct, native-
like speaking

coverage)

speech flow with ap-
propriate pauses

stress, and intonation

Table 1: Detailed scoring descriptors for pronunciation metrics
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C Preliminary Test Results (Human Assessment)

Figure 6 provides the human teacher’s assessment results on the test speech samples.
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D Preliminary Test Results (System Assessment)

Figure 7 provides the system’s assessment results on the test speech samples.
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E Preliminary Test Results (Strong/Weak Words Comparison)

Table 2 shows the assessment results comparison between the system and the teacher as for strong/weak
words pronunciation.

Sentence Student ID Evaluator Strong words Weak words
System hir, bott, Sverige, tre, dr i
#001 . . i
Teacher Jag, bott, i, Sverige, tre, och  hir, ir
S trivs, mycket, bra, hir
System hir, Sverige, tre, trivs, mycket  bott, i, och
#002 . .
Teacher Jag, har, bott, i, Sverige, tre, -
ar, och trivs, mycket, bra, hir
4003 System Sverige, och, mycket, bra, hiar  Jag, har, tre, ar, trivs
Teacher har, bott, i, Sverige, tre, ar, jag, trivs
och, mycket, bra, hér
4004 System Jag, 1, dr, och, mycket Sverige, i, tre, trivs, bra
Teacher jag, bott, i Sverige, och, my- tre, trivs, bra
cket
System jag, har, bott, och, trivs Sverige, tre, ar
#005 . . . o
Teacher har, bott, i Sverige, trivs, my- ar
cket, bra
System Det, krivs, omfattande, at- att
#001 ..
gérder, hantera
5 Teacher Det, krivs, omfattande, for, atgirder, klimatforindringar
att, hantera
4002 System Det, krivs, omfattande, for, att
hantera
Teacher Det, krivs, omfattande, at- -
girder, for, att, hantera, kli-
matférandringar
4003 System hantera, klimatforandringarna  Det, krévs
Teacher Det, atgirder, for, att, hantera  kridvs, omfattande, klimat-
forandringar
4004 System att Det, krivs, atgirder, {for,
hantera
Teacher att, hantera krivs, omfattande, atgirder,
klimatfériandringarna
System hantera dtgirder, For, att
#005 o, .
Teacher det, hantera atgirder

Table 2: Comparison of strong and weak word analysis between system and teacher
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F LLaMA Model Prompting Details

The "content and delivery assessment module" employs Llama 3.1 with carefully designed and tested
prompts to ensure consistent feedback. The prompt details and model configuration are as follows:

F.1 Detailed Prompt

The following prompt template is passed with relevant values for evaluating the content and delivery of

every speech input:

You are Professowl, a Swedish language teacher. Analyze the following student’s

self-introduction in Swedish: "$input”

Provide feedback in this JSON format:

{

"analysis"”: {

"relevance”: number, // 0-100, how well the content works as a self-introduction
"complexity"”: number, // 0-100, language complexity level

"feedback"”: string, // One sentence including both relevance and complexity scores
"suggestions”: string[] // 2-3 short, specific suggestions in English

}

}

Focus on:

- Content and relevance for self-introduction
- Sentence structure and vocabulary use
- Grammar and language flow

Example response:

{

"analysis”: {

"relevance”: 80,

"complexity”: 65,

"feedback”: "Your self-introduction is quite relevant (80/100) with moderate
complexity (65/100), showing good basic vocabulary and structure.”,
"suggestions”: [

"Try using more descriptive adjectives when talking about your interests”,
"Add information about your future plans in Sweden”,

"Practice using more complex sentence connections”

1

}

}

Always include both scores in the feedback sentence.

F.2 Model Configuration

To ensure consistent and reliable outputs, the following configuration parameters are used:

Model: Llama 3.1
* Temperature: 0.3
* Output format: JSON

* Deployment: Local Ollama instance
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G System Feedback Examples

The following examples demonstrate system feedback generated by the LLaMA model for speech samples.
The feedback structure is designed to be encouraging and provides score-based assessment as well as
actionable suggestions.

G.1 Example 1

"Your self-introduction is somewhat relevant (70/100) with relatively low language complexity (55/100),
indicating a good start but some areas for improvement. Consider adding more specific details about your
work or interests. Practice using correct verb forms, e.g.,’Jag har flyttat’ instead of *Jag flyttar’. Use more
precise vocabulary when describing your age 30 ar gammal’ could be ’trettiotre ar gammal)"

G.2 Example 2

"Your self-introduction is somewhat relevant (70/100) with relatively low language complexity (50/100),
showing basic vocabulary and simple sentence structure. Consider adding more details about yourself,
such as your hobbies or background. Practice using more formal language for a university setting. Try to
use more cohesive linking words between sentences."
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