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Abstract

Being aware of frames, i. e., the aspect-based
grouping of arguments, is crucial in applica-
tions that build upon a corpus of arguments,
allowing, among others, biases and filter bub-
bles to be mitigated. However, manually iden-
tifying and naming these frames can be time-
consuming and therefore not feasible for larger
datasets. Within this work, we present a se-
quential three-step pipeline for automating this
task in a data-driven manner. After embedding
the arguments, we apply clustering algorithms
for identifying the frames and subsequently, uti-
lize methods from the field of cluster labeling
to name the frames. The proposed approach is
tailored towards the requirements of practical
applications where arguments may not be easily
split into their argumentative units and hence
can belong to more than one frame. Performing
a component-wise evaluation, we determine the
best-performing configuration of the pipeline.
Our results indicate that frames should be iden-
tified by performing overlapping and not exclu-
sive clustering and the naming of frames can be
accomplished best by extracting aspect terms
and weighting them with c-TF-IDF.

1 Introduction

By “select[ing] some aspects of a perceived re-
ality and mak[ing] them more salient in a com-
municating text” (Entman, 1993, p. 52), framing
introduces a bias in the presentation of informa-
tion. Hence, applications utilizing among oth-
ers argument mining (Skiera et al., 2022), argu-
ment search (Ajjour et al., 2019), discourse anal-
ysis (Ruckdeschel and Wiedemann, 2022), sum-
marization (Misra et al., 2016), or argumentative
dialogue (Rach et al., 2018; Aicher et al., 2019)
need to be aware of the frames that are present in
their data.

Within this work, we present a pipeline for au-
tomatically identifying and naming such topic-
specific frames among a collection of arguments.

Thereby, we consider the overlapping nature of the
task, i. e., that an argument can belong to more than
one frame (Reimers et al., 2019; Dumani et al.,
2021; Ruckdeschel and Wiedemann, 2022).

Current works identifying argumentation frames
apply an exclusive mapping of arguments to frames
and leave the naming of the identified frames to fu-
ture work. While Reimers et al. (2019) and Daxen-
berger et al. (2020) directly state these limitations
as directions for future work, Dumani et al. (2021)
justify the exclusive clustering procedure by assum-
ing that the arguments are provided in elementary
parts, i. e. argument units (Trautmann et al., 2020),
that belong to exactly one frame. However, this
assumption is not always viable for a practical ap-
plication to arguments “in the wild” since argument
unit extraction itself is not an easy task (Stab et al.,
2018; Trautmann et al., 2020). Therefore, we focus
on creating an overlapping clustering for identify-
ing frames and do not exclude their naming from
the task.

Following the conceptual discussion in Schindler
(2024), we perform the automatic identification and
naming of frames in three sequential steps. First,
the arguments need to be embedded in an embed-
ding space that is capable of capturing aspect-based
similarity. With this notion of similarity, we then
cluster the arguments into frames, thereby consider-
ing the overlapping nature of the task. Afterwards,
we utilize methods from the field of cluster labeling
to name the identified frames. In a component-wise
evaluation setup, we identify the best performing
approach for each step. In the course of this, we
demonstrate that the identification of frames ben-
efits from applying overlapping clustering algo-
rithms on the argument-level and show that the
naming performs best when building upon aspect-
based candidate extraction.

The remainder is organized as follows: After
clarifying the terminology used throughout this
work in Section 2, Section 3 gives an overview over
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related work. We detail the individual steps of our
pipeline for identifying and naming overlapping,
topic-specific argumentation frames in Section 4.
The different approaches of performing these steps
are evaluated in Section 5 along with a discussion
of the results before we conclude in Section 6.

2 Terminology

Following the definition of arguments by Stab and
Gurevych (2014), in this work, an argument is a
sentence that is making a defeasible point and is
having a stance towards a debatable topic. Such
an argument is built from one or more argument
units (Trautmann et al., 2020), i. e. indivisible argu-
mentative spans that can be used in different com-
bination in other arguments as well. The aspects of
an argument “hold the core reason upon which the
conclusion/evidence is built” (Schiller et al., 2021,
p. 380). The tokens of an argument that are in-
dicative for the aspect(s) addressed by it are aspect
terms (Trautmann, 2020). When arguments that are
addressing similar aspects of the topic are grouped
together, the resulting group is a frame. In this
work, frames are topic-specific, independent of the
stance of the arguments, non-redundant, and can
be named succinctly in a human-understandable
manner by a frame label. The grouping of argu-
ments into frames can be also viewed as a grouping
of similar aspects into aspect categories. Since
an argument can address multiple aspects of the
topic that not necessarily need to be grouped into
the same aspect category, an argumentative sen-
tence can belong to more than one frame (Reimers
et al., 2019; Dumani et al., 2021; Ruckdeschel and
Wiedemann, 2022).

3 Related Work

Without automation, the identification and naming
of frames needs to be performed manually in a time
consuming process for every topic individually (Lai
et al., 2022; Jurkschat et al., 2022; Ruckdeschel
and Wiedemann, 2022). The topic-independent au-
tomation, however, is a challenging task. Yet, it
is little known about what features are relevant for
grouping arguments with respect to the aspects they
address (Opitz et al., 2021), but fine-grained seman-
tic nuance might already be crucial (Reimers et al.,
2019). Further, there is no general guideline for
creating or naming frames, leaving room for sub-
jectivity in the process (Lai et al., 2022; Jurkschat
et al., 2022; Ruckdeschel and Wiedemann, 2022).

Identification of Frames When identifying
frames with the help of clustering, one performs
aspect-based argument clustering. For aspect-
based argument clustering, there are no frame la-
bels given and labeling the resulting clusters is
often left to future work. By formulating the
clustering problem as a similarity scoring task be-
tween pairs of arguments, one can perform super-
vised training; either by regression with a graded
scale (Misra et al., 2016) or by classification with
a binary labeling scheme (Reimers et al., 2019).
Even with little training data, the supervised ap-
proach outperforms the unsupervised methods in a
cross-topic evaluation setup (Reimers et al., 2019).
Moreover, Reimers et al. (2019) point out that
exclusive clustering algorithms are a sub-optimal
choice since they do not reflect the properties of the
data: In 21.9% of the cases the transitivity prop-
erty induced by exclusive clustering is violated in
their dataset. Hence, the overlapping nature of
aspect-based argument clustering should be taken
into account as in the herein presented work.

Operating on the term-level with an exclusive
clustering approach as in Lai et al. (2022) for
aspect-based document clustering, was addition-
ally inspired by the following works. Ruckdeschel
and Wiedemann (2022) performed an investiga-
tion on the level at which frames should be coded.
For annotating arguments with a predefined set
of frame labels, they found the token-level to be
best-suited. In a multi-label argument classifica-
tion setting, their results suggest that it is beneficial
to consider a more granular level than sentence-
level. An unsupervised clustering approach pro-
posed by Heinisch and Cimiano (2021) groups fine-
granular, topic-specific aspects into more general
aspect categories. There, no names are derived for
the created categories.

Naming of Frames IBM Project De-
bater (Slonim et al., 2021; Bar-Haim et al.,
2021) makes use of Wikipedia titles that are
related to the individual argumentative sentences
in order to exclusively cluster and label them.
In the summetix API1, formerly known as
ArgumenText API (Daxenberger et al., 2020), a
labeling of the clusters is implemented (Skiera
et al., 2022) on top of an exclusive clustering with
fine-tuned embeddings (Reimers et al., 2019). The
label of each cluster is the aspect term with the
highest c-TF-IDF (Grootendorst, 2022) score. This

1https://api.summetix.com/
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Figure 1: Pipeline for automatic identification and naming of argumentation frames.

is one of the approaches that we are going to test
for the naming of overlapping frames.

Topic Modelling Given a collection of texts,
topic modelling (Churchill and Singh, 2022) aims
at structuring these texts by identifying and naming
the topics they belong to. Topic modelling is com-
monly performed on a set of documents, however,
it can also be applied to a set of arguments that are
belonging to different but unknown topics (Ajjour
et al., 2019; Färber and Steyer, 2021). Hence, topic
modelling is similar to our task but operating on
topics instead of frames. The neural topic model
BERTopic (Grootendorst, 2022) is noteworthy in
the scope of this work since our steps for identi-
fying and naming frames are similar to theirs for
topic modelling and Haddadan et al. (2022) already
have applied BERTopic for the qualitative analysis
of a dataset into frames. However, our contribution
goes beyond the pipeline approach by consider-
ing and investigating the overlapping nature of the
resulting clustering and providing a quantitative
evaluation.

Related Tasks Formally, frame detection is a su-
pervised multi-label argument classification task
with a predefined set of frame labels (Mou et al.,
2022). We, however, do not have any frame labels
given and hence we would need to obtain them in
a data-driven manner first before performing zero-
shot frame detection (Syed et al., 2023; Mou et al.,
2022; Ajjour et al., 2018). Moreover, the general-
ization of classifiers to unseen topics and label sets
poses a major challenge for zero-shot approaches.
Given a set of arguments, key point analysis (Bar-
Haim et al., 2020a,b; Friedman et al., 2021) aims
at creating a list of prominent key points and then
matching the arguments to these key points. This
results in every key point being the label for an indi-
vidual group of arguments. Differently to our task,
the groups are stance-dependent and the key points
labelling the clusters are argumentative sentences
that could be utilized for creating a summary on
the topic.

When we think about this
resource, many of us
think about nuclear

bombs or the meltdowns
that have happened at a
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around the world.
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Figure 2: Exemplary processing of an argument from
the AAC dataset in our pipeline.

4 Pipeline for Automatic Identification
and Naming of Frames

Our pipeline for identifying and naming frames
is depicted in Figure 1 and entails three sequen-
tial steps, which are described in more detail be-
low. Given a set of n argumentative sentences S =
{s1, ..., sn} about the topic t, we first require em-
beddings that capture the notion of aspect-based
similarity. Second, we perform a complete cluster-
ing C = {c1, ..., ck} of the embeddings into k dis-
tinct frames with k not being known in advance.
Finally, we apply methods from the field of cluster
labeling to name the frames with a frame label.

Besides performing the clustering in an overlap-
ping manner on the argument-level, we also experi-
ment with applying exclusive clustering algorithms
on the term-level and mapping the resulting cluster-
ing back to the argument-level. On the argument-
level, the sentential argument itself is treated as
the unit to be clustered, while on the term-level
we extract the aspect terms from the arguments
and utilize these for further processing. An exam-
ple of performing the frame identification on the
argument- and term-level is provided in Figure 2.
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4.1 Embeddings for Aspect-based Similarity

To gain embeddings that are suited for aspect-based
similarity, it is infeasible to utilize pre-trained lan-
guage models since they are tailored towards the no-
tion of semantic textual similarity (STS) (Cer et al.,
2017). Whereas STS measures the similarity of
two texts based on their meaning, we are concerned
with the similarity of the aspects addressed by the
arguments irrespective of the actual point they are
making regarding the aspect (Misra et al., 2016).
Hence, when the task involves aspect-based prop-
erties, unsupervised models that are pre-trained on
semantic properties are outperformed by their fine-
tuned counterparts with supervision (Reimers et al.,
2019; Dumani et al., 2021).

A task that is utilized for fine-tuning embed-
dings for aspect-based similarity is aspect-based
similarity prediction, where the model has to de-
cide whether two arguments s1 and s2 about the
same topic t are similar in terms of the aspects
they address. In the course of this, every argument
is embedded by the model individually and the
cosine similarity between the embeddings serves
as a measure for aspect-based similarity. The bi-
nary classification decision is made by applying a
threshold to the predicted similarity score. During
fine-tuning, there is also the option to not use a
binary but a graded label set, reflecting the circum-
stance that aspect-based similarity is not a discrete
decision (Misra et al., 2016).

In Schindler (2024), the STS-based embeddings
of the SBERT (Reimers and Gurevych, 2019)
model all-mpnet-base-v2 were fine-tuned. Follow-
ing the experimental procedure of Reimers et al.
(2019), they performed a four-fold cross-topic val-
idation on the Argument Aspect Similarity (UKP
ASPECT) Corpus2 (Reimers et al., 2019). Depend-
ing on the level of granularity that they were oper-
ating on, they tested different kinds of information
for creating the embeddings.

Here, we employ their respective best perform-
ing model in the pipeline. On the argument-level,
we utilize their SBERT model fine-tuned on all top-
ics of the UKP ASPECT corpus with the topic t
prepended to the argumentative sentence s as an
input. With this input configuration, they achieved
human-like performance in the four-fold cross-
topic validation. On the term-level, the input to
the model is a single aspect term AT and no fine-

2https://tudatalib.ulb.tu-darmstadt.de/handle/
tudatalib/1998

tuning is performed. The aspect terms are ex-
tracted from the arguments by querying the sum-
metix API3 (Schiller et al., 2021).

Their results are confirming that STS is not a
good indicator for aspect-based similarity on the
argument-level. Nevertheless, STS is performing
well on the level of aspect terms. This observation
can be explained by the fact that the meaning of
terms grouped into an aspect category should be
similar. However, for an argumentative sentence,
meaning is evaluated on a larger scale than aspects.

4.2 Identification of Frames

We make use of clustering to identify frames, i. e.,
group the arguments by the aspects they address.
The cosine distance between the embeddings of the
items serves as the distance measure. To account
for the curse of dimensionality that distance mea-
sures are prone to (Aggarwal et al., 2001; Steinbach
et al., 2004), we apply dimensionality reduction on
a per topic basis as a preprocessing step.

For a comparison of overlapping clustering on
the argument-level and exclusive clustering on
the term-level, which is afterwards mapped back
to the argument-level, we select the following
equivalent centroid-based clustering algorithms:
k-means (MacQueen, 1967) as an exclusive clus-
tering algorithm, which has already been applied
for similar frame identification tasks in previous
works (e. g., Färber and Steyer (2021); Ajjour et al.
(2019); Heinisch and Cimiano (2021)), and fuzzy
c-mean (FCM) (Bezdek et al., 1984) as a soft/fuzzy
clustering algorithm whose output can be trans-
formed into a hard overlapping clustering. We ap-
proach this transformation by assigning every clus-
tered item to the clusters with the highest scores
until the cumulative sum of cluster scores that the
item is assigned to exceed the threshold θcum. If
multiple clusters are having the same score for an
item, we select all of them simultaneously.

4.3 Naming of Frames

For automatically naming the identified frames, we
apply a differential cluster labeling strategy that is
agnostic of the other frames. This way, the name
of the frame label of each frame solely depends on
the arguments within the frame and the complete
collection of arguments.

First, we generate a set of candidates for each
frame. The candidates are either lemmatized as-

3https://api.summetix.com/
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pect terms ATs extracted from the arguments as in
Skiera et al. (2022) or terms FTs extracted from the
lemmatized collection of arguments without stop
words based on Luhn’s expressiveness of terms as-
sumption (Luhn, 1958). This assumption states that
the most important terms are those with mid fre-
quencies, i. e., that neither occur too frequently nor
too rarely. To this end, we consider the following
approaches, where frame and ¬frame denote that
the terms are selected within the frame or among
the arguments outside the frame, respectively:

(A) FTsframe

(B) ATsframe

(C) FTsframe \ FTs¬frame

(D) ATsframe \ ATs¬frame

(E) FTsframe ∩ ATsframe

(F) (FTsframe \FTs¬frame)∩ (ATsframe \ATs¬frame)

(G) FTsframe ∪ ATsframe

(H) (FTsframe \FTs¬frame)∪ (ATsframe \ATs¬frame)

For each approach, we optionally remove the topic
and the individual words the topic is constituted
of from the set of candidates (i. e., \topic) and re-
move the terms FTs extracted over the complete
collection of arguments (i. e., \FTscorpus). Remov-
ing the topic and the most frequent terms within
the topic, follows the idea of topic-removal for
aspect-based argument clustering by Ajjour et al.
(2019). Moreover, this way, we can make sure
that terms belonging to the topic are not utilized
for describing a frame. Afterwards, we weight
the candidates per cluster applying class-based TF-
IDF (c-TF-IDF) (Grootendorst, 2022). The next
step is optional and filters the set of candidates by
applying maximal marginal relevance (MMR) (Car-
bonell and Goldstein, 1998) as in the topic model
BERTopic (Grootendorst, 2022) and refines the
weighting of the resulting candidates by applying
Jensen-Shannon divergence (JSD) as in Carmel
et al. (2009). Finally, the name for a frame is either
the list of top-i candidates based on the raking by
their weight or the name generated by prompting
a large language model (LLM) with the task of
naming the frame / “subtopic”4 given the set of all
candidates sorted by their weight.

4While subtopics and frames are generally distinct con-
cepts, subtopic is a more well-known and well-defined term
and due to the limited context, we assume subtopics and
frames to be equivalent in the scope of this task.

5 Evaluation

In the following, we individually evaluate the iden-
tification and the naming of frames. For each of
these subtasks, we detail our experimental setup
and subsequently present the results and a discus-
sion of these.

5.1 Dataset and Preprocessing
The Argument Aspect Corpus (AAC)5 (Ruckde-
schel and Wiedemann, 2022) is built for the task of
frame detection on the token-level and can thus be
viewed as a ground truth dataset for our task. To our
knowledge, it is the only dataset containing argu-
mentative sentences and following our definition of
overlapping argumentation frames including their
naming. The AAC is based on the argumentative
sentences written in English of the UKP Sentential
Argument Mining Corpus (Stab et al., 2018) re-
garding the topics abortion, marijuana legalization,
minimum wage, and nuclear energy. These topics
are not part of the UKP ASPECT Corpus (Reimers
et al., 2019) that was used for fine-tuning the em-
beddings. Per topic, there are 1, 118 to 1, 502 ar-
guments and 12 to 15 frames excluding the frame
with the label Other. Note, that the definition of
frames utilized in this work precludes the usage of
an Other category, which is a grouping of multiple
unrelated aspects. Hence, we include all arguments
of the AAC for identifying frames but ignore the
Other label and arguments solely belonging to it
during evaluation and for naming the frames. The
overlap size of the frames in the AAC dataset is
1.2261, meaning that approximately every fifth ar-
gument belongs not only to one frame but to two
frames.

5.2 Identification of Frames
Experimental Procedure Based on the results
in Schindler (2024), we apply the following di-
mensionality reduction prior to the clustering:
Principal component analysis (PCA) (Pearson,
1901) with 75 components on the term-level
and uniform manifold approximation and projec-
tion (UMAP) (McInnes and Healy, 2018) with
50 output dimensions and a local neighborhood
of 30 on the argument-level.

We perform the topic-wise grouping of argu-
ments into frames by applying the overlapping
clustering algorithm (i. e., FCM) on the argument-
level and the exclusive clustering algorithm (i. e., k-

5https://doi.org/10.5281/zenodo.7525183
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means) on the term-level. The clustering on the
term-level is mapped back to the argument-level
based on the association of the terms to the argu-
ments. To compare against the so-far common pro-
cedure, we additionally apply exclusive clustering
with k-means to the argument-level.

Building upon the PyClustering li-
brary (Novikov, 2019), we transform the
results of FCM into a hard overlapping clustering
by either setting θcum = 0, which equals selecting
the cluster(s) with the highest score, or θcum = 0.5.
The initial points for the clustering are selected by
the k-means++ algorithm (Arthur and Vassilvitskii,
2007) utilizing the farthest points as centers. Since
the amount k of frames is not known in advance,
we test different values between 6 and 21. Based
on previous works (Boydstun et al., 2014; Dumani
et al., 2021; Jurkschat et al., 2022; Ruckdeschel
and Wiedemann, 2022; Aicher et al., 2022),
where frames and generic aspect-based categories
were defined manually, this is a reasonable
range. We are not aware of a common method to
automatically determine the amount of clusters
for an overlapping clustering without accessing
the ground truth. Therefore, we report our results
averaged over all k to get an insight on the overall
performance independent of the selection of k.

Since we evaluate the identification of frames
on the argument-level, where overlapping clus-
ters are formed, we apply measures suited for
this kind of clustering. Following (N’Cir et al.,
2015), we report the extrinsic measures Psim,
Rsim, F1sim, BCubed-Psim, BCubed-Rsim, and
BCubed-F1sim and the intrinsic measure overlap
size. The BCubed- variants are calculated with a
re-implementation6 of the work by (Amigó et al.,
2009), extending the measures from the domain
of exclusive to overlapping clustering. An advan-
tage of the BCubed- measures over the regular
ones is that they additionally consider the amount
of predicted and ground truth clusters shared be-
tween the pairs of arguments. For consistency with
formerly reported measures on the task of aspect-
based argument similarity prediction (Reimers
et al., 2019), we additionally calculate Pdissim,
Rdissim, F1dissim and F1marco. Moreover, we
report OmegaSoft7 (Lutov et al., 2019), which is
a generalization of the adjusted Rand index (ARI)
for overlapping clusters, and GNMI8 (Lutov et al.,

6https://github.com/hhromic/python-bcubed
7https://github.com/eXascaleInfolab/xmeasures
8https://github.com/eXascaleInfolab/GenConvNMI

term-level argument-level
clustering k-means k-means FCM(θcum=0) FCM(θcum=0.5)

F1macro 0.5712 0.6060 0.6075 0.6185
F1sim 0.3500 0.3261 0.3284 0.3625
Psim 0.2930 0.4843 0.4872 0.4378
Rsim 0.4593 0.2608 0.2627 0.3281
F1dissim 0.7925 0.8860 0.8865 0.8744
Pdissim 0.8566 0.8456 0.8460 0.8531
Rdissim 0.7421 0.9323 0.9330 0.8991

BCubed-F1sim 0.3564 0.3735 0.3738 0.4115
BCubed-Psim 0.2931 0.4969 0.4981 0.4691
BCubed-Rsim 0.4766 0.3109 0.3108 0.3804

OmegaSoft 0.1467 0.2255 0.2283 0.2377
GNMI 0.2316 0.3941 0.3951 0.4158
overlap size 1.8960 1.000 1.0000 1.2133

Table 1: Results for identifying frames averaged over
five random seeds, 16 different k, and the four topics of
the AAC. The highest standard errors for the individual
averaging steps are 0.0361 for the seeds, 0.0244 for k,
and 0.0264 for the topics. The ground truth overlap size
is 1.2261.

2019), which is the respective generalization of
normalized mutual information (NMI). To deter-
mine the best approach for identifying frames, we
focus on the measures F1marco, BCubed-F1sim,
OmegaSoft, GNMI, and overlap size.

Results and Discussion The results averaged
over five random seeds, the 16 different values of k,
and the four topics of the AAC are presented in
Table 1. Performing the clustering on the term-
level leads to worse results than following the so-
far common approach of exclusively clustering on
the argument-level. The higher (BCubed-)Rsim

and Pdissim on the term-level show that more ar-
guments are regarded as similar on the term-level
than on the argument-level. On the argument-level,
FCM(θcum=0.5) is performing slightly better than
FCM(θcum=0) by 0.94 up to 3.77 percent points,
while FCM(θcum=0) and k-means are performing
equally well. Moreover, we can observe the follow-
ing relationship between the performance of the
approaches and their overlap size: The closer the
overlap size is to the ground truth, the better the
performance of the approach.

This observation can be explained by the indica-
tive role of the overlap size for the amount of argu-
ment pairs that are regarded as similar or dissimilar.
The higher the overlap in the clustering, the more
arguments are predicted to be similar in terms of
the aspects they address. Thus, it is not surprising
that the algorithms show a better performance, the
more this property is in line with the data that we
compare against. A reason why the term-level is
not performing as well as the argument-level, could
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be the fewer amount of context that is provided by
aspect terms compared to a whole sentence. More-
over, it is possible that we identified valid frames
which are differing from the ones in the dataset.
Hence, our evaluation procedure comparing against
the frames in the AAC, which were created with
a single topic-wise pre-defined set of frame labels,
might underestimate the performance. Deep clus-
tering algorithms (Zhou et al., 2022), which are
learning the embedding and the clustering of the
arguments jointly, are an interesting direction for
future work. While different embeddings and clus-
tering algorithms could have been employed in this
work to gain even better results, note that this was
not the goal of our evaluation. Instead, we have
shown that clustering arguments in an overlapping
manner can overcome limitations of and improve
upon the so-far common procedure of exclusively
clustering arguments into frames. To this end, we
utilized embeddings with human-like performance
in the task of aspect-based similarity detection and
a well-known centroid based clustering algorithm
which is used in its exclusive formulation in related
work as well.

5.3 Naming of Frames

Experimental Procedure We evaluate the au-
tomatic naming of frames by applying our set of
methods topic-wise to the ground truth frames of
the AAC. The aspect terms (ATs) are extracted
by the summetix API9 (Schiller et al., 2021). For
the terms FTs, we consider 1- to 4-grams (Hoppe,
2010) with a document frequency between 0.1
and 0.9. The implementation of c-TF-IDF, MMR,
and the name generation with the LLM flan-
T5-base (Chung et al., 2022) follow the one in
BERTopic (Grootendorst, 2022).

Since automatically evaluating the naming
against the ground truth with exact matching is
too restrictive and collecting any possible equally
correct frame labels is not feasible, we conduct an
annotation study. To reduce the set of approaches
to a reasonable amount for the human, quantitative
evaluation, we first perform a qualitative evaluation
with the following criteria based on the top-1 can-
didate: Every frame should have a different name,
otherwise the frames would be describing the same
aspect category and hence could be merged. We
refer to this criterion as the diff-criterion. More-
over, no frame must be named with (a) the name

9https://api.summetix.com/

of another frame as this name is definitely wrong,
(b) the topic of the arguments as this is the wrong
level of granularity, or (c) with no name in case
the set of candidate terms is empty. Approaches
that are not fulfilling this criterion are viewed as
invalid.

In the subsequent human annotation, we ask
seven participants the following four questions per
frame / “subtopic”10 in the light of the broader
main topic, where question (2) and (4) are rated on
a seven-point Likert scale from 1 (totally disagree)
to 7 (totally agree):

(1) Which of the following lists of terms describes
the subtopic <frame label> the best?

(2) The list of terms I have selected in the previous
question describes the subtopic <frame label>
well.

(3) Which of the following lists of terms describes
the subtopic <frame label> the worst?

(4) The list of terms I have selected in the previous
question describes the subtopic <frame label>
well.

Additionally, the participants were instructed to
take the order of the list of terms into account when
choosing the best and worst one. To avoid bias in
the single choice questions due the order in which
the lists of terms of the different approaches are
presented, we randomize their sequence for every
participant. We perform two plausibility checks on
the annotations, more precisely per frame (a) the
selected list of terms has to be different for ques-
tion (1) and question (3) and (b) the rating in ques-
tion (4) must not be higher than the rating in ques-
tion (2). Among the plausible annotations, we se-
lect the three most agreeing ones for evaluation
based on the inter-rater reliability assessed through
Krippendorff’s alpha (Krippendorff, 2019) for ordi-
nal data. Therewith, we gain a result that is as objec-
tive as possible by eliminating outliers (Wachsmuth
et al., 2017). For questions (1) and (3), we perform
the majority vote and report the percentage of best
and worst rated namings per approach. In case the
majority vote is inconclusive, we do not consider
any of the lists of terms as best or worst, respec-
tively. For questions (2) and (4), we report the
mean based on the averaged rating per question.

10While subtopics and frames are generally distinct con-
cepts, subtopic is a more well-known and well-defined term
and due to the limited context, we assume subtopics and
frames to be equivalent in the scope of this task.
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Results and Discussion Any approach building
upon candidate set (F), applying JSD, or utilizing
the generative approach in the last step, were not
able to fulfill the diff-criterion for any topic, i. e.,
they were not able to produce a naming without
giving at least one name to more than one frame.
The approaches including JSD or the generative
approach are also the only approaches producing
certainly wrong names for the frames by suggest-
ing frame labels that belong to other frames. Ad-
ditionally, set (E) and (F) are prone to producing
empty candidate lists. Continuing with the remain-
ing approaches, there is no difference in our criteria
for applying MMR or not. Applying both \topic
and \FTscorpus has the same effect as perform-
ing \topic or \FTscorpus on its own, except for the
topic nuclear energy in case of the latter. To make
sure that the topic cannot be utilized as a name
for a frame, we therefore propose to apply \topic
and if the topic was not known, \FTscorpus as an
approximation of the same. With this configura-
tion, candidate set (B) violates the diff-criterion
one time and candidate set (D) three times over all
topics, while candidate sets (A), (C), (G), and (H)
never violate the diff-criterion.

Since it might be hard to grasp the concept of a
frame by just having a look at the candidate with
the highest weight, we perform the annotation study
with the top-3 ranked candidates and thus include
all of the six remaining sets. Therewith, our anno-
tation study reduces to identifying the best set of
candidate terms when applying \topic and weight-
ing with c-TF-IDF. Our plausibility checks lead to
the exclusion of two study participants. The remain-
ing five participants have an inter-rater agreement
of 0.39 for questions (1) and (3), and of 0.56 for
the questions with Likert scales. The three most
agreeing annotators are the same for both kinds of
questions and have an agreement of 0.59 and 0.70,
respectively. For the lists of terms, the descriptive
fit with respect to the frame label is rated on aver-
age with 5.94 for the best and 3.33 for the worst
one. This indicates that the approaches are in gen-
eral able to produce a naming that is describing the
frame very well, while at the same time the worst
namings have a rather bad descriptiveness. Based
on the evaluation of the single choice questions,
which is provided in Table 2, set (B) is perform-
ing the best and set (D) is by far the worst. Thus,
we can conclude that for the top-3 terms as a nam-
ing, the best configuration among our approaches
is to extract the aspect terms ATsframe of the frame,

set A B C D G H

best 0.44 0.65 0.44 0.12 0.56 0.50
worst 0.19 0.17 0.19 0.71 0.12 0.13

Table 2: Results for naming the frames. We report the
ratio of best and worst rated list of terms over all topics
for the respective approaches. Set (A) and (C) are based
on frequent terms, set (B) and (D) on aspect terms, and
set (G) and (H) on the union of both kind of terms.

apply topic-removal \topic, and weight the terms
with the c-TF-IDF procedure. The naming gener-
ated with this approach and set (A) is exemplarily
shown in Table 3 in the appendix.

The results indicate that the approaches with
JSD or the generative naming approach are per-
forming on the wrong level of granularity since the
predicted names are more related to the general
concept of the topic. For MMR, we did not observe
a difference even within the top-10 since for the
valid approaches, the amount of extracted candi-
dates either is already below the 10 candidates that
MMR is filtering for or MMR removed candidates
that are not within the top-10 anyways. The differ-
ences in inter-coder agreement in the annotation
study shows that there is still subjectivity in the
ratings. However, by performing the evaluation
with the three best agreeing participants, we were
able to substantially improve the reliability of our
results. Interestingly, the best (ATsframe) as well as
the worst (ATsframe \ ATs¬frame) performing set are
based on aspect terms. This observation allows to
conclude that the aspect terms shared among dif-
ferent frames are highly relevant to the success of
naming the frames. While this might be surprising
in the first place, the context provided by the other
aspect terms of the frame can lead to a different in-
terpretation of the same aspect terms and therefore
give rise to a different frame label. In future work,
the approaches for naming the frames could benefit
from utilizing external sources that are not gener-
ative as in this work to group the candidate terms
into the underlying concept they are describing.

6 Conclusion and Future Work

We introduced a sequential three-step pipeline that
not only identifies but also names frames while
considering the fact that an argument can belong
to more than one frame. Through evaluating each
step of the pipeline individually, we obtain the fol-
lowing configuration: The pipeline operates on the
argument-level, where the arguments are embedded
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together with their topic by an SBERT model that is
fine-tuned for aspect-based similarity. Afterwards,
we apply fuzzy c-means clustering and perform
a transformation to a hard overlapping clustering
such that the overlap size of the resulting frames is
close to 1.2. Our alternative approach performing
the clustering on the term-level with k-means and
mapping the results back to the argument-level is
performing worse than the so-far common proce-
dure of exclusive clustering on the argument-level.
The naming of the frames, which is the last step
in the pipeline, is performed for each frame indi-
vidually. Per frame, we select the candidates with
the highest c-TF-IDF scores from a set of candi-
dates obtained through aspect term extraction and
removing any terms that are part of the topic.

The next step with respect to evaluation is to
investigate the pipeline in its entirety since there
is an interaction between identifying and naming
frames. The data-driven identification of frames,
as performed in the herein work, poses the risk
of resulting in an infeasibly large amount of clus-
ters or clusters not representing meaningful and
well-defined frames (Jurkschat et al., 2022; Ruck-
deschel and Wiedemann, 2022). Nevertheless, the
latter is a general risk when not defining the frame
labels by hand and the amount of clusters can be
defined by setting the hyperparameters respectively.
Though, the question remains how many frames to
create. To this end, we propose to either investi-
gate internal clustering measures or to perform a
selection with a human-in-the-loop setting based
on the predicted frame labels of the frames. More-
over, it would be interesting to investigate deduc-
tive approaches to frame identification as a post-
processing step once the respective names of the
frames are known.

Limitations

In our experiments, we did not select the amount of
frames and instead averaged over all tested k. For
exclusive clustering algorithms, k can be selected
by applying the elbow method, average silhouette
approach, Hartigan statistics, or gap static, for ex-
ample (Yang et al., 2019). Though, these selection
methods are still having weaknesses that need to be
overcome, making the problem relevant to active
research (Yang et al., 2019). Overlapping cluster-
ing algorithms, additionally, are lacking intrinsic
evaluation metrics that go beyond the measure of
overlap size. Due to this, it is not clear how to

perform the selection of k without having access to
the ground truth. Since an investigation of strate-
gies for automatically determining the amount of
clusters in overlapping clustering goes beyond the
scope of this work, we performed an evaluation
that remains agnostic to the ground truth in the
dataset by treating k as a factor to be averaged out.
Moreover, not selecting k based on intrinsic clus-
ter evaluation metrics also provides the chance to
have the user decide on the amount and hence the
granularity of the frames that is best suited to their
application. Such a decision could be guided by
the respective naming of the frames for different k.

To evaluate the automatic naming of frames, we
performed a qualitative evaluation on the identified
ground-truth frames. Though, it would be interest-
ing to apply the naming to the frames identified by
our approach and therewith go a step towards evalu-
ating the pipeline end-to-end. Additionally, instead
of selecting the three top-ranked terms from the
weighted list of candidates as the herein work, one
could also investigate other heuristics for choosing
the terms, assuring that the frame is well described
and potentially can be transformed into a single-
term description for the frame label.

Throughout the work, we based our experiments
on a single dataset since to the best of our knowl-
edge this is the only one suiting our task with topic-
specific overlapping argumentation frames includ-
ing ground truth labels for their naming. However,
since the dataset is covering four different topics,
our results should be generalizable with respect to
the topic of the arguments.

Ethical Considerations

Consideration of ethics is essential for applications
that work with arguments. Our proposed automa-
tion of identifying and naming frames, is a generic
approach that allows to further structure collections
of topic-related arguments based on the aspects
they address. Employed in combination with argu-
ment search, for example, this will make discus-
sions and their arguments more intuitively accessi-
ble to humans. Moreover, by creating awareness of
frames, our work allows to, among others, discover
biases and filter bubbles (Pariser, 2011; Ekström
et al., 2022) in the data and thus paves the path for
approaches to mitigate these. While our work could
be misused to influence people, e. g., by reinforcing
such biases and filter bubbles, we see the positives
of our work prevailing, namely being a tool provid-
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ing transparency about the frames that are existing
in the data. As such, it could also be utilized in the
process of discovering such malicious intentions.
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A Example for Naming of Frames

Table 3 shows the lists of top-3 candidate terms for
set (A) and (B) as utilized in the annotation study
for the topics abortion and minimum wage. The
configuration with set (B) was identified as the best
performing one for naming the frames.

ground truth set (A): FTsframe set (B): ATsframe

abortion
abortion industry industry, profit, consistent industry, profit, dirty
adoption adoption, couple, adopt adoption, baby, kid
bodily autonomy/women’s rights choice, body, make choice, body, decision
consequences of childbirth welfare, unwanted, care raise, unwanted, poverty
fetal defects/disabilities defect, syndrome, fetal syndrome, health, pregnancy
fetal/newborn rights fetus, person, unborn fetus, person, unborn
funding of abortion poor, medicaid, funding poor, medicaid, funding
health effects of pregnancy/childbirth pregnancy, mother, risk pregnancy, mother, risk
illegal abortions illegal, unsafe, 000 illegal, unsafe, alley
moral/ethical values god, moral, immoral moral, religious, catholic
parental consent parental, minor, parent minor, parent, consent
psychological effects of abortion regret, mental, psychological regret, mental, psychological
rape rape, incest, raped rape, incest, raped
responsibility contraception, control, use control, contraception, contraceptive
safety/health effects of legal abortion cancer, breast, risk cancer, risk, medical

minimum wage
capital vs labor power, sweatshop, bargaining market, labor, monopsony
competition/business challenges small, company, owner small, profit, hotel
economic impact economy, spend, money economy, spend, money
government government, market, free government, market, state
low-skilled skilled, unskilled, employment employment, young, skill
motivation/chances school, opportunity, skill school, opportunity, skill
prices price, consumer, raise price, consumer, raise
social justice/injustice poverty, living, income poverty, income, inflation
turnover turnover, training, employee turnover, productivity, reduce
un/employment rate employment, unemployment, effect employment, unemployment, labor
welfare tax, program, assistance tax, government, income
youth and secondary wage earners household, family, teenager household, family, teenager

Table 3: Frame labels as predicted by the automated naming approaches selecting the top-3 candidates ranked by
their c-TF-IDF weight from the respective candidate set with topic-removal.
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