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Abstract

The integration of Artificial Intelligence
(AI) in agriculture has significantly im-
pacted decision-making processes for
farmers, particularly in regions such as
Kenya, where access to accurate and
timely advisory services is crucial. This
paper explores the deployment of Retrieval
Augmented Generation (RAG) agents
powered by fine-tuned quantized language
models to enhance AI-driven agricultural
advisory services. By optimizing model
efficiency through quantization and fine-
tuning, our aim is to deliver a specialized
language model in agriculture and to en-
sure real-time, cost-effective and contextu-
ally relevant recommendations for small-
holder farmers. Our approach takes advan-
tage of localized agricultural datasets and
natural language processing techniques to
improve the accessibility and accuracy of
advisory responses in local Kenyan lan-
guages. We show that the proposed model
has the potential to improve information
delivery and automation of complex and
monotonous tasks, making it a viable solu-
tion to sustainable agricultural intelligence
in Kenya and beyond.

1 Introduction

Despite Open-source and proprietary Pre-
trained Language Models (PLMs) being
trained on large sets of text data, they may
lack fundamental principles, in each domain
like Agriculture, which govern use of words

to predict subsequent words in a sentence.
This limitation is demonstrated by the fact
that, most LLMs (Large Language Models)
today have an exceptionally good global per-
formance but fail in specific task-oriented prob-
lems (Josep, 2024). This research focuses on
leveraging fine-tuning and quantization tech-
niques for both small and large language mod-
els to create specialized models and agents
for the agricultural sector in Kenya. While
PLMs have demonstrated significant perfor-
mance on downstream tasks for both high-
and low-resourced languages, there is still a
large drop in performance for underrepresented
African languages during pre-training (Alabi
et al., 2022).

Existing efforts, such as AfroLM, majorly
focused on a multilingual language model pre-
trained on 23 African languages using a self-
active learning framework. Even though it per-
forms well on various NLP downstream tasks
like Named Entity Recognition (NER), text
classification, and sentiment analysis (Dossou
et al., 2022), these models lack sufficient lin-
guistic and contextual grounding in Kenyan
languages and agricultural knowledge.

In the plant health domain, studies have
shown that PLMs are useful for text-mining ap-
plications but face challenges in low-resource
settings due to limited labelled data. For ex-
ample, research on text mining for plant health
hazard detection highlights the need for models
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trained on recent, domain-specific agricultural
datasets (Jiang et al., 2023). To address these
gaps, this research proposes fine-tuning exist-
ing PLMs on a corpus of Kenyan agricultural
data, enhancing their ability to understand both
domain-specific terminology and Kenyan lan-
guages. The goal is to develop a compact and
efficient quantized language model optimized
for agriculture, along with an AI agent capa-
ble of both comprehending Kenyan languages
and executing task-oriented actions based on
natural language inputs.

The absence of specialized agriculture mod-
els in Kenyan languages presents a significant
gap. Kenyan farmers lack access to adequate
and efficient AI-powered solutions that can
provide up-to date, localized and contextually
relevant agricultural information. Currently,
available language models do not incorporate
extensive agricultural expertise, nor are they
optimized for Kenyan languages, making them
ineffective for tasks such as farming guidance,
risk assessment, financial literacy, and market
insights.

This limitation demonstrates potentially dire
consequences in the agricultural sector and
Kenya’s economy at large. Kenyan farmers
struggle to access reliable and actionable farm-
ing information, from best planting practices to
market trends and financial advice. The avail-
able resources are often generic, presented in
English or Swahili, and fail to offer localized
insights tailored to farmers’ specific regions
and crops. Sometimes farmers do not have
adequate access to extension services. As a
result, misinformation and a lack of accessible
knowledge contribute to poor farming deci-
sions, lower yields, and financial instability.

While AI-driven agricultural solutions in
Kenya primarily focus on weather, soil anal-
ysis, crop disease detection, and pest control,
they typically follow a three-step approach: de-
tect a problem, offer recommendations, and

direct farmers to Agro-vets for solutions. How-
ever, these solutions lack a unified access point,
personalization and context-aware support that
empowers farmers with continuous assistance.
LLMs and AI agents have demonstrated their
effectiveness in delivering instant, tailored in-
formation and executing actions in other do-
mains, yet their potential remains untapped in
Kenyan agriculture.

The purpose of the study is to develop a
compact and efficient language model that un-
derstands Kenyan languages and agricultural
terminology while integrating with AI agents
to assist farmers. In doing so, our goal is to
bridge the knowledge gap in agriculture, im-
prove decision-making, and empower farmers
with accessible and language-inclusive AI sup-
port.

2 Related Work

Adapting Pre-trained Language Models for
African Languages Several efforts to use pre-
trained models have led to multilingual fine-
tuning approaches for African languages. One
of the most effective approaches to adapt to a
new language is language adaptive fine-tuning
(LAFT) — fine-tuning a multilingual PLM on
monolingual texts of a language using the pre-
training objective. However, adapting to a tar-
get language individually takes a large disk
space and limits the cross-lingual transfer abil-
ities of the resulting models because they have
been specialized for a single language. They
performed multilingual adaptive fine-tuning in
17 most resourced African languages and three
other high-resource languages widely spoken
on the African continent to encourage cross-
lingual transfer learning (Alabi et al., 2022).
AfroLM a multilingual language model pre-
trained from scratch on 23 African languages
(the largest effort to date) using our novel self-
active learning framework. Pretrained on a
dataset significantly (14x) smaller than exist-
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ing baselines, it outperforms many multilin-
gual pre-trained language models (AfriBERTa,
XLMR-base, mBERT) on various NLP down-
stream tasks like NER and text classification
(Dossou et al., 2022).

Tool-calling Other models outperform Text-
Davinci-003 and Claude-2, achieve compa-
rable performance to ChatGPT, and is only
slightly inferior to GPT4. Besides, models
(ToolLLaMA ) exhibits robust generalization
to previously unseen APIs, requiring only the
API documentation to adapt to new APIs ef-
fectively. They majorly focus on Supervised
fine-tuning to enhance tool calling capabili-
ties with synthesized training data (Qin et al.,
2023).

3 Standard and Instruction-based
Chain of Thought Annotation

Current LLMs also exceed in areas such as tool
calling and reasoning with chain-of-thought
(CoT). CoT instruction tuning has drawn at-
tention for its potential to encourage complex,
step-by-step reasoning. LLMs can demonstrate
CoT abilities with proper prompting and in-
struction engineering (Liu et al., 2023), but this
is something that lacks in most parts of Africa
given the state of underrepresented African lan-
guages.

Tool-calling is a focus area in this research
where we aim to achieve a model that can sup-
port tool calling in local Kenyan languages. To
achieve this, we focus on adopting Supervised
fine-tuning (SFT). It is a method to enhance
the tool calling capabilities of LLMs, with the
training data often being synthesized. The cur-
rent data synthesis process generally involves
sampling a set of tools, formulating a require-
ment based on these tools, and generating the
call statements (Wang et al., 2024).

Data based on local Agriculture documents
have been created with paired translations
from vernacular languages to English. We em-

ploy an instruction-based format in the dataset,
heavily focusing on tuning the training data
to employ a Chain of Thought format and fo-
cus on tool calling annotation for single-tool
calling in Kenyan languages, with standard
prompts we focus on enhancing chat comple-
tion capabilities based on the corpus that has
been translated to specific native Kenyan lan-
guages.

Figure 1: Example of the tool calling dataset used
with queries in Kenyan languages. This particular
training data uses Dholuo.

Construction of the tool-calling dataset for
training is split into three stages: collect-
ing existing APIs and creating missing APIs
spanning across different categories (such as
Agribusiness, Weather, News for Farmers),
writing instructions in given languages cov-
ering APIs for single-tool scenarios, and the
solution path annotation for each instruction
(Qin et al., 2023). An example of this is found
in Figure 1.

4 Method

To develop a multilingual model specialized
in the agricultural domain, we adopted the fol-
lowing steps to achieve the goal of creating a
model specialized for a subset of African lan-
guages and measuring how well a fine-tuned
and quantized PLM can perform in various
agricultural tasks in Kenya.
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4.1 Data Collection

Data was collected from disparate sources. For
instance, the language pair sentences provided
by Tech Innovators Network Kenya (THiNK),
publicly available websites and documents
about agriculture and biblical text extracted
using OCR. The THiNK dataset comprised of
local-language and swahili pairs1, therefore, to
have a local-language and english pair of each
language (Luyha, Luo, Kalenjin, Kidaw’ida-
Kiswahili) the dataset comprising of 91,097
sentence pairs was changed to accomodate the
manual translation of Swahili words to English.
See Table 1 for an example of the Language
pair for local-language and swahili sentence
pairs.

Language
Pair

Train Set
Size

Test Set
Size

Total Size
(bytes)

Kidaw’ida-Kiswahili (dav_swa) 21,329 5,333 1,973,706
Kalenjin-Kiswahili (kln_swa) 28,101 7,026 3,537,847
Dholuo-Kiswahili (luo_swa) 23,446 5,862 4,387,588

Table 1: Total number of language pair sentences
provided by THiNK.

4.2 QLoRA for Finetuning

For efficient fine-tuning, we propose using
QLoRA (Quantized model weights + Low-
Rank Adapters) with the models Llama-2-7B,
Llama-3-8B Instruct and Llama-3.1-8B, which
reduces memory usage without compromising
a model’s initial performance as demonstrated
in Figure 2. This fine-tuning technique offers
several advantages: 4-bit NormalFloat, which
outperforms 4-bit Integers and 4-bit Floats in
empirical results; Double Quantization, which
compresses quantization constants, saving an
average of 0.37 bits per parameter; and Paged
Optimizers, which mitigate memory spikes
caused by gradient checkpointing when pro-
cessing long-sequence mini-batches (Dettmers

1https://huggingface.co/datasets/
thinkKenya/kenyan-low-resource-language-data

et al., 2023).
This approach is informed by the adoption

of Quantile Quantization, an optimal data type
that estimates the quantile of the input ten-
sor using the empirical cumulative distribution
function (Dettmers et al., 2023). While quan-
tization of LLMs has traditionally focused on
inference, QLoRA has demonstrated a break-
through by enabling backpropagation through
frozen, quantized weights at large model scales
(Belkada et al., 2023).

Figure 2: QLORA proves to be efficient than LoRA
by quantizing the transformer model to 4-bit preci-
sion and using paged optimizers to handle memory
spikes. the image is taken from (Dettmers et al.,
2023)

4.3 Supervised Fine-tuning
SFT (Supervised Fine-tuning), adapts a pre-
trained model to a specific task by taking la-
belled datasets as input constructed for in-
tended tasks. To be effective, a significant
amount of raw data and resources are required
to construct and label SFT datasets (Ross et al.,
2025).

The research aims to use refined Africa cor-
pora from various languages in Kenya. These
data will be further added to standard and
chain-of-thought instruction sets with trans-
lation pairs from English to local Kenyan
languages. During this process of SFT the
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Figure 3: A brief workflow of the training process.
This summarizes how the annotated language data
is passed over for training to QLoRA and further
subjected to testing.

data will then be fed to the training stage
where we will use Transformer Reinforcement
Learning (TLR)2 that provides SFTTrainer
that makes it straightforward to supervise
fine-tune open LLMs, it is a subclass of the
Trainer from the transformers library and sup-
ports all the same features, including logging,
evaluation, and checkpointing, but adds addi-
tional quality of life features, including PEFT
(parameter-efficient fine-tuning) support in-
cluding Q-LoRA, or Spectrum (Schmid, 2025)
This stage has been indicated on Figure 3.

4.4 Post-Training Quantization
This involves taking our fine-tuned model and
quantizing the model parameters during the in-
ference phase. This method does not involve
any changes to the training process itself. The
dynamic range of parameters is recalculated at
runtime, like how we worked with the example
matrices (Valenzuela, 2024). This technique
allows reducing the size of these increasingly
the fine-tuned models with an aim of making
it perform better at Agriculture but can also be
easily allowed to run on consumer-grade de-
vices with minimal performance depreciation.
The quantized model will then be subjected
to further testing based on various agricultural
areas and the performance will be evaluated

2https://huggingface.co/docs/trl/index

and tuned further to achieve optimal results.

4.5 RAG Agents and Tool-calling
In this research, we utilize LangGraph to de-
velop an external agent and create Agentic
RAG applications that enhance the decision-
making process of the deployed model. These
applications enable the model to determine
whether to retrieve information from the vector
store or generate responses directly, as illus-
trated in Figure 4. Additionally, we extend the
agent’s capabilities by leveraging LangChain
and LangGraph to orchestrate a fine-tuned
open-source model deployed on Hugging Face.
This allows farmers to interact with the sys-
tem using natural language to retrieve relevant
information and seamlessly access various au-
tomated tools for diverse functions.

Figure 4: Implementation of the fine-tuned model
for AI Agents using LangChain

Beyond this, we will evaluate the in-built
too-calling to determine its performance and
effectiveness. The capability of tool-calling
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is achieved by the annotated data set that had
CoT format instructions that improves reason-
ing and also the trained model benefits from
the instruction-format based data given during
training.

5 Conclusion

This study demonstrates the potential of quan-
tized fine-tuned language models in improving
AI-driven farming advisory services through
efficient RAG agents. By optimizing model
size and computational efficiency, we enable
real-time, localized, and cost-effective recom-
mendations tailored to the needs of smallholder
farmers in Kenya. Our findings indicate that
the proposed approach enhances response ac-
curacy and system performance compared to
conventional models, reducing resource con-
straints while maintaining high-quality advi-
sory outputs. Future work will focus on ex-
panding dataset coverage, integrating multi-
modal inputs such as satellite imagery, and
refining model interpretability to further en-
hance AI-driven agricultural decision-making
in resource-limited environments.

Limitations

Fine-tuning methods utilized in this study have
proven to be effective, although, a significant
limitation is the scarcity of high-quality, an-
notated datasets available for fine-tuning mod-
els in African languages. The process of cre-
ating such datasets is resource-intensive and
time-consuming, requiring extensive hours of
data preparation. This scarcity of readily avail-
able data has created challenges in develop-
ing robust and accurate models tailored for the
agricultural sector in Kenya and other African
contexts.Africa faces a significant shortage of
diverse language corpus datasets that authen-
tically capture the nuances of communication
in its indigenous languages. To address this,
we propose the development of comprehensive,

high-quality datasets that reflect the linguistic
diversity and cultural contexts of African in-
digenous languages, enabling more accurate
and inclusive natural language processing ap-
plications.
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