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Abstract

Despite rapid advancements in multimodal
large language models (MLLMs), their abil-
ity to process low-resource African languages
in document-based visual question answering
(VQA) tasks remains limited. This paper evalu-
ates three state-of-the-art MLLMs—GPT-4o,
Claude-3.5 Haiku, and Gemini-1.5 Pro—on
WAEC/NECO standardized exam questions in
Yoruba, Igbo, and Hausa. We curate a dataset
of multiple-choice questions from exam im-
ages and compare model accuracies across
two prompting strategies: (1) using English
prompts for African language questions, and (2)
using native-language prompts. While GPT-4o
achieves over 90% accuracy for English, perfor-
mance drops below 40% for African languages,
highlighting severe data imbalance in model
training. Notably, native-language prompting
improves accuracy for most models, yet no
system approaches human-level performance,
which reaches over 50% in Yoruba, Igbo, and
Hausa. These findings emphasize the need for
diverse training data, fine-tuning, and dedicated
benchmarks that address the linguistic intrica-
cies of African languages in multimodal tasks,
paving the way for more equitable and effective
AI systems in education.

1 Introduction

The rapid advancements in artificial intelligence
(AI) have led to the emergence of multimodal
large language models (MLLMs) capable of pro-
cessing and understanding both textual and vi-
sual information (Peng et al., 2023; Ahuja et al.,
2024). Notable examples include OpenAI’s GPT,
Anthropic’s Claude and Google’s Gemini. These
models exhibit impressive capabilities in interpret-
ing combined visual-textual inputs, allowing them
to extract text from images and answer questions
about that content. However, their ability to ac-
curately process text from images in low-resource
languages remains an open question (Adelani et al.,

2025). Despite the progress in multilingual NLP,
most state-of-the-art models are primarily trained
on high-resource languages, resulting in subop-
timal performance for many African languages.
Low-resource languages are severely underrepre-
sented in the datasets used to train and evaluate
MLLMs (Joshi et al., 2020; Adelani et al., 2025),
and African languages such as Yoruba, Igbo, and
Hausa present unique linguistic and orthographic
challenges that differ significantly from dominant
languages on which these models are typically
trained. (Orife et al., 2020). The scarcity of high-
quality training data for these languages exacer-
bates the performance disparity between high- and
low-resource languages (Nayak et al., 2024). Re-
cent benchmarks confirm that multimodal models
perform very well on English but struggle on many
African languages due to data limitations (Ahuja
et al., 2024)

1.1 WAEC and NECO: Importance in West
African Education

The West African Examinations Council (WAEC)
and the National Examinations Council (NECO)
play a crucial role in standardized education across
West Africa. These organizations administer high-
stakes secondary school examinations that assess
students’ proficiency in core subjects, including lan-
guage proficiency in English as well as indigenous
languages like Yoruba, Igbo, and Hausa. WAEC
and NECO exams serve as key determinants of
academic progression, influencing university ad-
missions and career opportunities. Standardized
exams such as WAEC and NECO provide an objec-
tive measure of students’ knowledge, making them
an appealing testbed for evaluating AI models’ nat-
ural language understanding abilities in structured
educational contexts. By leveraging real-world
examination content, this study assesses whether
state-of-the-art MLLMs can process structured ed-
ucational material effectively in African languages.
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1.2 Research Objectives
This study aims to systematically evaluate the
performance of GPT-4o, Claude-3.5 Haiku and
Gemini-1.5 Pro in natural language comprehension
for African languages by addressing the following
objectives:

• Objective 1: Assess the ability of multimodal
LLMs to accurately extract and process text
from WAEC/NECO examination images.

• Objective 2: Compare performance under dif-
ferent prompt languages, analyzing whether
using English vs. native-language prompts
affects answer accuracy.

2 Related Works

2.1 Multimodal Large Language Models and
Their Capabilities

Multimodal large language models integrate mul-
tiple data modalities, such as text and images, to
enhance comprehension and reasoning (Peng et al.,
2023; Ahuja et al., 2024). These models build on
advances in vision-language pre-training that com-
bine visual encoders with language models (Rad-
ford et al., 2021; Li et al., 2023). State-of-the-art
MLLMs have achieved impressive performance on
many text-based visual tasks, including image cap-
tioning, document understanding, and visual ques-
tion answering. In general, these models perform
well on tasks in high-resource languages. However,
studies have shown that their effectiveness dimin-
ishes significantly in low-resource languages such
as Yoruba, Igbo, and Hausa (Adelani et al., 2025;
Schneider and Sitaram, 2024)). For instance, the
IrokoBench evaluation found a substantial drop in
GPT-4o’s performance on African language under-
standing compared to English. Similarly, a cultur-
ally diverse VQA benchmark (Romero et al., 2024)
demonstrated that even powerful vision-language
models fail to generalize across linguistically di-
verse or culturally unfamiliar inputs. (Zhang et al.,
2023) introduced M3Exam, a multilingual, multi-
modal exam benchmark, and reported major per-
formance discrepancies between high-resource and
low-resource languages. While current MLLMs
can process Latin-script inputs with high accuracy,
they struggle with the complex morphology and
orthographic variations present in many African
languages (Liu et al., 2023). This gap underscores
that simply scaling to multimodal inputs is not suf-
ficient for broad multilingual competency.

2.2 Challenges in Multilingual NLP for
Low-Resource African Languages

The lack of training data remains a fundamental
challenge in multilingual NLP research, particu-
larly for African languages (Adelani et al., 2025).
Unlike English or other widely spoken languages,
Yoruba, Igbo, and Hausa have relatively limited
corpora and annotated datasets available for train-
ing or fine-tuning large models. This data scarcity
negatively impacts model performance on both text-
only and multimodal tasks (Schneider and Sitaram,
2024)). Even large multilingual language models
like XLM-R (Conneau et al., 2020) or BLOOM
struggle on African languages that were underrep-
resented in their training data. In addition, many
African languages have unique linguistic properties
– for example, tonal phonology and extensive use
of diacritics in Yoruba, or complex noun classes in
some Bantu languages – which prove difficult for
pre-trained LLMs to handle. These orthographic
and grammatical nuances are often lost or mis-
interpreted by models not specifically adapted to
them (Orife et al., 2020). Recent studies such as
(Nayak et al., 2024) highlight that vision-language
models exhibit poor understanding of culturally
or linguistically specific content, reinforcing the
importance of developing benchmarks that reflect
real-world linguistic diversity. There have been
efforts to bolster NLP for African languages – for
example, the Masakhane project’s participatory ap-
proach to machine translation (Nekoto et al., 2020)
and the creation of language-specific models like
AfriBERTa (Ogueji et al., 2021), but these are text-
only initiatives. Until similar resources and bench-
marks are created on the multimodal front, AI mod-
els will continue to exhibit biases favoring high-
resource languages over under-represented ones
(Ahuja et al., 2024; Lu et al., 2024). Our work
addresses this gap by providing a focused evalua-
tion on Yoruba, Igbo, and Hausa, thereby pushing
towards more inclusive multimodal model develop-
ment.

2.3 Optical Character Recognition and Text
Processing in Multimodal AI

Optical Character Recognition (OCR) plays a cru-
cial role in multimodal AI by enabling models to
extract text from images. However, existing OCR-
focused evaluations – for example, the comprehen-
sive OCRBench suite (Li et al., 2023) – indicate
that current MLLMs often struggle with non-Latin
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scripts, accented characters, and handwritten text.
Even models like GPT-4 and Claude that are adept
at English OCR can falter when faced with, say,
a scanned Hausa document or Yoruba text with
tone marks. Kosmos-2, a recent grounded multi-
modal model (Peng et al., 2023), introduced new
capabilities for aligning text with visual regions,
but its effectiveness on low-resource African lan-
guages remains unclear, as it was primarily evalu-
ated on mainstream languages and object-centric
tasks. In our study, we do not explicitly re-evaluate
OCR accuracy at the character level; instead, we as-
sess how well multimodal LLMs handle the output
of OCR in a downstream task – specifically, an-
swering multiple-choice questions based on exam
images. By leveraging real WAEC/NECO exam
questions, our evaluation extends prior research
and provides new insights into OCR performance
within an African educational context. In particular,
our results can reveal whether state-of-the-art mod-
els accurately interpret the extracted text (including
any diacritics or uncommon characters) and use it
correctly to select answers. This complements ex-
isting OCR benchmarks by focusing on end-to-end
comprehension: from image to extracted text to
answer selection.

2.4 Standardized Exam Benchmarks in AI
Research

Standardized exams have become a widely adopted
benchmark for evaluating AI models. The struc-
tured format of exam questions—where each item
follows a consistent style and has a known cor-
rect answer offers a controlled environment for as-
sessing an AI’s reading comprehension, reasoning,
and problem-solving abilities. Several recent stud-
ies have used exam-based benchmarks to evaluate
large language models. For example, M3Exam
(Zhang et al., 2023) compiles real multilingual
exam questions and shows that GPT-4o and similar
models perform well on high-resource languages
but struggle on under-represented languages. Simi-
larly, the MEGAVERSE benchmark (Ahuja et al.,
2024) evaluated LLMs across 83 languages and
highlighted substantial performance gaps in low-
resource linguistic settings. Our study follows a
similar methodology of exam-driven evaluation but
narrows the focus specifically to structured educa-
tional content in popular Nigerian languages. By
concentrating on WAEC/NECO multiple-choice
questions in Yoruba, Igbo, and Hausa, we provide
an in-depth look at model capabilities in a context

that had not been examined in prior multilingual
benchmarks. This approach also complements ef-
forts like Hendrycks et al.(2021)’s MMLU, which
included a broad range of subjects and some lan-
guages: we add the dimension of image-based text
understanding in an educational assessment sce-
nario.

3 Methodology

3.1 Dataset Curation

The dataset for this study was curated from
past WAEC and NECO examination questions in
Yoruba, Igbo, Hausa, and English. We targeted
multiple-choice questions (MCQs) from recent
years to ensure a representative sample of mod-
ern usage. The curation process involved several
steps:

3.1.1 Data Collection
We obtained past examination papers from stu-
dents and bookshops that sell educational mate-
rials. However, acquiring exam questions for
language subjects (Hausa, Igbo, Yoruba) online
proved extremely challenging, if not nearly impos-
sible, due to their limited availability compared to
more widely documented subjects. To ensure a
sizable dataset in each target language, we focused
on examination papers from the years 2008–2024.

3.1.2 Question Segmentation
Each question‘ was manually cropped from
scanned examination sheets to isolate it as an indi-
vidual image. This ensured that each image con-
tained exactly one question for the model to answer,
standardizing the input format. Only multiple-
choice questions were included to maintain a uni-
form evaluation style.

3.1.3 Answer Key Verification
Many exams came with official answer keys, which
we treated as gold-standard answers. For questions
lacking official keys (or in cases where only the
exam paper was available), we consulted linguistic
and subject matter experts fluent in Yoruba, Igbo,
or Hausa to determine the correct answer. These
expert-verified answers were cross-checked to en-
sure accuracy.

3.1.4 Categorization
Each question was labeled by language (Yoruba,
Igbo, Hausa, or English) and by exam year. This
allows us to perform year-wise or language-wise
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analysis of the results. We ensured a roughly bal-
anced number of questions per language where pos-
sible, though English had a naturally larger pool.
This dataset of exam questions forms the basis for
our evaluation. By using real educational content,
we ensure that the evaluation is grounded in tasks
that have practical importance and linguistic rich-
ness. Table 1 below summarizes the provisional
composition of the dataset:

Year English Yoruba Igbo Hausa

2008 0 20 0 0
2009 0 16 0 0
2010 0 19 0 0
2011 0 20 0 0
2012 0 17 0 0
2013 0 20 0 0
2014 0 20 0 0
2015 0 19 0 0
2016 0 20 0 0
2017 0 0 0 0
2018 29 19 0 0
2019 30 19 0 0
2020 30 19 0 0
2021 60 38 24 0
2022 60 40 45 20
2023 60 36 45 20
2024 0 36 0 36

Total 269 378 114 76

Table 1: Dataset composition by year and language.
WAEC and NECO Combined

3.2 Model Selection and Evaluation Criteria

We selected three state-of-the-art multimodal
LLMs for benchmarking: GPT-4o (OpenAI),
Claude-3.5 Haiku (Anthropic), and Gemini-1.5 pro
(Google DeepMind). These models although un-
even in sizes were chosen due to their cutting-edge
performance and diverse origins (industry leaders
in AI). We accessed GPT-4o, Claude-3.5 Haiku,
and Gemini-1.5 Pro via their official API endpoints,
While other emerging models (such as Mistral)
could be considered, we limited our testing to these
three due to time and resource constraints. Our
evaluation was based on two primary criteria:

• Answer Accuracy: The percentage of ques-
tions for which the model’s answer matched
the expert-verified correct answer. This is a di-

rect measure of performance on the multiple-
choice questions.

• Language-wise Performance: We compare
accuracy across the four languages (English,
Yoruba, Igbo, Hausa) to identify any perfor-
mance disparities.

3.3 Experimental Setup
We designed a uniform evaluation pipeline and
prompting strategy to ensure a fair comparison be-
tween models. Key aspects of the experimental
setup are outlined below:

3.3.1 Prompting Strategy
We employed two query strategies for each ques-
tion image:

1. An English-prompted query.

2. A native-language-prompted query.

In the English prompt condition, the model was
instructed in English (e.g., “Analyze the image and
answer the question”) while being given an image
containing a Yoruba/Igbo/Hausa question. In the
native prompt condition, we translated the instruc-
tion into the question’s language (Yoruba, Igbo, or
Hausa) so that the model received the prompt in
the same language as the question. This allows
us to test whether prompting in the local language
improves understanding or not. Each model thus
answers every question twice: once with an English
prompt and once with a native-language prompt.

3.3.2 Temperature Setting
While most API parameters were left at their de-
faults, we explicitly set the temperature to 0.1 to
ensure minimal randomness and greater response
consistency across model runs. This controlled
setting ensures that each model selects the most
probable answer rather than generating diverse out-
puts.

3.3.3 Multiple-Choice Answering Format
To reduce variability in how models produce an-
swers and to minimize open-ended generation is-
sues (e.g., hallucinations), we prompted the models
to choose one of the options A, B, C, D, E for each
question. We adopted a best-practice format in-
spired by prior VQA benchmarks (e.g., CVQA):
the model is instructed to assign a probability score
to each option and then select the option with the
highest probability. In practice, we implemented
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this by instructing the model to output a JSON ob-
ject with scores, which forces the model to make a
single choice.

3.3.4 Human Evaluation via Independent
NLP Community

A crucial component of our methodology involved
human evaluation using participants from an inde-
pendent NLP community. They have a network of
linguistics enthusiasts, including students with a
keen interest in language processing. We engaged
a subset of students from this community to answer
the same multiple-choice exam questions that were
presented to the AI models. The students were se-
lected based on their fluency in Yoruba, Igbo, or
Hausa, but they were not necessarily language ex-
perts. Their responses provide a useful baseline to
compare human vs. model performance on these
questions. (This human study was conducted with
appropriate consent and is intended for qualitative
comparison, not as a rigorous benchmark.)

3.3.5 Prompt Template
We crafted a consistent system message for all mod-
els, emphasizing the task and format. Below is
a simplified example of the prompt content used
(shown here in English for brevity):

System Prompt:

“You are a knowledgeable assistant for
answering exam questions. Carefully
read the question in the image and evalu-
ate each of the four choices. Provide the
answer by indicating the option (A, B,
C, D, or E) with the highest probability
of being correct, along with probability
scores for each option in JSON format.”

User Prompt:

“Analyze the following question image
and determine the correct answer (A, B,
C, D, or E). Respond in JSON with your
probabilities for each option.”

For native-language trials, the prompts were
translated appropriately (e.g., to Yoruba). All mod-
els were thus given a very similar cue and format
requirement, to the extent their API allowed system
instructions.

3.4 Evaluation Metric
We used a strict accuracy metric for each model’s
responses. A model receives a score of 1 for a ques-
tion if its highest-probability choice matches the

correct answer, and 0 otherwise. We then compute
overall accuracy as well as per-language accuracy.

The above methodology enables a controlled and
fair evaluation of each model’s ability to interpret
exam images and answer questions in multiple lan-
guages. All model outputs and metadata are logged
for analysis.

4 Results

The evaluation results provide insights into the per-
formance of GPT-4o, Gemini-1.5 Pro, and Claude-
3.5 Haiku on multiple-choice exam questions in
Yoruba, Hausa, Igbo, and English. We analyze
accuracy under two prompting conditions:

1. Prompting in English.

2. Prompting in the respective African language.

We also compare the models’ performance to
human baseline scores.

4.1 Model Performance Across Languages
The Table 2 below presents the accuracy scores for
each model across different languages and prompt
conditions:

Prompt GPT-4o Accuracy Gemini-1.5 Pro Accuracy Claude-3.5 Haiku Accuracy
Yoruba Exam Questions

Yoruba Prompt 32.80% (124/378) 29.63% (112/378) 26.72% (101/378)
English Prompt 31.74% (121/378) 33.86% (128/378) 25.92% (98/378)

Hausa Exam Questions
English Prompt 39.47% (30/76) 36.84% (28/76) 28.95% (22/76)
Hausa Prompt 43.42% (33/76) 44.74% (34/76) 23.68% (18/76)

English Exam Questions
English Prompt 90.33% (243/269) 73.61% (198/269) 55.39% (149/269)
Yoruba Prompt 79.55% (214/269) 72.49% (195/269) 39.03% (105/269)
Hausa Prompt 80.30% (216/269) 72.86% (196/269) 40.89% (110/269)
Igbo Prompt 81.04% (218/269) 72.12% (194/269) 36.43% (98/269)

Igbo Exam Questions
English Prompt 27.19% (31/114) 31.58% (36/114) 18.42% (21/114)
Igbo Prompt 28.95% (33/114) 35.96% (41/114) 23.68% (27/114)

Table 2: Accuracy scores for GPT-4o, Gemini, and
Claude across different languages and prompt condi-
tions.

4.2 Key Observations
• Higher Accuracy in English: As expected,

models performed significantly better on
English-only questions, with GPT-4o achiev-
ing the highest accuracy (90.33%), followed
by Gemini-1.5 Pro (73.61%) and Claude -3.5
Haiku (55.39%). This confirms that the mod-
els handle high-resource languages much bet-
ter than low-resource ones.

• Effect of Prompting English Questions in
African Languages: Interestingly, when En-
glish questions were prompted in Yoruba,
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Hausa, and Igbo, accuracy dropped compared
to using English prompts. GPT-4o’s accu-
racy dropped from 90.33% (English prompt)
to 79.55% (Yoruba prompt), 80.30% (Hausa
prompt), and 81.04% (Igbo prompt). Gemini-
1.5 Pro and Claude-3.5 Haiku showed similar
trends, highlighting how translation and lin-
guistic context impact comprehension.

• Native Language Prompts Improve Accu-
racy: For Yoruba, Hausa, and Igbo, prompt-
ing the model in the native language gener-
ally resulted in higher accuracy than when the
prompt was in English. The effect was par-
ticularly noticeable in Hausa (e.g., GPT-4o:
43.42% Hausa-prompted vs. 39.47% English-
prompted).

4.3 Comparison with Human Performance

We also compared model results with human per-
formance, where participants from an independent
NLP community answered the same exam ques-
tions. The results are presented in Table 3 below:

Language Human Accuracy
Hausa 68.0%
Igbo 52.3%
Yoruba 56.0%

Table 3: Comparison of human accuracy on multiple-
choice exam questions across three African languages.

Human accuracy was significantly higher than
all model performances across the three African
languages, reinforcing that even non-expert hu-
mans outperform state-of-the-art AI models on
structured educational tasks in Yoruba, Igbo, and
Hausa.

These results provide strong evidence of the
performance gap between AI models and human
linguistic abilities, particularly in low-resource
African languages.

5 Discussion

The results indicate several key trends regarding
multimodal LLMs’ performance in African lan-
guages. Below, we discuss the implications of these
findings and analyze potential causes and areas for
improvement.

5.1 Performance Disparities Across
Languages

Our findings confirm that AI models struggle signif-
icantly with low-resource languages, particularly in
the context of document VQA for standardized ex-
ams. The sharp decline in accuracy from 90.33% in
English (GPT-4o) to below 40% for Yoruba, Hausa,
and Igbo underscores the severe data imbalance
in model training. Despite advancements in multi-
lingual AI, African languages remain underrepre-
sented in training datasets, leading to weaker com-
prehension and reasoning abilities when processing
structured educational assessments. This highlights
the critical need for more inclusive AI models ca-
pable of handling the complexities of standardized
exam content in low-resource languages.

5.2 Effect of Native vs. English Prompting

A critical takeaway from the study is that models
perform better when prompted in the same lan-
guage as the question. This trend was particularly
consistent for GPT-4o and partially observed in
Gemini and Claude. The improvement suggests
that prompting in the target language helps mod-
els better interpret syntactic and semantic nuances,
likely because it reduces the additional complexity
of cross-language interpretation.

However, this trend was not uniform across all
languages and models. For example, Gemini per-
formed slightly better when prompted in English
for Yoruba questions, suggesting that some mod-
els may rely on English as an anchor for reasoning.
This discrepancy warrants further investigation into
the internal translation and tokenization processes
of multimodal LLMs.

5.3 Human vs. AI Performance Gap

Human participants vastly outperformed all mod-
els, with an average accuracy of 56.0% (Yoruba),
52.3% (Igbo), and 68% (Hausa). This performance
gap is expected, but its magnitude is striking, espe-
cially considering that the human evaluators were
not expert linguists, but student enthusiasts from an
independent NLP community. The disparity sug-
gests that AI models lack fundamental linguistic
and contextual understanding needed for structured
educational tasks in African languages.

This reinforces the need for more diverse and
representative training datasets to improve multi-
modal AI comprehension of African languages. It
also suggests the potential for fine-tuning or adapta-
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tion strategies to boost model performance in these
languages.

6 Conclusion

This study evaluated the performance of state-of-
the-art multimodal large language models—GPT-
4o, Gemini, and Claude—on structured educational
tasks in Yoruba, Igbo, and Hausa. Our findings
reveal several key takeaways:

• Performance disparities exist across lan-
guages, with models performing significantly
better in English than in African languages for
VQA in standardized exams.

• Prompting in native languages improves
model accuracy, particularly for GPT-4o, sug-
gesting a need for further multilingual opti-
mization.

• AI models still lag behind human perfor-
mance, with human participants from an in-
dependent NLP community achieving much
higher accuracy than all models.

These results highlight the challenges of multi-
modal NLP for African languages and emphasize
the need for greater linguistic inclusivity in AI train-
ing data and model design.

7 Future Work

Future research can build upon this study by
expanding and improving multimodal datasets
for African languages, ensuring high-quality re-
sources that help bridge performance gaps. Fine-
tuning large language models (LLMs) with domain-
specific data could further enhance their compre-
hension and reasoning capabilities in these lan-
guages. Additionally, the development of standard-
ized evaluation benchmarks for African multimodal
NLP would enable systematic model comparisons.
Investigating OCR accuracy for African scripts
is another crucial area, as many languages have
unique orthographic systems that present distinct
challenges. Finally, broadening the scope beyond
Yoruba, Igbo, and Hausa to include a wider range
of African languages would provide a more com-
prehensive understanding of NLP challenges on the
continent.
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