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Abstract

Retrieval-Augmented Generation (RAG) has
emerged as a crucial framework in natural lan-
guage processing (NLP), improving factual
consistency and reducing hallucinations by in-
tegrating external document retrieval with large
language models (LLMs). However, the effec-
tiveness of RAG is often hindered by corefer-
ential complexity in retrieved documents, in-
troducing ambiguity that disrupts in-context
learning. In this study, we systematically in-
vestigate how entity coreference affects both
document retrieval and generative performance
in RAG-based systems, focusing on retrieval
relevance, contextual understanding, and over-
all response quality. We demonstrate that coref-
erence resolution enhances retrieval effective-
ness and improves question-answering (QA)
performance. Through comparative analysis of
different pooling strategies in retrieval tasks,
we find that mean pooling demonstrates su-
perior context capturing ability after applying
coreference resolution. In QA tasks, we dis-
cover that smaller models benefit more from
the disambiguation process, likely due to their
limited inherent capacity for handling referen-
tial ambiguity. With these findings, this study
aims to provide a deeper understanding of the
challenges posed by coreferential complexity
in RAG, providing guidance for improving re-
trieval and generation in knowledge-intensive
AI applications.

1 Introduction

With the rapid advancement of large language
models (LLMs) and information retrieval tech-
nologies, Retrieval-Augmented Generation (RAG)
has emerged as a fundamental technique widely
adopted across various tasks, including knowledge-
intensive applications such as question-answering
and dialogue systems (Gan et al., 2023; Yang et al.,
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a basketball thrown 
from the ground

ballistic trajectory

Q. What space-time path is seen as a curved line in space?

[1] Since then, and so far, general relativity has been acknowledged as the 
theory that best explains gravity. [2] In GR, … [5] Thus, the straight line 
path in space-time is seen as a curved line in space, and it is called the 
ballistic trajectory of the object. [6] For example, a basketball thrown from 
the ground moves in a parabola, as it is in a uniform gravitational field. [7] 
Its space-time trajectory (when the extra ct dimension is added) is almost a 
straight line, slightly curved (with the radius of curvature of the order of 
few light-years). 

Original (0.49)

[1] Since then, and so far, general relativity has been acknowledged as the
theory that best explains gravity. [2] In general relativity, … [5] Thus, the
straight line path in space-time is seen as a curved line in space, and it is
called the ballistic trajectory of the object. [6] For example, a basketball
thrown from the ground moves in a parabola, as the basketball is in a
uniform gravitational field. [7] The basketball's space-time trajectory
(when the extra ct dimension is added) is almost a straight line, slightly
curved (with the radius of curvature of the order of few light-years).

Resolved (0.55)

Figure 1: Example of changes in similarity and re-
sponses resulting from coreference resolution. Similar-
ity scores are indicated in parentheses using NV-Embed-
v2, and responses are generated with the Llama-3.2-1B-
Instruct model.

2023). By integrating retrieval mechanisms with
generative language models, RAG enhances fac-
tual consistency, improves knowledge recall, and
mitigates issues related to hallucination.

Two key challenges in RAG lie in the retrieval
of relevant documents from a large corpus and the
subsequent in-context learning process, where re-
trieved documents are leveraged to generate accu-
rate responses. These challenges are particularly
pronounced when dealing with documents, as these
often contain multiple coreferences to the same en-
tities, making it difficult for language models to
resolve coreferential ambiguity effectively (Dasigi
et al., 2019). In addition, these hinder the ability
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of LLMs to effectively capture relevant contextual
information from the given inputs (Liu et al., 2024).

From this perspective, coreferential complexity
can hinder a retrieval model’s ability to effectively
interpret and represent documents. Specifically, it
may prevent the model from accurately capturing
the semantic relationships between entities and
their references, making it more difficult to align
query intentions with the most relevant document.
These retrieval errors and drops in relevance propa-
gate throughout the generation process, ultimately
reducing the factual accuracy of the responses (Shi
et al., 2023). Consequently, such accumulated er-
rors undermine user trust in AI-generated answers,
weakening confidence in the system’s outputs.

To address these challenges, we aim to sys-
tematically investigate the impact of coreferential
complexity on each core component of RAG, in-
cluding document retrieval and in-context learn-
ing. Through extensive experiments and analysis,
our study reveals two key findings: First, In re-
trieval tasks, models show performance improve-
ments when coreference resolution is applied, with
models utilizing mean pooling demonstrating par-
ticularly significant gains. This suggests that re-
solved coreferences enhance the models’ ability
to capture document semantics. Second, For QA
tasks, we find that smaller language models are
likely to benefit more from coreference resolution
compared to larger models, indicating that coref-
erential complexity poses a greater challenge for
models with limited capacity. These findings high-
light how coreference resolution can enhance differ-
ent aspects of RAG systems, with specific benefits
depending on the model architecture and task type.

2 Coreference Resolution

Coreference resolution is a technique that iden-
tifies and links different expressions referring to
the same entity in a text by identifying and replac-
ing them with their explicit forms to eliminate am-
biguity (Ng, 2010). Figure 1 illustrates how this
technique enhances natural language processing
tasks through explicit entity references, using an
actual example from the SQuAD2.0 dataset. In the
document, ambiguous elements such as abbrevia-
tions and pronouns (“GR”, “it”, “Its”) are replaced
with their explicit forms (“general relativity”, “the
basketball”, “The basketball’s”). Comparing the
original and resolved documents, the similarity
scores computed by the embedding model show

an improvement for the resolved version, demon-
strating that coreference resolution effectively en-
hances the precision of similarity computation for
retrieval tasks. Beyond retrieval performance, coref-
erence resolution significantly impacts question-
answering accuracy by strengthening contextual
coherence and logical reasoning. The resolved doc-
ument provides a more traceable reasoning chain,
enabling the model to better understand entity re-
lationships and semantics. As demonstrated in our
example, the model provides the correct answer
with the resolved document while failing with the
original document, showing the benefits of this en-
hanced clarity. This example clearly illustrates the
critical role of coreference resolution in enhancing
both document retrieval and question-answering
capabilities.

To systematically address coreferential ambigui-
ties, we implement an LLM-powered coreference
resolution function fcoref that transforms ambigu-
ous coreferences into their explicit antecedents. For
each document di, this function produces corefer-
entially explicit document d′i:

d′i = fcoref(di)

We utilize gpt-4o-mini (Hurst et al., 2024) to im-
plement this coreference resolution function. The
model takes text containing unresolved corefer-
ences as input and produces an output in which
multiple expressions referring to the same entity
are explicitly linked, maintaining contextual con-
sistency throughout the text. Through this process,
we explore how resolving coreferential ambiguity
and providing explicit semantic connections in the
document impact retrieval and question answering.
The detailed prompt design and implementation
specifics are described in Section C.2

3 Experimental Setup

Models We evaluate a variety of publicly
accessible embedding models with different
architectures and pooling methods to evalu-
ate retrieval performance for both the orig-
inal document and the coreference-resolved
document. For encoder-based embedding mod-
els, we use e5-large-v2 (Wang et al., 2022),
stella_en_400M_v5 (Zhang et al., 2025), bge-
large-en-v1.5 (Xiao et al., 2023), and gte-
modernbert-base (Zhang et al., 2024). As decoder-
based models, we employ LLM2Vec-Meta-Llama-
3-8B-Instruct-mntp-supervised (BehnamGhader
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Archi
tecture Pool Models DocType

BELEBELE SQuAD2.0 BoolQ NanoSCIDOCS AVG OVR

@ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5
E

N
C

O
D

E
R

Mean
e5-large-v2 Original 0.922 0.952 0.955 0.802 0.881 0.891 0.839 0.905 0.913 0.520 0.404 0.359 0.809 0.812 0.810 0.811

+ C·R 0.923 0.948 0.956 0.816 0.893 0.902 0.833 0.902 0.911 0.520 0.400 0.352 0.814 0.813 0.809 0.812

stella_en_400M_v5 Original 0.910 0.946 0.949 0.767 0.851 0.866 0.838 0.907 0.915 0.480 0.386 0.345 0.785 0.799 0.803 0.796
+ C·R 0.920 0.950 0.954 0.767 0.849 0.864 0.837 0.907 0.915 0.500 0.384 0.349 0.790 0.799 0.804 0.798

[CLS]
gte-modernbert-base Original 0.892 0.932 0.937 0.778 0.862 0.876 0.831 0.901 0.909 0.520 0.452 0.410 0.793 0.809 0.811 0.804

+ C·R 0.899 0.936 0.940 0.779 0.863 0.876 0.829 0.900 0.909 0.520 0.448 0.391 0.794 0.809 0.807 0.804

bge-large-en-v1.5 Original 0.903 0.932 0.939 0.749 0.838 0.854 0.831 0.899 0.908 0.480 0.395 0.364 0.776 0.792 0.799 0.789
+ C·R 0.912 0.938 0.944 0.747 0.838 0.853 0.833 0.901 0.909 0.480 0.382 0.359 0.777 0.791 0.800 0.789

D
E

C
O

D
E

R

Mean
NV-Embed-v2 Original 0.959 0.977 0.978 0.865 0.927 0.933 0.874 0.935 0.941 0.460 0.405 0.356 0.836 0.842 0.836 0.838

+ C·R 0.959 0.977 0.977 0.873 0.933 0.938 0.874 0.935 0.941 0.480 0.414 0.353 0.843 0.845 0.836 0.841

LLM2Vec Original 0.938 0.964 0.967 0.835 0.904 0.913 0.854 0.922 0.929 0.440 0.408 0.358 0.814 0.827 0.824 0.822
+ C·R 0.941 0.965 0.968 0.839 0.907 0.916 0.854 0.922 0.929 0.500 0.424 0.372 0.826 0.831 0.827 0.828

Last
gte-Qwen2-1.5B Original 0.938 0.961 0.963 0.820 0.891 0.901 0.823 0.893 0.904 0.520 0.428 0.387 0.816 0.816 0.812 0.815

+ C·R 0.940 0.959 0.964 0.820 0.891 0.901 0.825 0.895 0.906 0.520 0.435 0.392 0.816 0.818 0.814 0.816

Linq-Embed-Mistral Original 0.944 0.967 0.969 0.800 0.885 0.895 0.876 0.937 0.942 0.460 0.407 0.360 0.810 0.828 0.830 0.823
+ C·R 0.942 0.967 0.969 0.798 0.882 0.892 0.877 0.937 0.942 0.500 0.423 0.373 0.815 0.830 0.832 0.826

Table 1: Performance of retrieval tasks with and without coreference resolution. The @k indicates the top k nDCG
results. For each comparison, the higher score is highlighted in bold.

et al., 2024) which we refer to as LLM2Vec,
NV-Embed-v2 (Lee et al., 2025), Linq-Embed-
Mistral (Junseong Kim, 2024), and gte-Qwen2-
1.5B-instruct (Li et al., 2023).

To evaluate how coreference resolution af-
fects LLMs’ understanding and answer genera-
tion capabilities, we conduct experiments with
various instruction-tuned models: Llama3.2-3B-
Instruct, Llama3.1-8B-Instruct (Dubey et al., 2024),
Qwen2.5-3B-Instruct, Qwen2.5-7B-Instruct (Yang
et al., 2024), gemma-2-2b-it, gemma-2-9b-it (Team
et al., 2024), Mistral-7B-Instruct-v0.3 (Jiang et al.,
2023).

Datasets To evaluate the effect of coreferential
complexity in retrieval performance, we conduct
experiments on four datasets: BELEBELE (Ban-
darkar et al., 2023), which is designed for
Machine Reading Comprehension (MRC) tasks,
SQuAD2.0 (Rajpurkar et al., 2018), a QA dataset
based on Wikipedia, BoolQ (Clark et al., 2019),
designed for yes/no questions, and NanoSCI-
DOCS (Cohan et al., 2020), which is a subset
of SCIDOCS dataset, specifically designed for re-
trieval tasks. For the QA datasets, we adapt the
question-document pairs for retrieval evaluation.
Details about data preprocessing and extra experi-
ment details can be found in Appendix C.1.

Metrics We use nDCG@k(k=1,3,5) to evaluate
retrieval performance. nDCG evaluates retrieval
ranking quality by measuring both relevance and
position of results with logarithmic position dis-
count. For evaluating QA performance, we calcu-
late the log likelihood on benchmarks such as the
BELEBELE and BoolQ datasets for accuracy mea-
surement, and use the F1-score for SQuAD2.0. All

experiments are conducted using the library1 to
ensure replicability.

4 Experimental Results and Analysis

4.1 Impact of Coreference Resolution on
Retrieval Performance

Table 1 presents a comparison of retrieval per-
formance between original documents and their
coreference-resolved versions across different em-
bedding models. Our experiments demonstrate
that addressing coreference issues consistently im-
proves retrieval performance across all evaluation
metrics, likely due to more explicit and trace-
able entity references in document representations.
The performance improvement is particularly pro-
nounced in decoder-based models, with LLM2Vec
shows the most significant gains in the average
score, improving by 0.012, 0.004, and 0.003 points
for nDCG@k (k=1, 3, 5), respectively. These re-
sults demonstrate that coreference resolution en-
hances the overall performance of retrieval tasks,
particularly in decoder-based embedding models.

Furthermore, we observe a trend along with the
choice of pooling strategies in embedding mod-
els. Specifically, models employing mean pooling
(e.g., e5-large-v2, stella_en_400M_v5, NV-Embed-
v2, and LLM2Vec) exhibit a more clear perfor-
mance gain from coreference resolution compared
to models utilizing [CLS] token or last token pool-
ing. This phenomenon can be explained by mean
pooling’s equal treatment of all tokens. By replac-
ing pronouns with their actual antecedents, more
meaningful semantic representations are captured,
as each token now carries more explicit semantic

1
https://github.com/EleutherAI/lm-evaluation-harness
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Models DocType BoolQ BELEBELE SQuAD

Llama3.2-3B
-Instruct

Orginal 0.7636 0.8122 0.6437
+ C·R 0.7642 0.8389 0.6888

Llama-3.1-8B
-Instruct

Orginal 0.8202 0.8833 0.5583
+ C·R 0.8205 0.9133 0.7827

Qwen2.5-3B
-Instruct

Orginal 0.7801 0.7800 0.2972
+ C·R 0.7804 0.8578 0.5500

Qwen2.5-7B
-Instruct

Orginal 0.8599 0.8622 0.3980
+ C·R 0.8599 0.9022 0.7977

gemma-2
-2b-it

Orginal 0.8006 0.2633 0.5185
+ C·R 0.8015 0.3067 0.6209

gemma-2
-9b-it

Orginal 0.8645 0.5411 0.7646
+ C·R 0.8651 0.5467 0.8423

Mistral-7B
-Instruct-v0.3

Orginal 0.8321 0.8500 0.4080
+ C·R 0.8349 0.8511 0.4396

Table 2: Performance of QA tasks on coreference reso-
lution. The higher score is highlighted in bold.

information rather than abstract references. This ob-
servation aligns with previous research suggesting
that mean pooling is particularly useful for captur-
ing the overall semantics of text data (Zhao et al.,
2022). While [CLS] token and last token pooling
methods also show improvements with coreference
resolution, their reliance on a single-token represen-
tation for the entire document embedding leads to
relatively smaller gains compared to mean pooling.
As shown in Table 9, coreference resolution tends
to increase document length by replacing pronouns
with their antecedents. This characteristic further
amplifies the advantage of mean pooling, which
can more effectively integrate information across
varying text lengths. These findings highlight the
synergistic relationship between mean pooling and
coreference resolution in enhancing document rep-
resentation.

4.2 Impact of Coreference Resolution on
Question Answering Performance

Table 2 examines the impact of coreference resolu-
tion on QA tasks across different model architec-
tures and sizes. We observe consistent performance
improvements across all models and tasks, aligning
with previous findings on the benefits of corefer-
ence resolution in question answering (Liu et al.,
2024).

Notably, smaller models tend to achieve greater
performance gains through coreference resolution
compared to their larger variants. For instance, in
BoolQ, Qwen2.5-3B-Instruct shows an improve-
ment of 0.0003 compared to no improvement in the
7B version, and gemma-2-2b-it improves by 0.0009
whereas the 9b model shows an improvement of
0.0006. This pattern becomes more pronounced

in the Belebele task, where Qwen2.5-3B-Instruct
demonstrates an improvement of 0.0778, substan-
tially higher than the 0.0400 gain of its 7B variant,
and gemma-2-2b-it achieves a 0.0434 improvement
compared to the minimal 0.0056 gain in the 9b
version. As Table 9 shows, applying coreference
resolution reduces the number of pronouns, thereby
decreasing coreferential complexity. This more ex-
plicit representation facilitates easier contextual
understanding, particularly benefiting smaller lan-
guage models.

Interestingly, we find that in SQuAD2.0, some
small models with given coreference-resolved doc-
ument perform comparably to or even surpass
larger models using original document. For ex-
ample, gemma-2-2b-it and Qwen2.5-3B-Instruct
achieve F1-scores of 0.6209 and 0.5500 respec-
tively with coreference-resolved document, which
are similar to or higher than the baseline perfor-
mance of larger models such as Llama3.1-8B-
Instruct, Qwen2.5-7B-Instruct, and Mistral-7B-
Instruct-v0.3 (scoring 0.5583, 0.3980, and 0.4080
respectively). These findings collectively suggest
that coreference resolution is impactful for QA
tasks, where reducing coreferential complexity di-
rectly aids models by facilitating improved contex-
tual understanding.

5 Conclusion

This study investigates the effectiveness of corefer-
ence resolution in enhancing natural language un-
derstanding across retrieval and question answering
tasks. Our comprehensive analysis reveals several
key findings. First, dense embedding models show
consistent improvements in retrieval performance
when coreference resolution is applied, with mean
pooling strategies particularly benefiting from more
explicit entity representations. Second, the impact
of coreference resolution varies across model ar-
chitectures and sizes: while it enhances perfor-
mance across all scales, smaller language mod-
els show particularly notable improvements, some-
times achieving comparable performance to larger
models when given coreference-resolved document.
These findings highlight how reducing coreferential
complexity can effectively enhance model perfor-
mance, contributing to our understanding of how
to improve contextual comprehension in language
models. Our work provides valuable insights for
future research in optimizing both retrieval systems
and question answering models through better han-
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dling of coreferential relationships.

Limitations

Despite the contributions of this study, there are
several limitations that should be acknowledged.
We identify potential biases arising from the use
of GPT-4o-mini for coreference resolution, as the
model’s interpretations may not always align with
human understanding, leading to possible discrep-
ancies. Additionally, despite employing diverse
datasets (e.g., BELEBELE, SQuAD2.0, BoolQ,
NanoSCIDOCS), our approach may not fully cap-
ture the complexities of specialized or highly tech-
nical text, indicating the need for broader, domain-
specific evaluation. Finally, while providing ex-
plicit references can increase clarity by grounding
model outputs, this method can sometimes con-
strain the generative flexibility of language models,
thereby limiting their ability to produce a wide
range of natural-sounding responses. Balancing
clarity with generative versatility thus remains a
critical direction for future research.

Ethics Statement

This study acknowledges several ethical considera-
tions. The coreference resolution process may un-
intentionally perpetuate or amplify existing biases,
particularly in sensitive areas such as gender or
cultural references, necessitating regular audits of
training data. We have documented potential biases
and limitations in the use of GPT-4o-mini through-
out our research. This paper involved the use of
GPT-4o for supporting aspects of the manuscript
preparation, such as improving clarity and gram-
mar, while all intellectual contributions, experimen-
tal designs, analyses, and core findings remain the
responsibility of the authors. Additionally, we ac-
knowledge that the computational cost of coref-
erence resolution raises environmental concerns,
and its application in critical decision-making pro-
cesses requires careful consideration. We maintain
transparency in our methodologies to facilitate re-
producibility and further research in this area.
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A Related Work

A.1 Coreference Resolution

Coreference Resolution plays a crucial role in un-
derstanding and representing text. Previous studies
have demonstrated that accurately identifying and
linking expressions referring to the same entity
within a text serves as a fundamental component of
natural language understanding (Caramazza et al.,
1977; Kantor and Globerson, 2019; Desmet and
Gibson, 2003). In particular, coreference resolution
is considered one of the complex tasks that requires
not only grammatical agreement but also semantic
coherence and understanding of discourse structure
(Mitkov, 1999).

For Coreference Resolution, Lee et al. (2017)
first proposed an end-to-end approach that learns
the antecedent distribution of all spans in a docu-
ment, while Manning et al. (2020) utilized atten-
tion mechanisms to analyze how language models
perform coreference resolution. Recent research
explores the use of prompts with LLMs for corefer-
ence resolution, demonstrating that prompt-based
methods can effectively leverage the model’s in-
herent linguistic knowledge for this task (Le and
Ritter; Blevins et al., 2023; Gan et al., 2024).

A.2 Applications in Downstream Tasks

There have been various attempts to reduce corefer-
ential complexity to downstream tasks. Chen et al.
(2024) proposed propositions as self-contained fac-
tual units that reduce context dependency caused by
coreference in retrieval tasks. Meanwhile, Wu et al.
(2021), Chai et al. (2022), Liu et al. (2024) have
shown that coreference resolution techniques can
improve long context understanding and answering
performance in QA tasks.

In our paper, we evaluate the impact of coref-
erence resolution through prompting in LLMs
on both retrieval and QA tasks. Our analysis of
dense embedding models shows that coreference
resolution consistently improves retrieval perfor-
mance, with models using mean pooling strategies
demonstrating particularly notable gains. For QA
tasks, experiments across BoolQ, Belebele, and
SQuAD2.0 reveal that while coreference resolution
generally enhances performance across all model
sizes, smaller language models tend to achieve
greater relative improvements compared to their
larger variants.

B Additional Experiment

Since using GPT-4o-mini is relatively expensive,
we perform coreference resolution with a small
Language Model, Qwen2.5-7B-Instruct (Yang
et al., 2024), and report the retrieval performance
of Embedding models and the QA performance of
LLMs.

Models DocType BoolQ BELEBELE SQuAD

Qwen2.5-3B
-Instruct

Orginal 0.7801 0.7800 0.2972
C·R·QWEN 0.7777 0.8489 0.3023
C·R 0.7804 0.8578 0.5500

gemma-2
-2b-it

Orginal 0.8006 0.2633 0.5185
C·R·QWEN 0.8003 0.3044 0.6215
C·R 0.8015 0.3067 0.6209

Mistral-7B
-Instruct-v0.3

Orginal 0.8321 0.8500 0.4080
C·R·QWEN 0.8336 0.8500 0.5742
C·R 0.8349 0.8511 0.7396

Table 3: Performance of QA tasks on coreference res-
olution via Qwen2.5-7B-Instruct. The higher score is
highlighted in bold.

QA Performance Table 3 shows results for
QA tasks on coreference resolution done by
Qwen2.5-7B-Instruct. It shows that resolving coref-
erential complexity by Qwen2.5-7B-Instruct also
marginally improves QA performance above all
three models.

Retrieval Performance As shown in Table 4,
results show that using a lightweight model for
coreference resolution also improves retrieval per-
formance. Particularly, models using mean pooling
strategy demonstrates superior performance, which
aligns the prior results in our paper.

These results show that resolving coreferential
complexity with relatively small and cost-effective
models can also improve retrieval performance (es-
pecially models utilizing mean pooling) and QA
performance.
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C Detailed Experimental Setup

C.1 Datasets
In processing the data for retrieval tasks, due to the
substantial size of SQuAD2.0 and BoolQ datasets,
we only use their validation data to construct the
retrieval pool, as applying coreference resolution to
the entire document set would be computationally
intensive. For SQuAD2.0, we exclude all instances
where answers are not available.

Among these datasets, BELEBELE, SQuAD2.0,
and BoolQ, which contain answer information,
are additionally utilized to evaluate the genera-
tion capabilities of our model. This allows us to
demonstrate comprehensive effectiveness by as-
sessing whether the model can generate improved
responses to queries based on the retrieved docu-
ments.

C.2 Prompt Templates
This section provides an overview of the prompt
templates used in our experiments.

Coreference Resolution Table 5 outlines the
prompt applied for coreference resolution. This
prompt instructs the model to act as a coreference
resolution expert, replacing ambiguous pronouns
with their explicit antecedents. The prompt includes
examples demonstrating how pronouns should be
resolved to their corresponding entities, ensuring
consistent and accurate resolution.

QA inference For QA tasks, we utilize differ-
ent prompts tailored to each dataset’s characteris-
tics. Table 7 shows the prompt for BoolQ, which
presents the document and question in a straightfor-
ward format for yes/no answers. Table 6 presents
the prompt for Belebele, structured to handle
multiple-choice questions with four options. Ta-
ble 8 illustrates the prompt for SQuAD2.0, which
explicitly instructs the model to provide concise
answers to questions based on the given document.

C.3 Hardware
We conducted our experiments using an Intel Xeon
Gold 6230R @2.10GHz CPU, 376GB RAM, and
an NVIDIA RTX A6000 48GB GPU. The software
environment included nvidiadriver, CUDA, and Py-
Torch, running on Ubuntu 20.04.6 LTS.
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Archi
tecture Pool Models DocType

BELEBELE SQuAD2.0 BoolQ NanoSCIDOCS AVG OVR

@ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5 @ 1 @ 3 @ 5
E

N
C

O
D

E
R Mean stella_en_400M_v5

Original 0.910 0.946 0.949 0.767 0.851 0.866 0.838 0.907 0.915 0.480 0.386 0.345 0.785 0.799 0.803 0.796
C·R 0.920 0.950 0.954 0.767 0.849 0.864 0.837 0.907 0.915 0.500 0.384 0.349 0.790 0.799 0.804 0.798
C·R·Qwen 0.921 0.950 0.954 0.784 0.865 0.879 0.841 0.910 0.917 0.540 0.438 0.405 0.805 0.814 0.818 0.812

[CLS] bge-large-en-v1.5
Original 0.903 0.932 0.939 0.749 0.838 0.854 0.831 0.899 0.908 0.480 0.395 0.364 0.776 0.792 0.799 0.789
C·R 0.912 0.938 0.944 0.747 0.838 0.853 0.833 0.901 0.909 0.480 0.382 0.359 0.777 0.791 0.800 0.789
C·R·Qwen 0.901 0.934 0.940 0.749 0.838 0.854 0.831 0.899 0.906 0.480 0.382 0.359 0.775 0.790 0.798 0.788

D
E

C
O

D
E

R Mean LLM2Vec
Original 0.938 0.964 0.967 0.835 0.904 0.913 0.854 0.922 0.929 0.440 0.408 0.358 0.814 0.827 0.824 0.822
C·R 0.941 0.965 0.968 0.839 0.907 0.916 0.854 0.922 0.929 0.500 0.424 0.372 0.826 0.831 0.827 0.828
C·R·Qwen 0.940 0.964 0.967 0.834 0.904 0.912 0.853 0.921 0.928 0.480 0.421 0.366 0.821 0.829 0.825 0.825

Last Linq-Embed-Mistral
Original 0.944 0.967 0.969 0.800 0.885 0.895 0.876 0.937 0.942 0.460 0.407 0.360 0.810 0.828 0.830 0.823
C·R 0.942 0.967 0.969 0.798 0.882 0.892 0.877 0.937 0.942 0.500 0.423 0.373 0.815 0.830 0.832 0.826
C·R·Qwen 0.948 0.968 0.972 0.799 0.885 0.895 0.874 0.936 0.940 0.500 0.423 0.373 0.817 0.830 0.832 0.826

Table 4: Performance of retrieval tasks with coreference resolution via Qwen2.5-7B-Instruct. The @k indicates the
top k nDCG results. For each comparison, the higher score is highlighted in bold.

You are an expert in coreference resolution. Your task
is to resolve all ambiguous pronouns and references in
the provided document, replacing them with explicit and
contextually accurate entities. Do not add any extra text
or commentary—output only the fully resolved document.

Below are some examples:

Example 1:
Input:
Document: Alice, who was late, quickly ran to catch the
bus because she missed her train.
Output:
Alice, who was late, quickly ran to catch the bus because
Alice missed her train.

Example 2:
Input:
Document: Bob said he would finish his work today
because he promised his manager.
Output:
Bob said that Bob would finish Bob’s work today because
Bob promised his manager.

Example 3:
Input:
Document: The committee stated that they would review
the proposal after they received feedback.
Output:
The committee stated that the committee would review
the proposal after the committee received feedback.

When you receive the input document (which al-
ways starts with "Document:"), please output only the
resolved document text.

Document: {Document}

Table 5: Prompt template example for CR task.

Please refer to the given passage and choose the correct
answer.

P: {Document}
Q: {Question}
A: {mc_answer1}
B: {mc_answer2}
C: {mc_answer3}
D: {mc_answer4}
Answer:

Table 6: Prompt template example for BELEBELE in-
ference.

{Document}

Question: {Question}

Answer:

Table 7: Prompt template example for BoolQ inference.

Instruction
Please answer the question.

Conditions
You must answer the question. with short answer.

Document: {Document}

Question: {Question}

Answer:

Table 8: Prompt template example for SQuAD2.0 infer-
ence.
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D Coreferential Complexity

Table 9 presents the number of noun and pro-
noun chunks before and after applying corefer-
ence resolution across different datasets. We de-
fine referential complexity as the degree of diffi-
culty in understanding a given context, where a
higher number of pronouns increases ambiguity
in contextual comprehension. The comparison be-
tween Table 1 and Table 9 reveals that reduced
referential complexity through coreference reso-
lution correlates with improved retrieval perfor-
mance, particularly in models using mean pooling
strategies. When examining Table 2 and Table 9,
we observe that this reduction in referential com-
plexity enhances QA performance across all model
sizes, with smaller language models showing no-
table gains. These smaller models particularly ben-
efit from the more explicit representation provided
by coreference resolution, as demonstrated by their
improved performance in tasks like BoolQ, Bele-
bele, and SQuAD2.0.
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Belebele Bool Q SQuAD v2.0 NanoSCIDOCS
original CR original CR original CR original CR

Total words 44,258 46,391 320,991 336,673 176,918 184,348 354,405 362,154
AVG noun chunks 22.05 22.73 26.00 26.70 35.89 36.75 44.83 44.81
AVG pronoun chunks 2.70 1.39 2.36 1.24 2.85 1.86 4.39 2.96

Table 9: Referential complexity computed using noun chunk detection in SpaCy (Honnibal and Montani, 2017). We
observe that applying coreference resolution increases the number of noun chunks while reducing the number of
pronoun chunks. This implies a reduction in referential ambiguity, thereby simplifying contextual understanding.
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