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Abstract

Visual mathematical reasoning, as a funda-
mental visual reasoning ability, has received
widespread attention from the Large Multi-
modal Models (LMMs) community. Existing
benchmarks mainly focus more on the end-to-
end performance, but neglect the underlying
principles of knowledge acquisition and gen-
eralization. Instead, we introduce WE-MATH,
the first benchmark specifically designed to ex-
plore the problem-solving principles. We metic-
ulously collect 6.5K visual math problems and
decompose them into 10.9K step-level ques-
tions for evaluation, spanning 5 layers of knowl-
edge granularity and 67 hierarchical knowledge
concepts. Specifically, we decompose compos-
ite problems into sub-problems according to
the required knowledge concepts and introduce
a novel four-dimensional metric to hierarchi-
cally assess inherent issues in LMMs’ reason-
ing process. With WE-MATH, we conduct a
thorough evaluation of existing LMMs in visual
mathematical reasoning and provide compre-
hensive analysis and insight for future devel-
opment. We anticipate that WE-MATH will
open new pathways for advancements in vi-
sual mathematical reasoning for LMMs. Data
and code are available at https://github.com/We-
Math/We-Math.

1 Introduction

“I think, therefore I am.” — René Descartes
Human cognitive and reasoning patterns have

profoundly shaped the progress of deep learn-
ing (LeCun et al., 2015). Recently, Large Language
Models (LLMs) (Ouyang et al., 2022; Achiam
et al., 2023; Touvron et al., 2023; Anil et al., 2023)
and Large Multimodal Models (LMMs) (Liu et al.,
2024b; Dai et al., 2024; Li et al., 2023; Zhang et al.,
2023; Gao et al., 2023b; Bai et al., 2023; Su et al.,

*Equal contribution
†Work done as intern at WeChat, Tencent Inc.
‡Corresponding author

2023; Ye et al., 2023; Zhu et al., 2023) showcases
strong reasoning abilities that parallel human per-
formance across a wide range of tasks and provide
a glimpse into the early outlines of Artificial Gen-
eral Intelligence (AGI).

Mathematical reasoning is a critical capability
of foundational models. With the rapid advance-
ments of LMMs, researchers progressively utilize
the LMMs for solving visual mathematical prob-
lems (Yang et al., 2023; Gao et al., 2023a). To
systematically evaluate visual mathematical reason-
ing capabilities, previous efforts (Lu et al., 2021;
Seo et al., 2015; Chen et al., 2021, 2022) have
focused on challenging geometric problems. Re-
cently, several benchmarks (Lu et al., 2023; Zhang
et al., 2024c) expand the scope to include a wider
range of disciplines. However, these benchmarks
rely solely on end-to-end results for assessment,
which fails to identify inherent issues within the
LMMs’ reasoning process. While noticing that hu-
mans solve complex math problems through grad-
ually mastering and generalizing the knowledge
concepts (Fitzpatrick, 2008), we claim a fair eval-
uation of a model’s reasoning process should be
based on knowledge concepts. Therefore, we pose
two questions about mathematical reasoning evalu-
ation:

Q1: Does the correct answer truly reflect LMM’s
ability to reason through such problems accu-
rately?

Q2: Does an incorrect answer suggest a lack
of foundational knowledge in LMM’s reasoning
process?

As the response, we present WE-MATH, as
shown in Figure 1, a pioneering benchmark for
conducting an in-depth analysis of the underlying
principles of LMMs in visual mathematical rea-
soning. WE-MATH consists of over 6.5K meticu-
lously selected visual math problems, which can
be categorized into 5 layers of knowledge granu-
larity across 67 knowledge concepts for ensuring
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·Conversion Rates and Calculations Between Area Units
·Conversion Rates and Calculations Between Volume Units 
·Conversion Rates and Calculations Between Length Units

·Understanding Angles (Using a Protractor)
·Understanding Length (Using a Ruler)

·Observing Objects  ·Expanded View of a Cylinder
·Expanded View of a Rectangular Cuboid
·Expanded View of a Cube  ·Properties of Cylinders
·Properties of Cones
·Properties and Understanding of Rectangular Cuboids
·Properties and Understanding of Cubes

·Surface Area of a Rectangular Cuboid
·Surface Area of Cylinders  ·Volume and Capacity of Cubes
·Surface Area of a Cube  ·Volume and Capacity of Cylinders
·Volume and Capacity of Cones
·Volume and Capacity of Rectangular Cuboids

·Southeast, Southwest, Northeast, Northwest Directions
·Cardinal Directions (East, South, West, North)

·Representing Position Using Ordered Pairs
·Finding Position Based on Ordered Pairs

·Sum of Interior Angles of Other Polygons
·Sum of Interior Angles of Triangles
·Calculation and Comparison of Angles
·Area of a Parallelogram  ·Area of a Square
·Area of Triangles  ·Area of a Trapezoid  
·Area of a Circle  ·Area of a Rectangle  
·Perimeter of Parallelograms  ·Perimeter of a Triangle 
·Perimeter of Trapezoids
·Perimeter of a Rectangle  ·Perimeter of a Square
· Perimeter of a Circle

·Axial Symmetry  ·Translation
·Rotation

·Combining and Dividing Solids
·Division of Plane Figures  ·Combining Plane Figures
·Tessellation of Figures ·Folding Problems of Figures
·Observing Figures
·Properties and Understanding of Parallelograms
·Properties and Understanding of Triangles
·Properties and Understanding of Trapezoids
·Properties and Understanding of Rectangles
·Properties and Understanding of Squares
·Understanding Triangular Rulers ·Parallel 
·Understanding and Representing Angles
·Perpendicularity  ·Understanding Circles
·Distance Between Two Points  ·Area of a Square
·Understanding Line Segments, Lines, and Rays 
·Understanding Sectors

·Determining the Position of an Object Based on Direction, 
Angle, and Distance
·Describing Simple Routes Based on Direction and Distance

·Front-Back Position  ·Up-Down Position
·Left-Right Position

We-Math
Knowledge Card

Sample Statistics
Collected Samples

Total Samples
6500
10898

Knowledge System
Nodes
Layers

99
5

Figure 1: Overview diagram and the statistics of WE-MATH. The left and right side shows the first two layers of
WE-MATH’s categories and information of different samples and terminal nodes.

comprehensive coverage. We have also observed
that real-world math problems typically encom-
pass multiple foundational knowledge concepts,
and their difficulty is directly related to the number
of concepts involved. Upon this, we decouple the
model’s ability to solve composite problems with
knowledge concepts into two stages:

(1) LMMs can solve individual sub-problems
corresponding its knowledge concept;

(2) LMMs reason out the final answer by inte-
grating the individual knowledge concepts.

To decompose a composite problem into indi-
vidual sub-problems according to knowledge con-
cepts, we further select multi-step problems with
unique solutions (1.9K) from the 6.5K dataset.
These composite problems are gradually decom-
posed by expert annotators into a one-step prob-
lem. After decomposition, we further combine
them with the remaining problems (4.6K) to con-
struct a high-quality dataset of 10.9K for assess-
ment. Motivated by human reasoning patterns,
WE-MATH also introduces a four-dimensional
metric to precisely evaluate the inherent gaps in
LMMs’ problem-solving abilities, namely Insuffi-
cient Knowledge (IK), Inadequate Generalization
(IG), Complete Mastery (CM), and Rote Memoriza-
tion (RM). We also propose a heuristic knowledge
concept augmentation (KCA) setting to provide
essential knowledge for LMMs’ reasoning evalua-
tion, which can further explore the LMMs’ ability
to understand, organize, and solve problems related
to knowledge.

Based on our thorough evaluation of existing
LMMs in visual mathematical reasoning, we have
also provided comprehensive analysis and insight

for future development. We anticipate that WE-
MATH can open new pathways for advancements
in visual mathematical reasoning. Our main contri-
butions can summarized as follows:

• We propose WE-MATH, the first benchmark that
breaks down visual mathematical problems into
step-wise sub-problems, exploring process level
problem-solving mechanisms of LMMs.

• We establish the first hierarchical knowledge-
oriented framework for mathematical reasoning,
introducing multiple granularity levels and con-
cepts to systematically investigate LMMs’ math-
ematical problem-solving process.

• We design a fine-grained reasoning diagnosis
metric (IK, IG, CM, RM), specifically designed
to assess LMMs’ step-wise reasoning process,
probing into underlying reasoning deficiencies.

• We conduct a comprehensive assessment of 30
different open-source and closed-source multi-
modal models with varying parameter sizes. Fur-
ther quantitative analysis reveals whether these
models genuinely understand mathematics or
merely rely on rote memorization.

2 Related Work

Assessing mathematical reasoning abilities is cru-
cial for the development of large foundational mod-
els (LLMs and LMMs). Early efforts, such as
MathQA (Amini et al., 2019), focus on solving
mathematical word problems and highlight the
importance of operation-based reasoning. Fol-
lowing this, datasets like GSM8K (Cobbe et al.,
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Table 1: Comparison between our WE-MATH and existing benchmarks.

Dataset Step-wise Knowledge Fine-Grained Test Set Testmini Subset
Evaluation Concept Metric Size Size

MMMU-Math (Yue et al., 2023) - - - 540 -
Geometry3K (Lu et al., 2021) - - - 601 -
MathVision (Wang et al., 2024a) - ✓ - 2,736 304
MathVista (Lu et al., 2023) - ✓ - 5,141 1,000
MathVerse (Zhang et al., 2024c) - ✓ ✓ 15,672 4,728

We-Math (Ours) ✓ ✓ ✓ 10,898 1,740

2021) and MATH (Hendrycks et al., 2021b) set
the stage for evaluating text-based mathematical
problems at various difficulty levels. Other bench-
marks, such as MMLU (Hendrycks et al., 2021a)
and MT-Bench (Zheng et al., 2023), also consider
mathematical evaluation as a key part of assessing
LLMs. Beyond text-only evaluations, datasets like
GeoQA (Chen et al., 2021), UniGeo (Chen et al.,
2022), and Geometry3K (Lu et al., 2021) have pio-
neered the evaluation of geometric problems. Re-
cently, several benchmarks (Lu et al., 2023) (Yue
et al., 2023) (Wang et al., 2024a) have expanded
their scope to cover a broader range of subjects.
Additionally, MathVerse (Zhang et al., 2024c) aims
to evaluate reasoning paths based on reference an-
swers. However, challenges remain due to the com-
plex nature of mathematical reasoning. In this pa-
per, we introduce WE-MATH designed to evalu-
ate the reasoning abilities of LMMs across a wide
range of mathematical categories.

3 WE-MATH Dataset

As shown in Figure 1, WE-MATH is constructed
around textbook knowledge units, decomposing
composite problem solutions into sub-problems
based on the knowledge concepts. To further high-
light the differences between WE-MATH and other
benchmarks, we provide a detailed comparison in
Table 1. WE-MATH consistently demonstrates su-
perior performance across most dimensions. Addi-
tionally, we are committed to open-sourcing all the
data used in this study.

3.1 Problem Definition
For the visual mathematical reasoning task, given
text question Qi, image Ii and corresponding an-
swer Ai. We define the LMMs evaluation dataset
Deval = {(Qi, Ii, Ai)|Ki, Ci}Ni=1. where Ki and
Ci are two prior constraints for question Qi. In de-
tail, Ki = {ki}Mi=1 denote M knowledge concepts
within the question. Ci represents the prerequisite

conditions needed to solve the problem Qi (see
Figure 2 for example).

3.2 Characteristic

Knowledge-based Decoupling. WE-MATH is
designed to explore how LMMs solve problems.
Drawing upon that humans tackle problems incre-
mentally by leveraging fundamental knowledge
concepts, we break down complex mathematical
problems into more manageable sub-problems. We
will also employ diverse measurement dimensions
for meticulous evaluations.
Hierarchical Knowledge Structure. WE-MATH

strictly adheres to the knowledge presented in math-
ematics textbooks, featuring a rigorous hierarchi-
cal and multi-category architecture. It ensures the
independence of knowledge concepts within the
same level, while establishing logical relationships
among concepts at different hierarchical levels.
Fine-grained Fundamental Skills. WE-MATH

emphasizes fundamental math skills, believing that
complex mathematical reasoning is built upon foun-
dation of basic mathematical reasoning processes.
Based on extensive research, mathematical prob-
lems are categorized into 5 distinct types, namely
Plane Figures, Solid Figures, Transformation and
Motion of Figures, Positions and Directions, Mea-
surements. These five categories can be decom-
posed into 12 typical problems, which are further
decomposed as 67 knowledge concepts (terminal
nodes in the structure). We collect problems ac-
cording to this tree structure and constrain that
each terminal node contains a strict range of 10-
40 samples. This rule ensures data balance across
domains.

3.3 Data Collection and Annotation

All problems (6.5K) in WE-MATH are sourced
from publicly authoritative mathematics websites
and subsequently organized based on our defined
knowledge structure. We employ three expert anno-

20025



Condition：
Mary walks from the northernmost point of the circular flower bed along the edge to 
the easternmost point, covering a distance of 50.24m. (π = 3.14)

Question:
What is the area of the flower bed ( ) m²?

Option: A. 200.96 ;B. 3215.36 ;C. 6280 ;D. 32; E. No correct answer

Answer: B. 3215.36

c2：Mary walks from the northernmost point of 
the circular flower bed along the edge to the 
easternmost point, covering a distance of 50.24m.
(π = 3.14)

q2: What is the radius of the circle in meters?

Option: A. 80; B. 32; C. 16; D. 64; E. No correct 
answer

c3：Mary walks from the northernmost point of the 
circular flower bed along the edge to the easternmost 
point, covering a distance of 50.24m.
(π = 3.14)

q3: What is the area of the flower bed ( ) m²?

Option: A. 200.96; B. 3215.36; C. 6280; D. 32; E. No 
correct answer

c1：Mary walks from the northernmost point of 
the circular flower bed along the edge to the 
easternmost point, covering a distance of 50.24m. 

q1: What is the measure of ∠AOB in degrees?

Option: A. 90; B. 60; C. 120; D. 45; E. No correct 
answer

A

O B

A

O B

I can calculate the angle of the distance 
traveled based on the easternmost and 
northernmost points.

Answer: ∠AOB = 90°

Step1: Cardinal Directions Step2: Circumference of a Circle Step3: Area of a Circle

I know ∠AOB = 90° , covering a distance of 
50.24m ;
I can calculate the radius based on the distance 
and ∠AOB. 

Answer: r = 32m

I know r = 32m ;
I can calculate the area from the radius.

Final Answer: S = 3215.36 m2

A

O B
90°

A

O B
90°

r = 32m

Extracting Key Information Based on Knowledge Concepts

Three-Step Problem

Step-by-step Decomposition Based on Knowledge Concepts

a1 : A. 90 (∠AOB = 90 °) a2 : B. 32 (r = 32m) a3 : B. 3215.36 (S = 3215.36 m2)

Knowledge concepts: 
· Cardinal Directions, 
· Circumference of a Circle, 
· Area of a Circle

Collection

Human reasoning

Decompose

Figure 2: The pipeline of knowledge-based data decomposition (an example of a three-step problem in WE-MATH).

tators to manually label each question with knowl-
edge concepts. Cross-validation is performed to
ensure at least two experts have identical annota-
tions for the same question. Samples with notably
inconsistent labels will be considered of low quality
and subsequently excluded.

To prepare for the subsequent decomposition
of problems, we further annotate problem-solving
steps based on the knowledge concept labels. We
categorize each problem into three distinct classes:
"One-Step", "Two-Step", and "Three-Step". This
categorization enables us to gain a deeper under-
standing of how LMMs solve problems. After the
annotation, all problems are double-checked by an
expert team in terms of four aspects: (1) The con-
sistency between the questions and diagrams; (2)
The correctness of the answers to the questions; (3)
The alignments between problems and the knowl-
edge concepts; (4) Each problem contains a unique
solution path.

We also strictly comply with copyright and li-
censing rules, ensuring that we refrain from using
data from sites that forbid copying and redistribu-
tion. Further details about data collection can be
found in supplementary materials.

4 WE-MATH Evaluation

4.1 Knowledge-based Decomposition
Inspired by Euclid’s Elements (Fitzpatrick, 2008),
we argue that the evaluation of mathematical rea-
soning ability in LMMs essentially involves as-
sessing their mastery of fundamental knowledge
concepts. It is quite a natural and objective way
to exploit basic knowledge concepts for reasoning
evaluation of LMMs. Given an i-th test sample
{(Qi, Ii, Ai)|Ki, Ci} ∈ DWE-MATH with M con-
cepts Ki = {kji }Mj=1, we ask human experts to
decompose each problem step by step into M sub-
problems based on knowledge concepts, which can
be formulated as:

{(qji , i
j
i , a

j
i )|k

j
i , c

j
i}Mj=1 = Decomp.

(Qi,Ii,Ai)∈D
{(Qi, Ii, Ai)|Ki, Ci}, (1)

where ki, ci denote the individual knowledge and
prior condition for the sub-problem. “Decomp.”
represents the Human decomposition process based
on M knowledge concepts. To ensure logical co-
herence of decomposition, the condition cmi is ini-
tialized as Ci. Then it is recursively computed
by concatenating the answer am−1

i and condition
cm−1
i of the m− 1-th concept:

cmi = cm−1
i + am−1

i for m = 2, 3, . . . ,M, (2)
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Insufficient KnowledgeInsufficient Knowledge

Evaluation

Insufficient 
Knowledge

Inadequate 
Generalization

Metric for 
Reasoning 
Evaluation

Complete
Mastery

Rote
Memorization

Step2

Step1

Two-Step
problem

Strict Metric
Evaluation

Insufficient 
Knowledge

Inadequate 
Generalization

Metric for 
Reasoning 
Evaluation

Complete
Mastery

Rote
Memorization

Step2

Step1

Two-Step
problem

Loose Metric

Figure 3: Example of four dimensional metrics for evaluating a two-step problem, using strict and loose metrics.

where “+” denotes the concatenation operation. In

addition, the equation
{

qMi = Qi

aMi = Ai

}
must be sat-

isfied, which is also a constraint for logical coher-
ence. Finally, we can obtain the original multi-step
problem and M one-step sub-problems for reason-
ing evaluation. The overall pipeline of knowledge-
based data decomposition is shown in Figure 2.

4.2 Metric for Reasoning Evaluation

Based on the decomposed multi-step problems,
we further reveal the inherent issues of LMMs in
problem-solving process. We feed both the M one-
step sub-problems and the original problem into
LMMs, and classifying the responses into the fol-
lowing four categories:

Insufficient Knowledge (IK): Part of one-step
answers contain errors, and the multi-step answer
is wrong. It is reasonable since an insufficient grasp
of single knowledge concept may lead to errors in
multi-step problem.

Inadequate Generalization (IG): One-Step an-
swers are all correct, but the multi-step answer
is incorrect. This is also considered reasonable.
Although LMMs are capable of understanding in-
dividual knowledge concepts, they may struggle
to generalize that knowledge to solve composite
problems.

Complete Mastery (CM): One-Step answers
are all correct, and the multi-step problem is also
answered correctly. This result demonstrates that
the model’s results are both reliable and accurate.

Rote Memorization (RM): One-Step answers
contain errors, but the multi-step problem is an-
swered correctly, which contradicts human logical
thinking. If a model can solve composite multi-step
problems but fails to answer the one-step problems
needed in the process, it raises doubts about the

model’s reliability.
Considering IK and IG, it is evident that re-

sults falling under the IG category are generally
more preferred compared to those classified as IK.
The reason is that IK reflects the model’s struggle
with both single and multiple knowledge concepts,
while IG shows the model’s proficiency in one-step
problems. By enhancing the model’s generalization
ability in the reasoning process, we can potentially
shift results from IG to CM. Therefore, we establish
a reasoning capability hierarchy as IK < IG < CM.
And we also regard RM as an unreasonable sce-
nario (models can solve multi-step problems with-
out mastering one-step problems, which completely
contradicts human reasoning intuition).

Moreover, in light of the model’s instability, the
current criteria for determining whether a result
belongs RM is strict. We thus propose a more
flexible loose metric. As illustrated in Figure 3,
only cases where all sub-problems are incorrect
will be classified as RM under this loose metric.
The analysis of three-step cases is presented in the
appendix.

Finally, we propose the following metric to judge
the reliability of the model’s reasoning process:
SIK = NIK/N , SIG = NIG/N , SCM = NCM/N ,
SRM = NRM/{NRM + NCM}, where N denotes
the total number of samples and NIK , NIG, NCM ,
NRM represents the number of samples for a spe-
cific situation. Therefore, we obtain our final rea-
soning confidence scores:

Scoreaverage = αSIK + βSIG + SCM (3)

where α, β denotes the weight for each case. To
ensure the reasoning capability hierarchy is "IK <
IG < CM", we control the params α < β < 1, and
set the default value of α to 0.0 and β to 0.5.
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4.3 Knowledge Concept Augmentation

We have identified that the IK issue is the foun-
dation challenge in mathematical reasoning. To
heuristically tackle this issue during evaluation,
we introduce the knowledge concept augmenta-
tion (KCA) setting, which enlists human experts
to create knowledge concept cards for LMM’s rea-
soning process. Initially, expert annotators offer
precise summaries derived from the definitions in
Euclid’s Elements (Fitzpatrick, 2008), Wikipedia,
and textbooks. Subsequently, these experts fur-
ther condense the content examined by a series of
questions related to a specific knowledge concept,
extracting crucial knowledge hints for incorpora-
tion into the knowledge cards. After several rounds
of review, we confirm the accuracy and utility of
each card. Consequently, with a given problem and
its respective knowledge concept, LMMs utilize
the relevant knowledge cards to deduce the answer.

5 Experiment

Evaluation Protocols. To accelerate the evalu-
ation speed, WE-MATH comprises a testmini set
with 1740 samples, including 1215 one-step sam-
ples, 360 two-step samples, and 165 three-step
samples. In subsequent experiments, we utilize
the WE-MATH testmini subset for evaluation. For
automated evaluation, all samples are standardized
into a multiple-choice format. We use regex to
match the LMMs’ predictions and then calculate
their accuracy against the ground-truth answers for
main results. To avoid LMMs deduce answers from
options, we introduce an extra uncertain option to
mitigate this issue. The results of the entire test set
can be found in the supplementary material.

Evaluation Models. We examine the perfor-
mance of MLLMs across two categories: (a)
Closed-source LMMs: GPT-4o (OpenAI, 2024),
GPT-4V (OpenAI, 2023), Gemini 1.5 Pro (Team
et al., 2023), Qwen-VL-Max (Bai et al., 2023);
(b) Open-source LMMs: LLaVA-OneVision-
72B, LLaVA-OneVision-7B (Li et al., 2024),
InternVL2.5-78B, InternVL2.5-26B, InternVL2.5-
8B, InternVL2.5-4B, InternVL-Chat-V1.5 (Chen
et al., 2024), Qwen2-VL-72B, Qwen2-VL-
7B (Wang et al., 2024b), LLaVA-1.6-13B, LLaVA-
1.6-7B (Liu et al., 2023), DeepSeek-VL-1.3B (Lu
et al., 2024), Phi3-Vision-4.2B (Abdin et al.,
2024), MiniCPM-Llama3-V2.5 (Hu et al., 2023),
InternLM-XComposer2.5-7B (Zhang et al., 2024a),

GLM-4V-9B (GLM et al., 2024), LongVA (Zhang
et al., 2024b), G-LLaVA-13B (Gao et al., 2023a).

5.1 Main Results
Table 2 and Figure 4 show the overall performance
of different LMMs on One/Two/Three-Step prob-
lems and different problem domains. We have the
following observations:

The numbers of knowledge concepts are neg-
atively correlated with performance. Regard-
ing problems of varying complexities (one-step
vs. two-step vs. three-step), GPT-4o, InternVL2.5-
78B, and Qwen2-VL-72B lead in most settings.
However, most LMMs perform significantly worse
on multi-step problems compared to one-step prob-
lems. For instance, GPT-4o’s accuracy drops
from 72.8% to 43.6%. This trend is evident in
stronger LMMs like InternVL2.5-78B and LLaVA-
OneVision-72B. These observations indicate that
the number of knowledge concepts in a question
correlates positively with its difficulty and nega-
tively with LMMs’ performance, reinforcing the
rationale for decomposing questions.

Larger parameter scales in LLMs generally
achieve better generalization ability. To explore
what role LLM plays in LMMs, we conduct pair-
wise comparisons on the LMMs with the same
LLM backbone (e.g. Qwen2-VL-72B vs Qwen2-
VL-7B; InternVL2.5-26B vs InternVL2.5-8B). Fo-
cusing on the strict metric, we observe that larger
parameter scales in LLMs generally perform better,
which reveals that the parameter scales in the text
decoder is a key factor in achieving the generaliza-
tion ability in visual mathematical reasoning.

LMMs excel in calculation but struggle with
fine-grained visual measurement. Focusing on
different math categories, GPT-4o continues to
achieve impressive results across various subfields.
Moreover, recent LMMs such as InternVL2.5,
Qwen2-VL and the LLaVA-OneVision series have
also demonstrated competitive performance. How-
ever, other LMMs generally struggle with tasks
like "Angle Measurement" and "Unit Conversion".
Upon analyzing these cases, we reveals that the
main challenge for LMMs lies in their inability
to perform precise visual angle and unit measure-
ments. Furthermore, most LMMs demonstrate bet-
ter proficiency in calculation (e.g., Calculations
of Solid Figures) compared to conceptual under-
standing (e.g., Understanding of Solid Figures),
which indicates that most LMMs excel at directly
applying formulas based on conditions, but are still
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Table 2: Accuracy scores of LMMs on the testmini subset of WE-MATH. The first 3 columns report the overall
performance on one-step, two-step, three-step problems, while the other columns display the result on one-step
problems in different problem categories. The highest accuracy for closed-source and open-source LMMs is
marked in blue and green respectively. (S1: one-step, S2: two-step, S3: three-step, Mem: Measurement, PF:
Plane Figures, SF: Solid Figures, TMF: Transformation and Motion of Figures, PD: Position and Direction. AL:
Angles and Length, UCU: Understanding and Conversion of Units, CPF: Calculation of Plane Figures, UPF:
Understanding of Plane Figures, CSF: Calculation of Solid Figures, USF: Understanding of Solid Figures, BTF:
Basic Transformations of Figures, CCF: Cutting and Combining of Figures, Dir: Direction, Pos: Position, RoM:
Route Map, CCP: Correspondence of Coordinates and Positions).

Model S1 S2 S3 Mem PF SF TMF PD

UCU AL CPF UPF CSF USF BTF CCF Dir Pos RoM CCP

Closed-source

GPT-4o 72.8 58.1 43.6 86.6 39.1 77.4 71.6 84.5 62.3 58.7 69.4 93.1 72.7 47.5 73.3
GPT-4V 65.5 49.2 38.2 82.5 38.4 70.7 60.2 76.6 56.3 57.8 67.7 79.3 57.5 47.8 63.3

Gemini 1.5 Pro 56.1 51.4 33.9 51.0 31.2 61.8 45.0 70.0 57.5 39.2 62.7 68.8 54.1 40.7 60.0
Qwen-VL-Max 40.8 30.3 20.6 19.4 25.3 39.8 41.4 43.6 48.0 43.8 43.4 41.4 35.1 40.7 26.7

Open-source

InternVL2.5-78B 68.8 59.7 41.8 87.6 26.5 75.1 60.9 75.9 59.9 61.5 72.6 86.0 66.8 70.3 70.0
Qwen2-VL-72B 68.1 53.1 51.0 92.4 45.1 70.2 63.8 73.0 58.5 61.3 71.0 75.5 72.7 66.8 70.0
InternVL2.5-26B 67.5 55.0 40.6 82.2 29.1 73.1 63.8 74.0 57.3 61.9 68.7 89.5 61.7 55.2 66.7

LLaVA-OneVision-72B 64.0 45.8 35.8 73.8 35.8 69.7 62.2 72.8 57.4 46.3 65.1 61.7 66.0 41.0 56.7
InternVL2.5-8B 60.7 45.6 32.7 72.4 24.6 62.4 59.3 68.8 55.6 50.8 58.2 71.9 61.4 59.3 56.7
Qwen2-VL-7B 59.1 43.6 26.7 62.7 37.2 62.6 60.8 65.7 49.2 52.5 49.2 48.1 68.2 55.0 56.7
InternVL2.5-4B 58.3 42.8 30.3 68.8 30.5 60.9 55.6 71.3 52.7 45.5 48.7 61.7 65.3 51.4 60.0

LLaVA-OneVision-7B 57.5 43.1 39.4 59.0 36.5 66.7 55.4 64.4 61.1 48.6 46.9 55.0 49.5 25.6 43.3
InternVL-Chat-V1.5 49.4 30.6 28.5 44.0 29.8 52.2 52.1 44.2 48.2 47.1 46.8 65.7 50.5 36.5 36.7

InternLM-XComposer2.5-7B 49.0 32.2 23.0 21.7 33.2 54.3 52.1 47.0 45.2 53.7 40.5 51.7 61.1 41.2 33.3
GLM-4V-9B 47.3 37.2 38.2 53.4 37.0 51.3 46.5 50.6 38.2 44.1 45.2 41.0 49.3 36.8 53.3
LongVA-7B 43.5 30.6 28.5 24.5 39.8 45.1 40.8 51.9 42.5 45.6 44.6 44.5 40.7 47.5 20.0

Phi3-Vision-4.2B 42.1 34.2 27.9 28.7 16.0 47.2 38.8 50.0 44.4 28.8 31.2 48.6 49.2 26.4 50.0
MiniCPM-Llama3-V2.5 39.8 31.1 29.7 28.6 37.0 40.8 39.8 41.0 38.6 32.0 42.7 41.0 42.7 44.0 43.3

DeepSeek-VL-1.3B 31.4 27.8 23.0 27.8 23.9 22.8 36.9 30.4 34.2 44.5 28.3 48.1 41.8 37.1 33.3
G-LLaVA-13B 32.4 30.6 32.7 33.3 29.1 32.0 37.9 19.6 33.5 37.1 32.8 31.2 33.2 25.6 40.0

LLaVA-1.6-13B 29.4 25.3 32.7 21.7 23.2 23.4 34.7 25.3 26.4 37.5 41.7 26.9 28.9 37.1 30.0
LLaVA-1.6-7B 23.0 20.8 15.8 18.5 20.5 16.9 29.6 15.6 18.6 42.7 24.1 17.6 43.3 28.9 26.7

(b) Open-Source Models (Larger)(a) Closed-Source Models
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Figure 4: The performance of different LMMs on each category.

limited in understanding and comprehensively ap-
plying knowledge.

LMMs exhibit strong potential for parame-
ter compression. In terms of different LMMs,
InternVL2.5-78B and Qwen2-VL-72B demon-
strates performance close to GPT-4o. Surprisingly,
despite having smaller parameter scales, the recent

InternVL2.5-8B and Qwen2VL-7B demonstrate
competitive performance compared to GPT-4V. We
attribute this impressive performance largely to
their allocation of a greater proportion of parame-
ters to the visual encoder, thereby demonstrating
notable capabilities. This underscores the impor-
tance of optimizing visual representations and sug-
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Table 3: The performance of different LMMs on four-dimensional metrics for reasoning evaluation. The best
performance for closed-source and open-source LMMs is marked in blue and green (Avg: Scoreaverage).

Model Strict Loose

Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓) Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓)

Closed-source

GPT-4o 42.9 31.2 15.2 35.2 34.2 60.6 31.2 15.2 52.3 1.1
GPT-4V 31.1 39.8 14.5 23.8 47.9 51.4 39.8 14.5 44.2 3.3

Gemini-1.5-Pro 26.4 42.9 11.2 20.8 54.8 46.0 42.9 11.2 40.4 12.0
Qwen-VL-Max 10.5 65.1 7.6 6.7 75.5 25.5 65.1 7.6 21.7 20.3

Open-source

InternVL2.5-78B 38.5 34.1 11.8 32.6 39.8 57.5 34.1 11.8 51.6 4.6
Qwen2-VL-72B 36.6 33.5 14.1 29.5 43.6 56.8 33.5 14.1 49.7 5.1
InternVL2.5-26B 34.6 33.3 16.2 26.5 47.6 56.1 33.3 16.2 48.0 4.9
InternVL2.5-8B 29.1 43.6 14.9 21.7 47.7 46.1 43.6 14.9 38.7 6.9

LLaVA-OneVision-72B 28.7 41.1 16.2 20.6 51.8 49.1 41.1 16.2 41.0 4.0
Qwen2-VL-7B 25.6 47.1 14.7 18.3 52.2 43.0 47.1 14.7 35.6 7.0
InternVL2.5-4B 25.0 48.2 13.0 18.5 52.5 42.1 48.2 13.0 35.6 8.3

LLaVA-OneVision-7B 23.1 45.0 13.1 16.6 60.5 44.9 45.0 13.1 38.3 8.6
InternLM-XComposer2.5-7B 15.6 57.0 13.7 8.8 70.1 31.2 57.0 13.7 24.4 16.9

InternVL-Chat-V1.5 15.0 56.2 13.9 8.0 73.3 32.7 56.2 13.9 25.7 14.0
GLM-4V-9B 14.9 53.0 9.5 10.1 73.1 35.1 53.0 9.5 30.3 19.3
LongVA-7B 11.5 61.1 9.0 7.1 76.4 27.7 61.1 9.0 23.2 22.3

Phi3-Vision-4.2B 10.6 58.9 9.0 6.1 81.1 29.8 58.9 9.0 25.3 21.3
MiniCPM-Llama3-V2.5 9.6 60.2 9.1 5.0 83.9 28.1 60.2 9.1 23.4 23.6

G-LLaVA-13B 6.5 64.2 4.6 4.2 86.6 22.3 64.2 4.6 20.0 36.0
DeepSeek-VL-1.3B 5.9 71.1 2.7 4.6 82.6 21.5 71.1 2.7 20.2 23.2

LLaVA-1.6-13B 5.2 69.1 3.2 3.6 86.9 22.0 69.1 3.2 20.4 26.2
LLaVA-1.6-7B 3.3 78.3 2.5 2.1 89.1 13.8 78.3 2.5 12.6 34.7
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Figure 5: The performance of different LMMs on four-
dimensional metrics under (a) strict or (b) loose metric.

gests that LMMs still have significant potential for
parameter compression.

5.2 Knowledge-based Reasoning Analysis

Table 3 and Figure 5 illustrate the results of
knowledge-based reasoning evaluation, including
four distinct conditions (IK, IG, CM, RM). We have
the following observations:

IK is the greatest vulnerability of LMMs. All
LMMs consistently demonstrate an Insufficient
Knowledge (IK) issue during the reasoning process,
especially in models with smaller parameter scales
(LLaVA-1.6-7B, DeepSeek-VL-1.3B). Addressing
IK is crucial for progressing towards Inadequate
Generalization (IG) and Complete Mastery (CM).
This knowledge gap in solving one-step problems
hinders further progress in reasoning about more
composite mathematical problems. It also supports
the rationale behind our proposed KCA setting.

GPT-4o, InternVL2.5 and Qwen2-VL have
gradually shifted from IK to IG, marking their
progression toward the knowledge generaliza-
tion stage. Focusing on IK and IG, GPT-4o ex-
hibits a substantial lead in addressing the IK issue,
but performs poorly in IG. Moreover, InternVL2.5
and Qwen2-VL display a similar trend. To gain
an insight into the logical relationships between
IK, IG, and CM (IK → IG → CM), we are pleas-
antly surprised to find that GPT-4o is markedly
superior to the open-sourced LLaVA-1.6-13B in IK
(37.9%), suggesting them successfully converted
a considerable amount of IK into IG issue. This
revelation indicates that these models challenges in
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Figure 6: Quantitative Analysis under KCA setting. The left two figures show the impact of KCA on the performance
of LMMs under strict and loose settings. The right two figures compare the results between IK and CM.
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Figure 7: Error analysis of GPT-4o. The definitions of
4 types of errors are listed in supplementary materials.

reasoning have shifted from addressing Insufficient
Knowledge in one-step problems to the knowledge
generalization stage. However, other LMMs re-
main stuck at the IK phase. We argue that it is
pointless to compare IG without a solid grasp of
IK, highlighting the significance of our hierarchical
metrics (IK < IG < CM).

The unreasonable RM issue remains
widespread across most LMMs. GPT-4o
achieves a significant lead on the RM issue,
particularly on the loose metric (SRM < 2%).
Futhermore, recent advanced series LMMs such as
InternVL2.5, Qwen2-VL, and LLaVA-OneVision
have also demonstrated outstanding performance
(SRM < 10%). Unfortunately, other LMMs
still exhibit nearly 25% SRM on the loose
metric. When focusing on the changes in SRM

between strict and loose metrics, several models
(LLaVA-1.6-7B, GLM-4V-9B, DeepSeek-VL-
1.3B, MiniCPM-Llama3-V2.5) show significant
variations. This is a beneficial phenomenon,
indicating that these models possess a certain
ability to solve one-step problems, but their
performance fluctuates due to external factors such
as prompting templates and hyper-parameters.

5.3 Quantitative Analysis

Assessment under KCA setting. Figure 6 dis-
plays the quantitative analysis of the LMMs with
our introduced knowledge concept augmentation
(KCA) setting. We find that LMMs with different
parameter scales show consistent performance im-
provements on both strict and loose metrics after
involving KCA. Additionally, KCA significantly
mitigates the IK issue and further enhances perfor-
mance under CM, with larger models benefiting
more than smaller ones. This aligns with human
intuition, as knowledge descriptions primarily ad-
dress gaps in reasoning knowledge. Moreover, the
greater improvements observed in larger models
further validate the potential of knowledge augmen-
tation as a direction for future exploration.

Error Anaysis. Figure 7 shows the occurrence
of the four types of errors across the 67 knowledge
concepts. Knowledge errors are the most frequent,
appearing in over 45 knowledge concepts. Notably,
although visual errors are the second most common,
they are more concentrated in specific concepts
(e.g., "Understanding Angles" >10), and over 38
concepts have no visual errors. This finding under-
scores the urgent need to enhance the fine-grained
measurement capabilities of LMMs for mathemati-
cal reasoning, rather than blindly improving their
overall capabilities.

6 Conclusion

In this paper, we propose WE-MATH, a compre-
hensive benchmark for in-depth analysis of LMMs
in visual mathematical reasoning. We pioneeringly
decompose composite problems into sub-problems
according to the required knowledge concepts and
introduce a comprehensive multi-dimensional met-
ric for fine-grained reasoning evaluation. With WE-
MATH, we have also thoroughly evaluated existing
LMMs in visual mathematical reasoning and pro-
vided comprehensive analysis.
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Limitations

While WE-MATH is the first work to focus on ex-
ploring the problem-solving principles beyond end-
to-end performance, it is important to recognize
several limitations as follows.

Knowledge-based decomposition of comprehen-
sive questions is applied in WE-MATH. However,
due to the limited coverage of advanced function
knowledge in elementary school mathematics, this
paper does not delve deeply into function-related
problems. Furthermore, to ensure that the knowl-
edge concepts remain as independent as possible,
WE-MATH currently focuses on elementary school
problems. It is also meaningful to further extend
the work to address middle school and high school
mathematics in the future.

The problems in WE-MATH are all in English.
We did not include problems in other languages,
so the dataset cannot evaluate models’ reasoning
abilities in languages other than English. There is
significant value in further augmenting WE-MATH

with problems spanning a broader range of lan-
guages and complexities, including those at the
middle school and high school level and within
scientific fields.

Ethical Considerations

Ethics Statement We ensure that WE-MATH

complies with legal and ethical guidelines through-
out its construction process, with no violations.
We provide fair compensation to all annotators in-
volved. WE-MATH focuses on elementary mathe-
matics problems, and during its construction, data
collection was sourced from publicly available test
questions, textbooks, and professional websites.
Since mathematics problems inherently have stan-
dard answers, they are not subject to cultural differ-
ences. Additionally, we guarantee that WE-MATH

is solely for academic research purposes, and we
uphold the strict prohibition of any commercial use.
Additionally, we declare that we will bear full re-
sponsibility in the event of any rights violations
and confirm the data license.

Copyright and License We strictly comply with
the copyright requirements of all datasets used
and ensure their usage aligns with the respective
licensing agreements. After thorough communi-
cation with the expert teaching team involved in
WE-MATH, we choose the non-commercial license
("CC BY-NC 4.0") for our open-source usage . This

license satisfies our needs during the collection of
open-source datasets and the subsequent decompo-
sition and modification of the questions with the
expert teaching team.
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A Broaden Impact

Bridging Human-Like Inspiration and Reliabil-
ity. As previously mentioned, works such as neural
networks (LeCun et al., 1998) and attention mech-
anisms (Vaswani et al., 2017) draw their design
inspiration from human thinking patterns. This is
fundamentally because the purpose of designing
AI is to assist humans. Currently, LMMs have
already been helping people in various scenarios,
which was unimaginable in the past. Therefore,
we firmly believe that a new era is coming, where
people will focus not only on the performance of
models in specific fields but also on the reliabil-
ity of a model. In some fundamental scenarios,
a reliable model is more important, which is one
of the primary motivations behind the creation of
WE-MATH. Furthermore, after completing our ex-
periments, we find that in a loose setting, GPT-4o’s
RM metric is only 1.1%, showing us the possibility
of a reliable and accurate model emerging in the
future.

Fine-grained Evaluation and Versatile Appli-
cations. From the model’s perspective, WE-MATH

can provide LMMs with an assessment of mathe-
matical abilities. Additionally, WE-MATH’s IK, IG,

and CM metrics offer a fine-grained evaluation of
the model’s capabilities. Furthermore, the RM met-
ric reflects a model’s reliability to address our con-
cern of not desiring a model that can solve complex
problems but makes errors on sub-problems within
the solution process. Ultimately, we introduce the
Scoreaverage metric to quantify the model’s overall
performance. Moreover, since WE-MATH is con-
structed from the decomposition of a multi-step
problem’s necessary solution process, it provides
new perspectives for interactive tasks (multi-turn
dialogues), self-supervised learning, information
extraction, and other tasks. It also offers crucial ref-
erences and support for the deployment of models
in education and other fields.

B More Details on WE-MATH

B.1 Hierarchical Knowledge Structure

Figure 8, 9 shows the detailed hierarchical structure
of WE-MATH, which includes 5 levels, 99 nodes,
and 67 leaf nodes.

In the initial stages of constructing the bench-
mark, we aimed to address two key objectives.
We believe that the purpose of designing a bench-
mark is to evaluate the performance of models and
provide guidance on areas that need improvement.
However, existing benchmarks offer only broad
guides in these aspects. Additionally, the core con-
tribution mentioned earlier is that WE-MATH is
the first benchmark specifically designed to study
the mathematical problem-solving mechanisms of
models. Inspired by the learning paradigm of hu-
mans, which is based on knowledge concepts, WE-
MATH constructs its dataset with knowledge con-
cepts as the basic unit, resulting in evaluations with
rigorous scientific accuracy and better guidance.

B.2 Knowledge-based Data Decomposition

Figures 10, 11 illustrate the process of Knowledge-
based Data Decomposition.

Collection. In each example, the Collection sec-
tion presents specific information about each multi-
step problem in the dataset.

Human reasoning. The Human reasoning sec-
tion shows the process required before decompos-
ing each multi-step problem, where educational
experts extract the key information needed for
each sub-problem based on the reasoning path for
the knowledge concepts included in the multi-step
problem.

Decompose. The Decompose section uses the
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Table 4: Prompt templates for response generations.

Type Prompt Template

Multiple
Choice

Now, we require you to solve a multiple-choice math question. Please briefly
describe your thought process and provide the final answer(option).
Question: <Question>
Option: <Option>
Regarding the format, please answer following the template below, and be
sure to include two <> symbols:
<Thought process>: <<your thought process>> <Answer>: <<your option>>

Knowledge Concept
Augmentation

Now, we require you to solve a multiple-choice math question. We will provide
you with the relevant knowledge concepts of this question for your reference.
Please briefly describe your thought process and provide the final answer(option).
Knowledge concept: <Knowledge concept>
Question: <Question>
Option: <Option>
Regarding the format, please answer following the template below, and be
sure to include two <> symbols:
<Thought process>: <<your thought process>> <Answer>: <<your option>>

key information extracted in the human reasoning
section to formulate sub-problems, refine the op-
tions, and ultimately achieve the decomposition of
a multi-step problem.

It is necessary to further explain that to ensure
each sub-problem has a rigorous logical relation-
ship and is independent, the text condition for the
first sub-problem is derived from the text condition
of the multi-step problem, and the image condition
for the first sub-problem is the same as the image
condition of the multi-step problem.

Furthermore, in constructing the second sub-
problem, two situations may arise. The first sit-
uation is where the answer of the first sub-problem
is injected as a key condition into the image con-
dition of the second sub-problem, presenting the
information visually. The second situation is where
the answer of the first sub-problem is injected as a
key condition into the text condition of the second
sub-problem, while the image condition remains
unchanged. In WE-MATH, the vast majority of
cases are of the first type. However, for some in-
formation that is extremely difficult to present in
images, we opt for the second type, presenting the
information in text form. To ensure fairness in
the decomposition of the problems, only one of
these situations will occur in the decomposition of
the same multi-step problem. This approach en-
sures that the question of the final sub-problem will
match the original multi-step problem, completing
the decomposition.

B.3 Knowledge Concepts Augmentation

Table 4 report the prompt templates in our experi-
ments. We concatenate the textual descriptions into
the prompt. Additionally, each knowledge concept

description is accompanied by its corresponding
visual content, which helps the experimenter un-
derstand and facilitates further enhancement when
models can incorporate sufficient visual informa-
tion as part of the prompt in the future. We illus-
trates the specific content of descriptions for 67
knowledge concepts. For example, as shown in
Figure 61, for the knowledge concept "Perimeter
of Squares," it is necessary to know that "c=4a",
relying solely on textual descriptions is insufficient
for understanding this concept, so we include vi-
sual information to aid comprehension.
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Figure 8: The Hierarchical Knowledge Structure of WE-MATH (1).
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Figure 9: The Hierarchical Knowledge Structure of WE-MATH (2).
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Condition：
As shown in the diagram, quadrilateral ABCD is a parallelogram. A circle with center A 
has a circumference of 36 cm, and the arc length EF is 6 cm.
Question:
What is the measure of ∠C? ( )°

Option:
A. 30°;B. 60°;C. 90°;D. 45°; E. No correct answer

Answer: B. 60°

c2：As shown in the diagram, quadrilateral ABCD is a 
parallelogram. If the circumference of a circle is 36cm, and the 
arc length EF is 6 cm. In parallelogram ABCD, 

q2: what is the measure of ∠C?

Option: A. 30°; B. 60°; C. 90°; D. 45°; E. No correct answer

c1：As shown in the diagram, quadrilateral ABCD is a 
parallelogram. If the circumference of a circle is 36cm, and the arc 
length EF is 6 cm,

q1: the measure of ∠A corresponding to an arc length EF equals ( )°

Option: A. 30°;B. 60°;C. 90°;D. 45°; E. No correct answer

I know the circumference of a circle is 36cm, I can calculate 
the measure of ∠A corresponding to an arc length of 6cm. 

Answer: ∠A = 60°

Step1: Understanding Sectors Step2: Properties and Understanding of Parallelograms

I know ∠A = 60°, In parallelogram ABCD, I can determine the 
measure of ∠C.

Final Answer: ∠C = 60°

Two-Step problem

a1 : B. 60°  (∠A = 60°) a2 : B. 60°  (∠C = 60°)

Knowledge concepts: 
· Understanding Sectors,
· Properties and Understanding 
of Parallelograms

Collection

Human reasoning

Decompose

A E B

CD

A E B

CD

A E B

CD

F F

F

60°

Extracting Key Information Based on Knowledge Concepts

Step-by-Step Based Knowledge Concept

Figure 10: An example of a two-step problem in WE-MATH.
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c3： As shown in the figure, given the length of 
the diagonal BG of square FBHG, BG = 4cm.

q3: What is the area of square FBHG in cm²?

Option: A. 16; B. 8; C. 6; D. 4; E. No correct 
answer

c1： As shown in the figure, quadrilateral ABCD is 
a rectangle with an area of 20 cm².

q1: What is the length of AB in cm?

Option: A. 4; B. 3; C. 2; D. 5; E. No correct 
answer

I know the quadrilateral ABCD is a 
rectangle with an area of 20 cm², The 
length of BC is 5 cm.;
I can calculate the length of AB.

Step1: Area of Rectangles Step2: Understanding Sectors Step3: Area of Squares

I know in rectangle ABCD, a sector with center 
B and radius BA intersects BC at point E, Both 
AB and BG are radii of the circle. AB = 4cm;
I can determine the length of BG.

I know BG = 4 cm, BG is the diagonal of the 
square;
I can calculate the area of square FBHG .

Step-by-step based knowledge concept

Three-Step problem

Step-by-step based knowledge concept

a1 : A. 4 a2 : A. 4 a3 : B. 8

Knowledge concepts: 
·  Area of Rectangles, 
·  Understanding Sectors, 
·  Area of Squares

Collection

Human reasoning

Decompose

Condition：
As shown in the figure, quadrilateral ABCD is a rectangle with an area of 20 cm². 
Taking B as the center and AB as the radius, the sector intersects the length BC of the 
rectangle at point E. Square FBHG is drawn inside the sector. 

Question:
What is the area of square FBHG in cm²?

Option:
A. 16;B. 8;C. 6;D. 4; E. No correct answer

Answer: B. 8

c2： As shown in the figure, in rectangle ABCD, 
a sector with center B and radius BA intersects 
BC at point E. The square FBHG is inside the 
sector. 

q2: What is the length of BG in cm?

Option: A. 4;B. 3;C. 2;D. 5; E. No correct answer

A D

B CEH

F G

5cm

Final Answer: 8 cm²Answer: BG = 4 cmAnswer: AB = 4 cm

A D

B CEH

F G

5cm

A D

B CEH

F G
4cm

A D

B CEH

F G

4c
m

Figure 11: An example of a three-step problem in WE-MATH.

Question:
As shown in the diagram, it is known that the circumference of the circle is 6.28 cm, A is the center of the circle, and B and C are two points on the circle. What is the area of triangle 
ABC in cm²?
A. 1 cm²;B. 1.5 cm²;C. 0.5 cm²;D. 6.2 cm²; E. No correct answer
Answer : C
Response : <Answer: C. 0.5 cm2 >

A

B C

Circumference of Circles & Area of Triangles

Question:
As shown in the diagram, if the circumference of a circle is 6.28 
cm, then the radius of the circle is ( ) cm.

A. 1 cm; B. 1.5 cm; C. 3.14 cm; D. 6.28 cm; E. No correct answer
Answer : A  
Response : <Answer:  D. 6.28 cm>

Question:
As shown in the diagram, it is known that the circumference of a circle is 6.28cm, A is the 
center of the circle, and BC are two points on the circle. If the radius of the circle is 1cm, 
what is the area of triangle ABC in cm²?
A. 1 cm²;B. 1.5 cm²;C. 0.5 cm²;D. 6.2 cm²; E. No correct answer
Answer : C
Response : <Answer: A. 1 cm2 >

A

B C

A

B C

1cm

Circumference of Circles Area of Triangles

Circumference 
of Circles

Area of 
TrianglesRadius R

� = �� = ��

� = �� = ��

� =
1
2 �� ∙ ��

��2 = ��2 + ��2

xxx xxx...

...

Condition

Necessary 
Component Multiple solutions for the same concept

Question
� =

1
2

(�� + �� + ��)

� = �(� − ��)(� − ��)(� − ��)

There is no solution without necessary components.×

Circumference of Circles Area of Triangles

Figure 12: The flowchart for filtering and decomposing decomposable questions.
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B.4 Details of Data Collection
With the hierarchical knowledge structure, we se-
lect problems with images from publicly authorita-
tive mathematics websites from various countries,
including professional exams and practice tests.
To ensure comprehensive coverage of fundamen-
tal and critical areas in primary math, we select
the five most foundational and prevalent domains
within the field of primary geometry, including:

• Plane figures: Questions involving identifica-
tion and properties of two-dimensional shapes.

• Solid figures: Questions related to the recog-
nition and characteristics of three-dimensional
objects.

• Transformation and motion of figures: Prob-
lems focusing on geometric transformations
such as translation, rotation, and reflection.

• Position and direction: Questions that involve
understanding spatial relationships and direc-
tions.

• Measurement: Problems requiring the mea-
surement of length, area, volume, and angles.

The selection criteria are as follows: (1) The prob-
lems include multiple knowledge concepts and can
be decomposed into steps for solution. (2) The
problems and images are consistent. (3) The cor-
rect answer is unique.

B.5 Details of Data Filtering
During the data filtering stage, to ensure the rigor-
ousness of WE-MATH ’s process evaluation and to
prevent scenarios where a model solves multi-step
problems through alternative methods yet fails to
answer one-step problems, we retain only problems
where all solution paths pass through a unique in-
termediate result. This ensures the accuracy of the
four-dimensional metric evaluation. To further en-
hance evaluation efficiency, we sample from these
problems to construct the testmini subset.

Specifically, for a multi-step problem, our expert
team analyzes its solving process and identifies
all possible intermediate conditions. A problem is
preliminarily retained if all solution paths require
a specific intermediate condition; otherwise, it is
discarded.

For instance, as illustrated in Figure 12, in a
problem requiring the calculation of a triangle’s
area, all solution methods necessitate determining

Table 5: Key statistics of WE-MATH.

Statistic Number

Total samples 10,898
Total test set samples 6,298
Total testmini set samples 1,740

Test set
- Three-step problems 598
- Two-step problems 1,302
- One-step problems 4,398

Hierachial knowledge structure
- First-layer nodes 5
- Second-layer nodes 12
- Terminal nodes 67

Question options
- Total options 44,418
- Average options 4.076
- Proportion of answer A 10,898 (24.5%)
- Proportion of answer B 10,898 (24.5%)
- Proportion of answer C 10,871 (24.5%)
- Proportion of answer D 8,304 (18.7%)
- Proportion of answer E 3,424 (7.7%)
- Proportion of answer F&G 27 (0.06%)

Question length
- Maximum length (word) 143
- Maximum length (character) 852
- Average length (word) 26.8
- Average length (character) 139.1
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Figure 13: The distribution of the number of words per question in WE-MATH. Questions with a length greater than
80 are categorized as 81 for visualization simplicity.

the radius R as a critical intermediate condition.
Thus, solving R becomes a required step. Based
on this, we decompose the problem into one-step
sub-problems, specifically addressing R. This step
is classified under the <Circumference of Circles>
concept (blue), while the subsequent calculation
of the triangle’s area corresponds to the <Area of
Triangles> concept (orange). By ensuring that all
required conditions for solving the area include R,
we guarantee the necessity of this intermediate step
and the relevance of the decomposed sub-question.

This rigorous decomposition and filtering pro-
cess not only ensures the accuracy of WE-MATH

’s evaluation on multi-step problems but also main-
tains the scientific integrity of the selected evalu-
ation questions. It establishes a robust foundation
for reliable assessments using the four-dimensional
metric.

B.6 Details of Data Statistics
Full Data Statistics WE-MATH contains a total
of 10,898 samples, including both newly collected
problems and their decomposed sub-problems. For
the 6,500 newly collected samples, these consist
of 2,564 one-step problems, 1,900 problems ver-
ified to have unique solution paths based on dis-
tinct intermediate conditions, and the remaining
samples evaluated by experts as not meeting the
rigorous decomposition criteria (not applicable to
four-dimensional metrics).

As shown in Table 5, focusing on problems that
support both knowledge mastery testing and the
four-dimensional metric evaluation, the test set in-
cludes 1,302 two-step problems and 598 three-step
problems, which can be further decomposed into
4,398 one-step problems, resulting in a total of
6,298 test samples.

On this basis, we construct the testmini subset,
ensuring that the distribution of two-step and three-
step problems aligns with the original collection.
The subsequent section E present comprehensive
evaluation results for both the full testset subset
and the testmini subset.

Question distribution The WE-MATH consists
entirely of English questions, as illustrated in Ta-
ble 5, the average number of words in the English
questions within WE-MATH is 26.8, with the max-
imum number of words in a question reaching 143.
Figure 13 further elaborates on the distribution of
word counts, highlighting the diverse patterns of
the questions.

Advantages of Multiple-Choice Questions In
WE-MATH, all problems are presented as multiple-
choice questions. Even if some problems did
not originally conform to the multiple-choice for-
mat during the initial selection, our researchers
manually converted them into the format. Us-
ing multiple-choice questions offers several advan-
tages:

Standardization: Ensures uniformity across all
questions, facilitating consistent assessment and
comparison across different hierarchical subjects.

Objective Grading: The use of single correct
answers eliminates subjectivity in grading, enhanc-
ing the reliability of the evaluation.

Efficiency: Allows for rapid and scalable as-
sessment, suitable for large datasets and automated
systems.

Focused Assessment: Carefully designed dis-
tractors help in accurately identifying specific
knowledge gaps and common misconceptions.

Furthermore, as shown in the experimental re-
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sults in Table 11, the strict score under the random
setting is only 1.1%, further demonstrating that the
multiple-choice format does not cause instability
into the experiments.

C More Details on the Metrics

Distinguishing Metric. Considering the model’s
instability, Figure 3, 14 and Figure 15 illustrate
the two metrics we propose for distinguishing be-
tween RM and CM metrics. Figure 3 represents the
two-step problem, while Figures 14 and Figures 15
represent the three-step problem. Specifically, un-
der the strict metric, if there is any error in the
corresponding sub-problems of a multi-step prob-
lem that is answered correctly, it is classified as
RM (Rote Memorization). Only if all correspond-
ing sub-problems are answered correctly (TTTT,
TTT) is it classified as CM (Complete Master). Un-
der the loose metric, it is classified as RM only if
the model answers all sub-problems incorrectly
(FFFT, FFT), otherwise, it is classified as CM.
Therefore, the Scoreaverage under the loose met-
ric is slightly higher. We hope to see models like
GPT-4o (OpenAI, 2024), InternVL2.5-78B (Chen
et al., 2024), Qwen2-VL-72B (Wang et al., 2024c),
LLaVA-OneVision-72B (Li et al., 2024) and GPT-
4V (OpenAI, 2023), which have already performed
nearly perfectly under the loose metric and are far
ahead of other models, bring us even greater sur-
prises under the strict metric in the next update.

Metrics’ Intrinsic Logic. As shown in Fig-
ure 3, 14, 15, it is evident in the Metric for Reason-
ing Evaluation Section that IK, IG, and CM have
a logical relationship. In the early stages of con-
structing WE-MATH, we recorded all the model’s
responses and analyzed the answers to each multi-
step problem and its corresponding sub-problems.
We believe that for both humans and models, a rea-
sonable learning process should involve first mas-
tering each knowledge concept individually and
then learning to comprehensively apply them to
achieve complete mastery. The situation where
the multi-step problem is answered correctly but
the sub-problems are answered incorrectly (RM)
is an unreasonable phenomenon. Therefore, we
developed a four-dimensional fine-grained metric
to further evaluate the model’s performance. Based
on this, the reasoning scoring process is formulated
as

Scoreaverage = αSIK + βSIG + SCM (4)

To ensure the reasoning capability hierarchy is
"IK < IG < CM", we control the parameters such
that α < β < 1. Considering the lack of knowl-
edge, which fails in one-step problems, as the most
critical fundamental flaw of the model, we set the
default value of α to 0 to underscore the importance
of foundational understanding. Since IG (TTF or
TTTF) indicates that the model has already grasped
the basic knowledge concepts required to solve the
problem, it is given a weight of 0.5. Clearly, CM
indicates that the model has fully overcome the
above two points, so it is assigned a weight of 1.
According to the fine-grained scoring, we aim for
the model to master knowledge and truly possess
generalization ability, rather than merely memoriz-
ing questions.

D More Details on Experiment Setup

D.1 Details of the Evaluated Models
To evaluate the mathematical reasoning abilities
of various large language models (LMMs), we
selected a total of 30 models. These include 4
proprietary models (GPT-4o, GPT-4V, Gemini 1.5
Pro, Qwen-VL-Max) and 26 Open-source models.
Table 7 presents their release dates and specific
sources. The selected open-source models encom-
pass both smaller models (1B, 2B) and larger mod-
els (110B, 78B, 72B) to ensure the comprehensive-
ness of the experiment.

Additionally, the release dates of the chosen
models span nearly a year, including the recently
released (InternVL2.5 series) in December, as well
as some earlier models. Through our experiments,
we observed that the LMM’s community is rapidly
evolving. Initially, GPT-4o had a significant lead-
ing advantage, but now there are models that are
gradually approaching the performance of GPT-4o.
The detailed analysis and results are presented in
the experimental section E.

D.2 Details of the Model Hyperparameters
For all closed-sourced models with API access, we
adopt the generation scheme shown in Table 6 and
simply run the inference with CPUs, which typi-
cally completes within a day. For all open-source
models, we utilize a cluster with 8 NVIDIA A800-
SXM4-80GB GPUs to run the inference, and we
follow the hyper-parameter settings specified in the
model source’s inference samples. If no specific in-
structions are provided, we use the default settings.
Table 8 details the specific generation parameters.
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Table 6: Generating parameters for Closed-Source LMMs.

Model Generation Setup

GPT-4o "model" : "gpt-4o", "temperature" : 0, "max_tokens" : 1024

GPT-4V "model" : "gpt-4-turbo", "temperature" : 0, "max_tokens" : 1024

Gemini 1.5 Pro "model" : "gemini-1.5-pro-latest", "temperature" : 0, "max_tokens" : 1024

Qwen-VL-Max "model" : "qwen-vl-max", "temperature" : 0, "max_tokens" : 1024

Insufficient Knowledge

Evaluation

Insufficient 
Knowledge

Inadequate 
Generalization

Metric for 
Reasoning 
Evaluation

Complete
Mastery

Rote
Memorization

Step2

Step1

Three-Step
problem

Strict Metric

Step3

Figure 14: Diagram illustrating strict metric in three-step problem.

Insufficient Knowledge
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Insufficient 
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Generalization
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Reasoning 
Evaluation

Complete
Mastery

Rote
Memorization

Step2

Step1

Three-Step
problem

Loose Metric

Step3

Figure 15: Diagram illustrating loose metric in three-step problem.
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Table 7: The release time and model source of LMMs used in WE-MATH.

Model Release Time Source

GPT-4o (OpenAI, 2024) 2024-05 https://gpt4o.ai/

GPT-4V (OpenAI, 2023) 2024-04 https://openai.com/index/gpt-4v-system-card/

Gemini 1.5 Pro (Team et al., 2023) 2024-05 https://deepmind.google/technologies/gemini/pro/

Qwen-VL-Max (Bai et al., 2023) 2024-01 https://huggingface.co/spaces/Qwen/Qwen-VL-Max/

Qwen2-VL-72B (Wang et al., 2024c) 2024-09 https://huggingface.co/Qwen/Qwen2-VL-72B-Instruct

Qwen2-VL-7B (Wang et al., 2024c) 2024-09 https://huggingface.co/Qwen/Qwen2-VL-7B-Instruct

LLaVA-OneVision-72B (Li et al., 2024) 2024-08 https://huggingface.co/lmms-lab/llava-onevision-qwen2-72b-ov-chat

LLaVA-OneVision-7B (Li et al., 2024) 2024-08 https://huggingface.co/lmms-lab/llava-onevision-qwen2-7b-ov

InternVL2.5-78B (Chen et al., 2024) 2024-12 https://huggingface.co/OpenGVLab/InternVL2_5-78B

InternVL2-Llama3-76B (Chen et al., 2024) 2024-07 https://huggingface.co/OpenGVLab/InternVL2-Llama3-76B

InternVL2.5-26B (Chen et al., 2024) 2024-12 https://huggingface.co/OpenGVLab/InternVL2_5-26B

InternVL2.5-8B (Chen et al., 2024) 2024-12 https://huggingface.co/OpenGVLab/InternVL2_5-8B

InternVL2-8B (Chen et al., 2024) 2024-07 https://huggingface.co/OpenGVLab/InternVL2-8B

InternVL2.5-4B (Chen et al., 2024) 2024-12 https://huggingface.co/OpenGVLab/InternVL2_5-4B

InternVL2-4B (Chen et al., 2024) 2024-07 https://huggingface.co/OpenGVLab/InternVL2-4B

InternVL2-2B (Chen et al., 2024) 2024-07 https://huggingface.co/OpenGVLab/InternVL2-2B

LLaVA-NeXT-110B (Liu et al., 2024a) 2024-05 https://huggingface.co/lmms-lab/llava-next-110b/

LLaVA-NeXT-72B (Liu et al., 2024a) 2024-05 https://huggingface.co/lmms-lab/llava-next-72b/

LLaVA-1.6-13B (Liu et al., 2023) 2024-03 https://huggingface.co/llava-hf/llava-v1.6-vicuna-13b-hf/

LLaVA-1.6-7B (Liu et al., 2023) 2024-03 https://huggingface.co/llava-hf/llava-v1.6-vicuna-7b-hf/

DeepSeek-VL-1.3B (Lu et al., 2024) 2024-03 https://huggingface.co/deepseek-ai/deepseek-vl-1.3b-chat/

DeepSeek-VL-7B (Lu et al., 2024) 2024-03 https://huggingface.co/deepseek-ai/deepseek-vl-7b-chat/

Phi3-Vision-4.2B (Abdin et al., 2024) 2024-05 https://huggingface.co/microsoft/Phi-3-vision-128k-instruct/

MiniCPM-Llama3-V2.5 (Hu et al., 2023) 2024-05 https://huggingface.co/openbmb/MiniCPM-Llama3-V-2_5/

InternLM-XComposer2-VL-7B (Dong et al., 2024) 2024-04 https://huggingface.co/internlm/internlm-xcomposer2-vl-7b/

InternVL-Chat-V1.5 (Chen et al., 2023) 2024-04 https://huggingface.co/OpenGVLab/InternVL-Chat-V1-5/

GLM-4V-9B (GLM et al., 2024) 2024-06 https://huggingface.co/THUDM/glm-4v-9b

LongVA (Zhang et al., 2024b) 2024-06 https://huggingface.co/lmms-lab/LongVA-7B

G-LLaVA-13B (Gao et al., 2023a) 2024-03 https://huggingface.co/renjiepi/G-LLaVA-13B/

InternLM-XComposer2.5-7B (Zhang et al., 2024a) 2024-07 https://huggingface.co/internlm/internlm-xcomposer2d5-7b
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Table 8: Generating parameters for Open-Source LMMs.

Model Generation Setup

InternVL2-Llama3-76B do_sample = False, temperature = 0, max_new_tokens = 1024

InternVL2.5-78B do_sample = False, max_new_tokens = 1024

Qwen2-VL-72B do_sample = False, max_new_tokens = 1024

LLaVA-OneVision-72B do_sample = True, max_length = 1024, top_k = 1

InternVL2.5-26B do_sample = False, max_new_tokens = 1024

InternVL2-8B do_sample = False, temperature = 0, max_new_tokens = 1024

InternVL2.5-8B do_sample = False, max_new_tokens = 1024

Qwen2-VL-7B do_sample = False, temperature = 0, max_new_tokens = 1024

LLaVA-OneVision-7B do_sample = True, max_length = 1024, top_k = 1

InternVL2-4B do_sample = False, temperature = 0, max_new_tokens = 1024

InternVL2.5-4B do_sample = False, max_new_tokens = 1024

InternVL2-2B do_sample = False, temperature = 0, max_new_tokens = 1024

LLaVA-NeXT-110B do_sample = False, temperature = 0, max_new_tokens = 1024

LLaVA-NeXT-72B do_sample = False, temperature = 0, max_new_tokens = 1024

InternVL-Chat-V1.5 num_beams = 1, do_sample = False, max_new_tokens = 1024

LLaVA-1.6-13B do_sample = False, temperature = 0, max_new_tokens = 1024

LLaVA-1.6-7B do_sample = False, temperature = 0, max_new_tokens = 1024

DeepSeek-VL-1.3B do_sample = False, max_new_tokens = 1024

DeepSeek-VL-7B do_sample = False, max_new_tokens = 1024

Phi3-Vision-4.2B do_sample = False, temperature = 0, max_new_tokens = 1024

MiniCPM-Llama3-V2.5 sampling = True, temperature = 0.7

InternLM-XComposer2-VL-7B do_sample = False

InternLM-XComposer2.5-7B do_sample = False

GLM-4V-9B do_sample = True, max_length = 1024, top_k = 1

LongVA-7B do_sample = False, temperature = 0, max_new_tokens = 1024, num_beams = 1

G-LLaVA-13B do_sample = True, temperature = 0.2, max_new_tokens = 1024
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Table 9: Model architecture of 25 LMMs evaluated on We-Math.

Models LLM Vision Encoder

GPT-4o - -

GPT-4V - -

Gemini 1.5 Pro - -

Qwen-VL-Max - -

InternVL2-Llama3-76B Hermes-2-Theta-Llama-3-70B InternViT-6B-448px-V1-5

InternVL2.5-78B Qwen2.5-72B-Instruct InternViT-6B-448px-V2_5

InternVL2.5-26B internlm2_5-20b-chat InternViT-6B-448px-V2_5

InternVL2.5-8B internlm2_5-7b-chat InternViT-300M-448px-V2_5

InternVL2-8B InternLM2_5-7b-chat InternViT-300M-448p

InternVL2.5-4B Qwen2.5-3B-Instruct InternViT-300M-448px-V2_5

InternVL2-4B Phi-3-mini-128k-instruct InternViT-300M-448px

InternVL2-2B InternLM2-chat-1_8b InternViT-300M-448px

Qwen2-VL-72B Qwen2-72B CLIP ViT-bigG-P14

Qwen2-VL-7B Qwen2-7B CLIP ViT-bigG-P14

LLaVA-OneVision-7B Qwen2-7B SigLip-so400m-P14-384

LLaVA-OneVision-72B Qwen2-72B SigLip-so400m-P14-384

LLaVA-NeXT-110B Qwen1.5-110B-Chat CLIP-ViT-L-P14-336

LLaVA-NeXT-72B Qwen1.5-72B-Chat CLIP-ViT-L-P14-336

LLaVA-1.6-13B Vicuna-13B-v1.5 CLIP-ViT-L-P14-336

LLaVA-1.6-7B Vicuna-7B-v1-5 CLIP-ViT-L-P14-336

DeepSeek-VL-1.3B DeepSeek-LLM-1.3B-base SigLIp-L-P16-384

DeepSeek-VL-7B DeepSeek-LLM-7B-base SigLIp-L-P16-384 & SAM-B

Phi3-Vision-4.2B Phi-3-mini-128K-instruct CLIP-ViT-L-P14-336

MiniCPM-Llama3-V2.5 Llama3-8B-Instruct SigLIp-L-P14-384

InternLM-XComposer2-VL-7B InternLM2-7B-ChatSFT CLIP-ViT-L-P14-336

InternLM-XComposer2.5-7B InternLM2-7B-ChatSFT CLIP-ViT-L-P14-336

InternVL-Chat-V1.5 InternLM2-Chat-20B InternViT-6B-448px-V1-5

GLM-4V-9B GLM-9B EVA_02_CLIP-E-P14

LongVA-7B Qwen2-7B-Instruct CLIP-ViT-L-P14-336

G-LLaVA-13B Vicuna-13B-v1.5 CLIP-ViT-L-P14-336
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E More Details on Experiment Results

E.1 Details of Model Performance

The Leaderboard on WE-MATH.
In Figure 16, we present the visualized results

of Scoreaverage under both Strict(a) and Loose(b)
metrics. GPT-4o remains in the leading position
under both metrics. Among the open-source mod-
els, InternVL2.5-78B performs the best under the
strict and loose metric.

Notably, recently released model series such as
InternVL2.5, Qwen2-VL, and LLaVA-OneVision
show strong performance, narrowing the gap with
GPT-4o. This contrasts with models released
before July, where InternVL2.5-78B is the best-
performing open-source model but still has a no-
ticeable gap compared to GPT-4o.

From the leaderboard, it is evident that within the
same series of models (InternVL2.5, Qwen2-VL,
LLaVA-OneVision, LLaVA-NeXT, LLaVA), there
is a clear trend that larger parameter models tend
to perform better. However, smaller models within
the same series (e.g., Qwen2-VL-7B, InternVL2.5-
8B, LLaVA-OneVision-7B) also exhibit impressive
performance, even surpassing the closed-source
model Qwen-VL-Max, maintaining a leading po-
sition among models of similar size. This indi-
cates that optimizing training methods might par-
tially substitute for the performance gains typically
achieved by merely increasing the parameter count.

Detailed Performance of Four-Dimensional
Metrics. Figure 17, 18, 19 and Figure 20 dis-
play the specific performance of LMMs under both
loose and strict metric across four metrics. To pro-
vide a clearer comparison of model performance
across different time periods, we separate the visu-
alization of models released after July from those
released before July, with closed-source models
included in each figure for reference. Specifically,
Figure 17 and 19 showcase open-source models
released after July, while Figure 18 and 20 dis-
play open-source models released before July. It
is evident that in terms of the IK, IG, RM, and CM
metrics, recent models gradually close the gap with
GPT-4o and even surpass closed-source models
like GPT-4V, Qwen-VL-Max, and Gemini 1.5 Pro.
We speculate that this improvement is related to
the enhanced reasoning capabilities of recent mod-
els, which benefit from strengthened post-training
phases.

Focusing on the IK metric, GPT-4o has the
fewest instances under both metric, indicating

that GPT-4o has the best grasp of the knowl-
edge concepts. Furthermore, for the IG metric,
we find that InternVL2.5-26B, LLaVA-OneVision-
72B, and Qwen2-VL-7B have the highest scores
compared to other models. As discussed in the
previous Section C, IG issues only arise after ad-
dressing IK issues, which further indicates that
GPT-4o and some larger LMMs are progressing to
the next stage. Focusing on the CM and RM met-
rics, among models with a Scoreaverage under the
strict metric above 30%, GPT-4o continues to show
significant leadership. It excels in the CM metric,
where the number of correctly answered multi-step
problems and their corresponding sub-questions is
significantly higher than that of other models.

Detailed Performance on Each Category. In
Figure 4, we present the performance of open-
source and closed-source models under the second-
level nodes. In Figure 21 to Figure 50, we detail the
specific performance of 25 models across 67 knowl-
edge concepts (based on statistics from one-step
problem questions). It is evident that GPT-4o con-
sistently leads in overall performance, but its main
issue lies in measurement-related tasks. Notably,
some open-source models perform worse on the
simpler "Understanding and Conversion of Units"
knowledge concepts compared to "Angles and
Length" related concepts, while InternVL-Chat-
V1.5 and MiniCPM-Llama3-V2.5 exhibit more log-
ically consistent results.

As shown in Figure 4, we present the perfor-
mance of open-source and closed-source models
under the second-level nodes. From Figure 21 to
Figure 50, we detail the specific performance of 30
models across 67 knowledge concepts (based on
statistics from one-step problem questions). It is
evident that GPT-4o consistently leads in a major-
ity of knowledge concepts, but its main issue lies
in measurement-related tasks. Notably, some early
open-source models perform poorly on the simpler
"Understanding and Conversion of Units" knowl-
edge concepts, while recent models have shown sig-
nificant improvement in this area. Moreover, many
models still struggle with "Angles and Length" re-
lated concepts, indicating a significant need for
further advancements in LMMs within this knowl-
edge concept.

Results on the Test Set. To demonstrate that the
testmini set effectively reflects the full test set, we
follow the approach used by Mathvista (Lu et al.,
2023) and Mathverse (Zhang et al., 2024c) in pre-
senting test set results. We select various sizes of
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open-source models and two closed-source mod-
els (GPT-4o and Qwen-VL-Max). Table 12 and
Table 13 report the results under the second-level
nodes and the four-dimensional metrics, respec-
tively. The differences between these results and
those from the testmini set are minimal, especially
for larger models. This indicates that the testmini
subset effectively mirrors the test set, serving as a
valuable evaluation subset for model development,
particularly for those with limited computing re-
sources. In the era of large models, this approach
is a common and efficient method.

E.2 Specific Error Analysis
Error Types. To delve into the failure cases of
models, we detailed four typical error types in Ta-
ble 14. Furthermore, to facilitate a better under-
standing of each error type, we provide examples
of each error made by GPT-4o from Figure 51 to
Figure 54. Since a single thought process in a prob-
lem can involve multiple errors and a single logical
error is enough to derail a much larger solution, we
consider the first error that occurs in the reasoning
steps as the key error and include only this error in
our statistics.

Correspondence of Errors in Multi-Step and
One-Step Problems. Focusing on Insufficient
Knowledge, the errors in multi-step problems often
correspond to those in one-step problems. This
supports our approach of decomposing problems to
accurately associate error types with specific knowl-
edge concepts. Furthermore, we observe a positive
correlation between the quantity of knowledge con-
cepts and the errors in the reasoning process. As
the complexity of knowledge concepts increases,
the difficulty for the model to perform multi-step
reasoning also increases, leading to a higher like-
lihood of visual recognition errors and incorrect
application of knowledge concepts.

F Example Demonstration of the
Knowledge Concepts

Figure 55 to 64 illustrate the the detailed informa-
tion of knowledge concepts.
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Table 10: Accuracy scores of LMMs on the testmini subset of WE-MATH. The first 3 columns report the
overall performance on one-step, two-step, three-step problems, while the other columns display the result on
one-step problems in different problem categories. The highest accuracy for closed-source and open-source LMMs
is marked in blue and green respectively. (S1: one-step, S2: two-step, S3: three-step, Mem: Measurement,
PF: Plane Figures, SF: Solid Figures, TMF: Transformation and Motion of Figures, PD: Position and Direction.
AL: Angles and Length, UCU: Understanding and Conversion of Units, CPF: Calculation of Plane Figures, UPF:
Understanding of Plane Figures, CSF: Calculation of Solid Figures, USF: Understanding of Solid Figures, BTF:
Basic Transformations of Figures, CCF: Cutting and Combining of Figures, Dir: Direction, Pos: Position, RoM:
Route Map, CCP: Correspondence of Coordinates and Positions).

Model S1 S2 S3
Mem PF SF TMF PD

UCU AL CPF UPF CSF USF BTF CCF Dir Pos RoM CCP

Random 16.5 15.0 21.8 16.9 23.9 17.8 15.1 13.3 17.1 28.1 15.0 24.3 13.6 7.1 16.7

Closed-source

GPT-4o 72.8 58.1 43.6 86.6 39.1 77.4 71.6 84.5 62.3 58.7 69.4 93.1 72.7 47.5 73.3

GPT-4V 65.5 49.2 38.2 82.5 38.4 70.7 60.2 76.6 56.3 57.8 67.7 79.3 57.5 47.8 63.3

Gemini 1.5 Pro 56.1 51.4 33.9 51.0 31.2 61.8 45.0 70.0 57.5 39.2 62.7 68.8 54.1 40.7 60.0

Qwen-VL-Max 40.8 30.3 20.6 19.4 25.3 39.8 41.4 43.6 48.0 43.8 43.4 41.4 35.1 40.7 26.7

Open-source

InternVL2.5-78B 68.8 59.7 41.8 87.6 26.5 75.1 60.9 75.9 59.9 61.5 72.6 86.0 66.8 70.3 70.0

InternVL2-Llama3-76B 67.9 53.3 43.6 71.7 39.8 71.3 61.7 73.8 61.5 68.8 63.9 89.5 76.6 62.6 73.3

Qwen2-VL-72B 68.2 53.1 50.9 92.4 45.1 70.2 63.8 72.9 58.5 61.3 71.0 75.5 72.7 66.8 70.0

InternVL2.5-26B 67.5 55.0 40.6 82.2 29.1 73.1 63.8 74.0 57.3 61.9 68.7 89.5 61.7 55.2 66.7

LLaVA-OneVision-72B 64.0 45.8 35.8 73.8 35.8 69.6 62.2 72.8 57.4 46.3 65.1 61.7 65.9 40.9 56.7

InternVL2.5-8B 60.7 45.6 32.7 72.4 24.6 62.4 59.3 68.8 55.6 50.8 58.2 71.9 61.4 59.3 56.7

InternVL2-8B 59.4 43.6 35.2 71.4 20.5 62.0 55.5 67.1 57.3 54.0 60.5 58.6 63.6 44.5 50.0

Qwen2-VL-7B 59.1 43.6 26.7 62.7 37.2 62.6 60.8 65.7 49.2 52.5 49.2 48.1 68.2 55.0 56.7

InternVL2.5-4B 58.3 42.8 30.3 68.8 30.5 60.9 55.6 71.3 52.7 45.5 48.7 61.7 65.3 51.4 60.0

LLaVA-OneVision-7B 57.5 43.1 39.4 59.0 36.5 66.7 55.4 64.4 61.1 48.6 46.9 55.0 49.5 25.6 43.3

InternVL2-4B 50.5 32.5 24.8 44.0 30.5 55.7 47.7 58.0 56.9 38.6 41.4 34.5 53.4 52.2 46.7

InternVL2-2B 38.9 31.1 22.4 28.7 35.8 44.2 38.2 37.5 34.5 36.5 35.4 48.3 51.7 29.4 23.3

LLaVA-NeXT-110B 53.7 36.9 31.5 39.5 57.7 59.5 53.1 52.3 50.2 54.1 50.8 54.8 55.9 40.1 40.0

LLaVA-NeXT-72B 42.9 35.6 30.9 31.6 25.3 43.3 42.4 46.1 41.8 44.2 51.0 44.3 38.9 33.0 36.7

InternVL-Chat-V1.5 49.4 30.6 28.5 44.0 29.8 52.2 52.1 44.2 48.2 47.1 46.8 65.7 50.5 36.5 36.7

LLaVA-1.6-13B 29.4 25.3 32.7 21.7 23.2 23.4 34.7 25.3 26.4 37.5 41.7 26.9 28.9 37.1 30.0

GLM-4V-9B 47.3 37.2 38.2 53.4 37.0 51.3 46.5 50.6 38.2 44.1 45.2 41.0 49.3 36.8 53.3

MiniCPM-Llama3-V2.5 39.8 31.1 29.7 28.6 37.0 40.8 39.8 41.0 38.6 32.0 42.7 41.0 42.7 44.0 43.3

LongVA-7B 43.5 30.6 28.5 24.5 39.8 45.1 40.8 51.9 42.5 45.6 44.6 44.5 40.7 47.5 20.0

InternLM-XComposer2.5-7B 49.0 32.2 23.0 21.7 33.2 54.3 52.1 47.0 45.2 53.7 40.5 51.7 61.1 41.2 33.3

InternLM-XComposer2-VL-7B 47.0 33.1 33.3 31.3 46.5 47.7 42.6 51.4 43.9 41.1 50.6 65.5 53.9 55.2 40.0

LLaVA-1.6-7B 23.0 20.8 15.8 18.5 20.5 16.9 29.6 15.6 18.6 42.7 24.1 17.6 43.3 28.9 26.7

DeepSeek-VL-7B 32.6 26.7 25.5 16.6 35.1 27.3 38.0 24.2 38.6 50.0 30.1 24.5 41.0 51.7 23.3

G-LLaVA-13B 32.4 30.6 32.7 33.3 29.1 32.0 37.9 19.6 33.5 37.1 32.8 31.2 33.2 25.6 40.0

Phi3-Vision-4.2B 42.1 34.2 27.9 28.7 16.0 47.2 38.8 50.0 44.4 28.8 31.2 48.6 49.2 26.4 50.0

DeepSeek-VL-1.3B 31.4 27.8 23.0 27.8 23.9 22.8 36.9 30.4 34.2 44.5 28.3 48.1 41.8 37.1 33.3
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Table 11: The performance of different LMMs on four-dimensional metrics for reasoning evaluation. The best
performance for closed-source and open-source LMMs is marked in blue and green (Avg: Scoreaverage).

Model
Strict Loose

Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓) Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓)

Random 1.1 81.7 1.1 0.6 96.7 6.9 81.7 1.1 6.3 63.3

Closed-source

GPT-4o 42.9 31.2 15.2 35.2 34.2 60.6 31.2 15.2 52.3 1.1

GPT-4V 31.1 39.8 14.5 23.8 47.9 51.4 39.8 14.5 44.2 3.3

Gemini-1.5-Pro 26.4 42.9 11.2 20.8 54.8 46.0 42.9 11.2 40.4 12.0

Qwen-VL-Max 10.5 65.1 7.6 6.7 75.5 25.5 65.1 7.6 21.7 20.3

Open-source

InternVL2.5-78B 38.5 34.1 11.8 32.6 39.8 57.5 34.1 11.8 51.6 4.6

InternVL2-Llama3-76B 36.9 33.9 15.8 29.0 42.4 56.3 33.9 15.8 48.4 3.8

Qwen2-VL-72B 36.6 33.5 14.1 29.5 43.6 56.8 33.5 14.1 49.7 5.1

InternVL2.5-26B 34.6 33.3 16.2 26.5 47.6 56.1 33.3 16.2 48.0 4.9

InternVL2.5-8B 29.1 43.6 14.9 21.7 47.7 46.1 43.6 14.9 38.7 6.9

LLaVA-OneVision-72B 28.7 41.1 16.2 20.6 51.8 49.1 41.1 16.2 41.0 4.0

Qwen2-VL-7B 28.7 41.1 16.2 20.6 51.8 49.1 41.1 16.2 41.0 4.0

LLaVA-OneVision-7B 23.1 45.0 13.1 16.6 60.5 44.9 45.0 13.1 38.3 8.6

InternVL2-8B 26.6 45.5 13.5 19.8 51.6 44.9 45.5 13.5 38.1 7.0

InternVL2.5-4B 25.0 48.2 13.0 18.5 52.5 42.1 48.2 13.0 35.6 8.3

InternVL2-4B 17.4 59.8 10.1 12.4 58.9 31.5 59.8 10.1 26.5 12.0

InternVL2-2B 9.1 64.0 7.6 5.3 81.2 25.1 64.0 7.6 21.3 24.8

LLaVA-NeXT-110B 19.2 50.3 14.5 12.0 66.0 37.9 50.3 14.5 30.7 13.0

LLaVA-NeXT-72B 13.4 58.9 7.1 9.9 71.0 31.5 58.9 7.1 28.0 17.9

InternVL-Chat-V1.5 15.0 56.2 13.9 8.0 73.3 32.7 56.2 13.9 25.7 14.0

LLaVA-1.6-13B 5.2 69.1 3.2 3.6 86.9 22.0 69.1 3.2 20.4 26.2

GLM-4V-9B 14.9 53.0 9.5 10.1 73.1 35.1 53.0 9.5 30.3 19.3

MiniCPM-Llama3-V2.5 9.6 60.2 9.1 5.0 83.9 28.1 60.2 9.1 23.4 23.6

LongVA-7B 11.5 61.1 9.0 7.1 76.4 27.7 61.1 9.0 23.2 22.3

InternLM-XComposer2.5-7B 15.6 57.0 13.7 8.8 70.1 31.2 57.0 13.7 24.4 16.9

InternLM-XComposer2-VL-7B 12.7 56.4 10.5 7.4 77.6 31.0 56.4 10.5 25.7 22.4

G-LLaVA-13B 6.5 64.2 4.6 4.2 86.6 22.3 64.2 4.6 20.0 36.0

LLaVA-1.6-7B 3.3 78.3 2.5 2.1 89.1 13.8 78.3 2.5 12.6 34.7

DeepSeek-VL-7B 6.3 69.1 4.6 4.0 84.8 21.0 69.1 4.6 18.7 29.0

Phi3-Vision-4.2B 10.6 58.9 9.0 6.1 81.1 29.8 58.9 9.0 25.3 21.3

DeepSeek-VL-1.3B 5.9 71.1 2.7 4.6 82.6 21.5 71.1 2.7 20.2 23.2
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Figure 16: The Leaderboard of different LMMs under the strict and loose metric (average score %). "∼" represents
an approximate estimate of the total parameters nums in LMMs.

Table 12: Accuracy scores of LMMs on the test set of WE-MATH.

Model S1 S2 S3 Mem PF SF TMF PD

UCU AL CPF UPF CSF USF BTF CCF Dir Pos RoM CCP

Closed-source

GPT-4o 73.0 57.8 44.8 86.1 46.5 77.8 68.5 80.3 66.0 57.3 72.5 96.1 80.8 62.6 72.2
Qwen-VL-Max 40.8 30.9 21.9 19.5 23.9 39.8 42.4 43.4 47.5 43.4 39.4 43.8 40.6 40.9 21.9

Open-source

Qwen2-VL-72B 67.8 52.8 48.5 95.9 48.1 69.1 63.7 74.3 58.6 59.3 68.7 84.5 67.4 66.9 68.9
InternVL2-8B 59.6 43.9 35.0 75.0 15.8 62.6 56.9 66.4 57.9 58.0 57.8 61.6 59.4 38.5 54.7

LLaVA-OneVision-7B 57.9 42.6 40.1 61.8 38.3 66.1 57.4 64.6 61.8 54.5 46.5 52.8 50.7 25.7 37.8
LLaVA-1.6-13B 29.2 23.9 32.6 25.0 22.1 22.0 35.5 27.9 24.3 34.5 42.6 26.8 23.6 42.5 33.7
Phi3-Vision-4.2B 42.0 35.2 32.9 24.3 15.8 46.8 38.4 51.5 42.8 26.4 31.3 55.7 54.7 27.5 38.7

DeepSeek-VL-1.3B 31.4 30.3 20.1 30.9 22.9 21.6 38.4 28.4 34.7 44.2 27.5 43.9 42.3 42.0 31.2

Table 13: The performance of different LMMs on four-dimensional metrics for reasoning evaluation across the
entire test set.

Model
Strict Loose

Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓) Avg (↑) IK (↓) IG (↓) CM (↑) RM (↓)

Closed-source

GPT-4o 43.4 33.5 12.8 37.0 31.1 59.8 33.5 12.8 53.4 0.5

Qwen-VL-Max 10.9 64.8 7.1 7.3 73.9 26.1 64.8 7.1 22.5 19.7

Open-source

Qwen2-VL-72B 36.1 34.5 14.1 29.1 43.6 56.2 34.5 14.1 49.2 4.5

LLaVA-OneVision-7B 23.1 44.8 13.4 16.4 60.7 45.0 44.8 13.4 38.3 8.4

InternVL2-8B 26.6 45.9 13.1 20.1 51.0 44.4 45.9 13.1 37.9 7.7

Phi3-Vision-4.2B 11.1 56.8 8.7 6.7 80.5 31.7 56.8 8.7 27.3 20.8

LLaVA-1.6-13B 4.8 69.9 3.5 3.1 88.3 21.4 69.9 3.5 19.7 26.1

DeepSeek-VL-1.3B 6.4 69.5 3.5 4.6 82.9 22.0 69.5 3.5 20.3 25.1
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Figure 17: The performance of different LMMs (including closed-source models and closed-source models after
July) on four-dimensional metrics under strict metric.

Figure 18: The performance of different LMMs (including closed-source models and closed-source models before
July) on four-dimensional metrics under strict metric.
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Figure 19: The performance of different LMMs (including closed-source models and closed-source models after
July) on four-dimensional metrics under loose metric.
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Table 14: Detailed Descriptions of Error Types.

Error Type Explanation

Knowledge Error
For a specific knowledge concept, the model is unclear or confused about
it, or it misuses another knowledge concept to solve the problem.

Reason Error
Errors that occur in the logical reasoning process while using knowledge
concepts to solve the problem step by step.

Visual Error
Errors in visual perception, where the model incorrectly identifies shapes
or numbers in an image.

Hallucination
The thought process introduces factors that are not consistent with the facts,
which are not mentioned in the context of the image or question.

Figure 20: The performance of different LMMs (including closed-source models and closed-source models before
July) on four-dimensional metrics under loose metric.

Figure 21: Detailed performance of GPT-4o across 67 knowledge concepts.
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Figure 22: Detailed performance of GPT-4V across 67 knowledge concepts.

Figure 23: Detailed performance of Gemini 1.5 Pro across 67 knowledge concepts.

Figure 24: Detailed performance of Qwen-VL-Max across 67 knowledge concepts.
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Figure 25: Detailed performance of InternVL2.5-78B across 67 knowledge concepts.

20055



Figure 26: Detailed performance of InternVL2-Llama3-76B across 67 knowledge concepts.

Figure 27: Detailed performance of Qwen2-VL-72B across 67 knowledge concepts.

Figure 28: Detailed performance of LLaVA-OneVision-72B across 67 knowledge concepts.
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Figure 29: Detailed performance of InternVL2.5-26B across 67 knowledge concepts.

20056



Unders
tan

ding Angles

(U
sin

g a 
Protra

cto
r)

Unders
tan

ding

Le
ngth (U

sin
g a 

Ruler
)

Conve
rsi

on Rate
s a

nd

Calc
ulat

ions B
etw

ee
n Area

 Units

Conve
rsi

on Rate
s a

nd

Calc
ulat

ions B
etw

ee
n Le

ngth Units

Conve
rsi

on Rate
s a

nd Calc
ulat

ions B
etw

ee
n

Volume U
nits

 (In
clu

ding Li
ter

s a
nd M

illi
lite

rs)

Calc
ulat

ion an
d

Compari
so

n of A
ngles

Area
 of C

irc
les

Area
 of

Para
lle

logram
s

Area
 of R

ec
tan

gles

Area
 of S

ec
tors

Area
 of S

quare
s

Area
 of T

rap
ez

oids

Area
 of T

ria
ngles

Circ
umfer

en
ce

of C
irc

les

Peri
mete

r o
f

Para
lle

logram
s

Peri
mete

r

of R
ec

tan
gles

Peri
mete

r

of S
quare

s

Peri
mete

r

of T
rap

ez
oids

Peri
mete

r

of T
ria

ngles

Sum of In
ter

ior

Angles
 of O

ther 
Polyg

ons

Sum of In
ter

ior

Angles
 of T

ria
ngles

Unders
tan

ding

Circ
les

Unders
tan

ding

Sec
tors

Unders
tan

ding

Tri
an

gular
 Ruler

s

Unders
tan

ding an
d

Rep
res

en
tin

g Angles

Obse
rvi

ng Figures

Propert
ies

 an
d

Unders
tan

ding of P
ara

lle
logram

s

Propert
ies

 an
d

Unders
tan

ding of R
ec

tan
gles

Propert
ies

 an
d

Unders
tan

ding of S
quare

s

Propert
ies

 an
d

Unders
tan

ding of T
rap

ez
oids

Propert
ies

 an
d

Unders
tan

ding of T
ria

ngles
Para

lle
l

perp
en

dicu
lar

ity

Dist
an

ce

Betw
ee

n Tw
o Points

Unders
tan

ding Li
ne

Seg
men

ts,
 Li

nes
, a

nd Ray
s

Finding Posit
ions

Bas
ed

 on Ordere
d Pair

s

Rep
res

en
tin

g

Posit
ions U

sin
g Ordere

d Pair
s

Card
inal 

Dire
cti

ons

(Eas
t, S

outh, W
es

t, N
orth

)

Southea
st,

 Southwes
t,

North
ea

st,
 North

wes
t D

ire
cti

ons

Fro
nt-B

ac
k P

osit
ion

Le
ft-

Right P
osit

ion

Up-D
own Posit

ion

Des
cri

bing Sim
ple 

Routes

Bas
ed

 on Dire
cti

on an
d Dist

an
ce

Dete
rm

ining th
e P

osit
ions o

f O
bjec

ts

Bas
ed

 on Dire
cti

on, A
ngle,

 an
d Dist

an
ce
Surfa

ce

Area
 of C

ubes

Surfa
ce

 Area

of C
yli

nders

Surfa
ce

 Area
 of

Rec
tan

gular
 Cuboids

Volume a
nd

Cap
ac

ity
 of C

ones

Volume a
nd

Cap
ac

ity
 of C

ubes

Volume a
nd

Cap
ac

ity
 of C

yli
nders

Volume a
nd Cap

ac
ity

of R
ec

tan
gular

 Cuboids

Propert
ies

 of C
ones

Propert
ies

of C
yli

nders

Exp
an

ded

View
 of C

ubes

Exp
an

ded
 View

of C
yli

nders

Exp
an

ded
 View

 of

Rec
tan

gular
 Cuboids

Obse
rvi

ng Objec
ts

Propert
ies

 an
d

Unders
tan

ding of C
ubes

Propert
ies

 an
d

Unders
tan

ding of R
ec

tan
gular

 Cuboids

Axia
l S

ym
metr

y

Rotat
ion

Tra
nsla

tio
n

Combining

Plan
e F

igures

Divi
sio

n of

Plan
e F

iguresFo
lding

Problem
s o

f F
igures

Tes
se

lla
tio

n

of F
igures

Combining an
d

Divi
ding Solid

s
0

20

40

60

80

100

Ac
c 

(%
)

InternVL2.5-8B

Figure 30: Detailed performance of InternVL2.5-8B across 67 knowledge concepts.

Figure 31: Detailed performance of InternVL2-8B across 67 knowledge concepts.

Figure 32: Detailed performance of Qwen2-VL-7B across 67 knowledge concepts.

Figure 33: Detailed performance of LLaVA-OneVision-7B across 67 knowledge concepts.
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Figure 34: Detailed performance of InternVL2.5-4B across 67 knowledge concepts.

Figure 35: Detailed performance of InternVL2-4B across 67 knowledge concepts.

Figure 36: Detailed performance of InternVL2-2B across 67 knowledge concepts.

Figure 37: Detailed performance of LLaVA-NeXT-110B across 67 knowledge concepts.
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Figure 38: Detailed performance of LLaVA-NeXT-72B across 67 knowledge concepts.

Figure 39: Detailed performance of InternVL-Chat-V 1.5 across 67 knowledge concepts.

Figure 40: Detailed performance of LLaVA-1.6-13B across 67 knowledge concepts.

Figure 41: Detailed performance of G-LLaVA-13B across 67 knowledge concepts.

20059



Figure 42: Detailed performance of GLM-4V-9B across 67 knowledge concepts.

Figure 43: Detailed performance of MiniCPM-Llama3-V2.5 across 67 knowledge concepts.

Figure 44: Detailed performance of LongVA-7B across 67 knowledge concepts.

Figure 45: Detailed performance of LLaVA-1.6-7B across 67 knowledge concepts.
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Figure 46: Detailed performance of DeepSeek-VL-7B across 67 knowledge concepts.
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Figure 47: Detailed performance of InternLM-XComposer-2.5-7B across 67 knowledge concepts.

Figure 48: Detailed performance of InternLM-XComposer2-VL-7B across 67 knowledge concepts.

Figure 49: Detailed performance of Phi3-Vision-4.2B across 67 knowledge concepts.
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Figure 50: Detailed performance of DeepSeek-VL-1.3B across 67 knowledge concepts.

As shown in the diagram, using a protractor to 
measure the angle, what is the size of ∠1? ( )

Question:

Visual Error

A. 30°;B. 60°;C. 55°;D. 90°; E. No correct answer

As shown in the diagram, how do you transform figure A into figure B?

Question:

Visual Error

A. Translate 10 units to the right; B. Translate 9 units to the right;
C. Translate 8 units to the right; D. Translate 7 units to the right;
E. No correct answer

Answer : A
Knowledge Concept : Translation
Response for GPT-4o:
<Thought process>: To determine how to transform figure A into figure B, I 
need to count the number of units figure A needs to be translated to the right 
to align with figure B. By counting the grid squares horizontally from the 
leftmost point of figure A to the leftmost point of figure B, I can determine 
the correct translation distance.

A
O

B

6cm

1

Answer : A
Knowledge Concept : 
Understanding Angles (Using a Protractor)
Response for GPT-4o:
<Thought process>: To determine the size of ∠1, I 
will use the protractor shown in the diagram. The 
protractor is aligned with the baseline at 0°. The 
angle ∠1 is measured from the baseline to the 
inclined line. By observing the protractor, the 
inclined line intersects the protractor at the 60°
mark. Therefore, the size of ∠1 is 60°.
<Answer>: B. 60°

<Answer>: C. Translate 8 units to the right.

Figure 51: Specific examples of Visual Error.
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As shown in the diagram, there is an equilateral triangle 
within a rectangle. If ∠2 = 60°, then the degree measure 
of ∠1 is ( ).

Question:

Reason Error

A. 13°;B. 12°;C. 17°;D. 30°; E. No correct answer
Answer : C
Knowledge Concept : 
Calculation and Comparison of Angles
Response for GPT-4o:
<Thought process>: Given that the triangle is 
equilateral, all its internal angles are 60°. Since ∠2 is 
given as 60°, it confirms the triangle's equilateral nature. 
The angle adjacent to ∠2 within the rectangle is 13°. The 
sum of angles around a point is 360°. Therefore, the sum 
of the angles ∠1, ∠2, and the 13° angle should be 180°
(since they form a straight line). Thus, ∠1 + 60° + 13° = 
180°. Solving for ∠1, we get ∠1 = 180° - 60° - 13° = 
107°. However, this does not match any of the given 
options.
<Answer>: E. No correct answer

As shown in the diagram, there is a circular cake with a radius of 5 cm, 
which is divided into four parts. Compared to the original circumference 
of the cake, the additional edge length is (     )

Question:

Reason Error

A. 4AB+4CD; B. AB+CD; C. 2AB+2CD; D. No correct answer

Answer : C
Knowledge Concept : Translation
Response for GPT-4o:
<Thought process>: The original circumference of the cake is given by 
the formula \(2\pi r\), where \(r\) is the radius. For a radius of 5 cm, 
the original circumference is \(2\pi \times 5 = 10\pi\) cm. When the 
cake is divided into four parts, each part will have two additional 
edges: one along the radius (AB or CD) and one along the arc. The 
additional edge length for each part is AB + CD. Since there are four 
parts, the total additional edge length is 4(AB + CD).
<Answer>: A. 4AB+4CD

B

A C

D
2

13°

1

Figure 52: Specific examples of Reason Error.

The diagram shows a cylindrical roller. The area covered by 
the roller after rolling 10 circles is equivalent to ( ) dm².(π = 
3.14)

Question:
Knowledge Error

A. 3.14;B. 62.8;C. 314;D. 31.4; E. No correct answer

As shown in the diagram, two triangular boards are arranged 
to form a shape. ∠1 + ∠2 = (    )

Question:

Knowledge Error

A. 120°; B. 160°; C. 145°; D. 90°; E. No correct answer
Answer : D
Knowledge Concept : perpendicularity
Response for GPT-4o:
<Thought process>: The two triangular boards are arranged 
such that they share a common side, CB. The angles ∠1 and 
∠2 are adjacent to each other and form a straight line along 
CB. Since a straight line measures 180°, the sum of ∠1 and ∠2 
must be 180°.
<Answer>: E. No correct answer

Answer : A
Knowledge Concept : 
Conversion Rates and Calculations Between Area Units
Response for GPT-4o:
<Thought process>: To determine the area covered by the 
cylindrical roller after rolling 10 circles, we need to calculate 
the area covered in one complete revolution and then multiply 
it by 10. The area covered in one revolution is the 
circumference of the roller times its width. Given that the 
total area covered after 10 circles is 314 cm², we can divide 
this by 10 to find the area covered in one circle, which is 31.4 
cm². Therefore, the correct answer is 31.4 dm².
<Answer>: D. 31.4

C

D

1
2

A

B
314cm2

10

Figure 53: Specific examples of Knowledge Error.
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As shown in the diagram, HG is the axis of symmetry for 
trapezoid ABCD. Then, AC equals ( ) cm, GC equals ( ) cm, 
and AH equals ( ) cm.

Question:
Hallucination

A. 5, 4, 2;B. 5, 5, 2;C. 5, 4, 3;D. 5, 5, 3;E. No correct answer

The white part in the diagram is composed of 4 identical 
sectors, which can be assembled into a circle. The area of the 
white part is ( ).

Question:

Hallucination

A. π;B. 3π;C. 9π;D. 36π; E. No correct answer
Answer : D
Knowledge Concept : Area of a Circle
Response for GPT-4o:
<Thought process>: The diagram shows a square with a side 
length of 6 units. The white part is composed of 4 identical 
sectors, which can be assembled into a circle. The radius of 
each sector is 3 units (half of the side length of the square). The 
area of one sector is (1/4)πr², where r is the radius. Therefore, 
the area of one sector is (1/4)π(3)² = (1/4)π(9) = (9/4)π. Since 
there are 4 sectors, the total area of the white part is 4 * (9/4)π 
= 9π.
<Answer>: E. No correct answer

Answer : B
Knowledge Concept : Symmetry
Response for GPT-4o:
<Thought process>: Given that HG is the axis of symmetry 
for trapezoid ABCD, it means that the trapezoid is 
symmetric about this axis. Therefore, the lengths on either 
side of the axis are equal. 
1. Since HG is the axis of symmetry, AC and BD are equal 
in length. Given that BD is 5 cm, AC must also be 5 cm.
2. Since H is the midpoint of AB, and AB is 4 cm (2 cm on 
each side of H), GC must be half of AC. Therefore, GC is 5 
cm / 2 = 2.5 cm.
3. Since H is the midpoint of AB, AH is half of AB. 
Therefore, AH is 2 cm.
<Answer>: E. No correct answer

A B

C D

H

G

2cm

5cm

5cm

Figure 54: Specific examples of Hallucination.
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1. Conversion rates between area units: 1 square kilometer (km²) = 1,000,000 square meters (m²); 
1 square meter (m²) = 100 square decimeters (dm²); 1 square decimeter (dm²) = 100 square 
centimeters (cm²)
2. To convert from a larger unit to a smaller unit, multiply by the conversion rate.
3. To convert from a smaller unit to a larger unit, divide by the conversion rate.
4. To convert square kilometers to square meters: multiply by 1,000,000.
5. To convert square meters to square decimeters: multiply by 100.
6. To convert square decimeters to square centimeters: multiply by 100.
7. To convert square centimeters to square decimeters: divide by 100.
8. To convert square decimeters to square meters: divide by 100.
9. To convert square meters to square kilometers: divide by 1,000,000.

Conversion Rates and Calculations Between Area Units
Description:

…

…

10cm

10cm 1dm2

1cm2

1. Conversion Rates between Length Units: 1 kilometer (km) = 1000 meters (m); 1 meter 
(m) = 10 decimeters (dm); 1 decimeter (dm) = 10 centimeters (cm); 1 centimeter (cm) = 10 
millimeters (mm); 1 millimeter (mm) = 1000 nanometers (nm)
2. Converting between Different Units: To convert from a larger unit to a smaller unit, 
multiply by the conversion rate. To convert from a smaller unit to a larger unit, divide by 
the conversion rate.
3. To convert kilometers to meters: multiply by 1000.
4. To convert meters to decimeters: multiply by 10.
5. To convert decimeters to centimeters: multiply by 10.
6. To convert centimeters to millimeters: multiply by 10.
7. To convert millimeters to nanometers: multiply by 1000.
8. To convert nanometers to millimeters: divide by 1000.
9. To convert millimeters to centimeters: divide by 10.
10. To convert centimeters to decimeters: divide by 10.
11. To convert decimeters to meters: divide by 10.
12. To convert meters to kilometers: divide by 1000.

Conversion Rates and Calculations Between Length Units
Description:

1km

1m 1m 1m 1m 1m

1000

1. Conversion rates between volume units: 1 cubic meter (m³) = 1000 cubic decimeters (dm³);  1 cubic decimeter (dm³) = 1000 cubic centimeters (cm³);  1 cubic decimeter 
(dm³) = 1 liter (L);  1 cubic centimeter (cm³) = 1 milliliter (mL)

2. Converting between Different Units: To convert from a larger unit to a smaller unit, multiply by the conversion rate.  To convert from a smaller unit to a larger unit, 
divide by the conversion rate.

3. To convert cubic meters to cubic decimeters: multiply by 1000.
4. To convert cubic decimeters to cubic centimeters: multiply by 1000.
5. To convert cubic decimeters to liters: 1 cubic decimeter equals 1 liter.
6.  To convert cubic centimeters to milliliters: 1 cubic centimeter equals 1 milliliter.

Description:

Conversion Rates and Calculations Between Volume Units (Including Liters and Milliliters)

1m3 1dm3 1cm3 1L 1mL

Understanding and Conversion of Units

Figure 55: The description of the knowledge concept "Understanding and Conversion of Units".

1. Steps to measure an angle: Align the center of 
the protractor with the vertex of the angle, and 
align the 0° baseline of the protractor with one 
side of the angle. The degree measure of the 
angle is indicated by the other side of the angle 
on the protractor. When reading the degree 
measure, pay attention to whether to use the 
outer scale or the inner scale. If the angle opens 
to the left, use the outer scale; if the angle opens 
to the right, use the inner scale.
2. The size of an angle is not related to the length 
of its two sides but to the amount they open. The 
wider the two sides open, the larger the angle; 
the narrower they open, the smaller the angle. 
Full angle > straight angle > obtuse angle > 
right angle > acute angle..

Description:

Understanding Angles (Using a Protractor)

1. Length is usually measured using a ruler.
2. When using a ruler for measurement, first 
determine the measurement unit of the ruler. If there 
is no special indication, the default unit is centimeters.
3. If one end of the line segment being measured is 
aligned with the 0 mark on the ruler, the length of the 
line segment is the direct reading from the other end.
4. If one end of the line segment being measured is 
not aligned with the 0 mark, the length of the line 
segment is the difference between the readings at 
both ends.

Description:

Understanding Length (Using a Ruler)

1 2 3 4 5 6 7 8 9 100

Angles and Length

Figure 56: The description of the knowledge concept "Angles and Length".

1. The rotation of a figure involves the movement of every point on the figure 
in the plane around a fixed point by a fixed angle. It can be described by three 
elements: the center of rotation, the direction of rotation, and the angle of 
rotation.
2. The distances from corresponding points to the center of rotation are equal.
3. The angle between the line segment connecting corresponding points and 
the center of rotation equals the angle of rotation.
4. The figures before and after rotation are congruent, meaning their size and 
shape remain unchanged.
5. The center of rotation is the unique fixed point.

Rotation
Description:

O

1. Translation refers to the movement of all points of a figure in the 
same plane by the same distance in a given direction. This type of 
motion is called translation of the figure.
2. Translation does not change the shape, size, or orientation of the 
figure.
3. The shape and size of the figure remain unchanged after translation; 
only the position changes.
4. After translation, the line segments connecting corresponding 
points are parallel (or collinear) and equal in length.
5. Multiple consecutive translations are equivalent to a single 
translation.
6. A figure after an even number of symmetries is equivalent to the 
figure after a translation.
7. Translation is determined by direction and distance.
8. After translation, corresponding line segments are parallel (or 
collinear) and equal in length, corresponding angles are equal, and 
the line segments connecting corresponding points are parallel (or 
collinear) and equal in length.

Translation

Description: 1. A symmetry axis is a straight line.
2. In a symmetrical figure, the distance from corresponding points on 
either side of the symmetry axis to the axis is equal.
3. In a symmetrical figure, folding along the symmetry axis results in 
complete overlap of the left and right sides.
4. If two figures are symmetric about a certain line, then that line is the 
symmetry axis, and the line segment connecting corresponding points is 
bisected perpendicular to the symmetry axis.

Description:
Axial Symmetry

Basic Transformations of Figures

Figure 57: The description of the knowledge concept "Basic Transformations of Figures".
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1. Maps usually use "up" to represent north, "down" to 
represent south, "left" to represent west, and "right" to 
represent east.
2. South is opposite to north, and west is opposite to east; 
northwest is opposite to southeast, and northeast is 
opposite to southwest.
3. East, south, west, and north are arranged in a 
clockwise direction.

Cardinal Directions (East, South, West, North)

Description:
North

West

South

East

1.Northeast lies 45 degrees north of due east, 
southeast lies 45 degrees south of due east, 
northwest lies 45 degrees west of due north, and 
southwest lies 45 degrees west of due south.

Southeast, Southwest, Northeast, Northwest Directions
Description:

North

West

South

East

NortheastNorthwest

SoutheastSouthwest

Direction

1. Up-down position Refers to the vertical positional relationship 
of objects.

1. Left-right position refers to the lateral positional relationship of 
objects in a horizontal direction.

1. Front-back position refers to the longitudinal positional 
relationship of objects in a horizontal direction.

Description:

Description:

Description:

Left-Right Position

Front-Back Position

Up-Down Position

Position

Figure 58: The description of the knowledge concepts "Direction" and "Position".

1. The lateral surface area of a cylinder = circumference of the base 
× height.
2. The area of the base of a cylinder = π × radius squared.
3. The surface area of a cylinder refers to the sum of its lateral 
surface area and the areas of its two bases.

Description:

Surface Area of Cylinders

r

h

1. Surface Area of a Cube: The total area of the 6 faces of a cube is its 
surface area, S = 6s.
2. Method of Calculating the Surface Area of a Cube: Surface area of 
a cube = edge length × edge length × 6.
3. S = 6*a*a, where S represents the surface area of the cube, and a 
represents the edge length of the cube.

a
a

a

Description:

1. Definition of Surface Area: The total area of the 6 faces of a 
rectangular cuboid or a cube is called its surface area.
2. Surface area of a rectangular cuboid = length × width × 2 + length 
× height × 2 + width × height × 2.
3. Surface area of a rectangular cuboid = (length × width + length ×
height + width × height) × 2.
4. Surface Area of a Rectangular Cuboid: If the letters a, b, and h 
represent the length, width, and height of a rectangular cuboid 
respectively, and S represents the surface area of the rectangular 
cuboid, then S = 2ab + 2ah + 2bh or S = 2(ab + ah + bh)..

Surface Area of Rectangular Cuboids
Description:

b
a

h

1. Volume formula: The formula for calculating the volume of a cone is 
V = (1/3)πr²h, where r is the radius of the base of the cone and h is the 
height of the cone. This formula indicates that the volume of a cone is 
one-third the volume of a cylinder with the same base and height.
2. Relationship between height and volume: If the volume of a cone is 
known, the height of the cone can be calculated using the formula h = 
3V/(πr²), where V is the volume of the cone and r is the radius of the 
base.
3. Relationship between base area and volume: Similarly, if the volume 
of a cone is known, the base area of the cone can be calculated using 
the formula A = 3V/h, where V is the volume of the cone and h is the 
height.
4. The capacity of a cone usually refers to the amount of space a 
conical container can hold. In the absence of special instructions, 
capacity and volume can be considered the same concept, using the 
same units and calculation methods.
5. Generally, π is taken as 3.14.

Volume and Capacity of Cones

Description:

h

r

1. The formula for calculating the volume of a cylinder: The volume 
of a cylinder = base area × height.
2. In terms of letters: If V represents the volume of the cylinder, 
where r is the radius of the base and h is the height of the cylinder, 
then the formula for the volume of the cylinder is: V = πr²h.
3. The capacity of a cylinder usually refers to the amount of space a 
cylindrical container can hold. In the absence of special 
instructions, capacity and volume can be considered the same 
concept, using the same units and calculation methods.
4. π is generally taken as 3.14.

Volume and Capacity of Cylinders

Description:

r
h

1. The formula for calculating the volume of a cube: The volume of a 
cube = side length × side length × side length.
2. In terms of letters: If V represents the volume of the cube and a 
represents the side length of the cube, then the formula for the volume 
of the cube can be written as: V = a³.
3. The volume of a cube is equal to the base area multiplied by the 
height.
4. The capacity of a cube usually refers to the amount of space a cubic 
container can hold. In the absence of special instructions, capacity 
and volume can be considered the same concept, using the same units 
and calculation methods.

Volume and Capacity of Cubes
Description:

a

a

a

1. The formula for calculating the volume of a rectangular cuboid: 
The volume of a rectangular cubed = length × width × height.
2. In terms of letters: If V represents the volume of the rectangular 
cuboid, and a, b, h represent the length, width, and height of the 
rectangular cubed respectively, then the formula for the volume of the 
rectangular cubed can be written as: V = abh.
3. The volume of a rectangular cuboid is equal to the base area 
multiplied by the height.
4. The capacity of a rectangular cuboid usually refers to the amount of 
space a rectangular container can hold. In the absence of special 
instructions, capacity and volume can be considered the same concept, 
using the same units and calculation methods.

Volume and Capacity of Rectangular Cuboids

Description:

b
a

h

Calculation of Solid Figures

Surface Area of Cubes

Figure 59: The description of the knowledge concept "Calculation of Solid Figures".
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1. When observing an object from different angles, you will see two 
or three adjacent faces, and the shape observed on each face is 
different.
2. The top, front, and side faces of a rectangular cuboid or cube are 
defined by convention. The face facing upward is called the top face, 
the face facing the observer is called the front face, and the two side 
faces are called the side faces. It is impossible to see opposite faces 
of a rectangular cuboid or cube at the same time.
3. When observing a combination of objects, not only should the 
shape of each object be considered, but also the positional 
relationships between the objects. If an object is blocked by another 
object, the blocked part will be difficult to observe.
4. No matter which face a cube or sphere is observed from, the 
shape seen is always the same.

Description:

Front View

Top View
Side 
View

Expanded View of a Rectangular Cubiod

1. The expanded view of a rectangular cuboid is a two-
dimensional figure obtained by unfolding the faces of the 
rectangular cuboid and laying them flat.
2. A rectangular cuboid has 6 faces, and the expanded 
view consists of these 6 faces. Each face is a rectangle. 
Opposite faces of the rectangular cuboid are equal, so the 
expanded view will have three pairs of equal rectangles.

Description:

Expanded View of Rectangular Cuboids

1. Formation of a Cylinder: A cylinder can be formed by rotating a 
rectangle around one of its edges, or by rolling a rectangle into a 
cylindrical shape.
2. Components of a Cylinder: A cylinder consists of bases and a 
lateral surface. The bases are two equal circular surfaces, referred to 
as the upper base and the lower base; the lateral surface is a curved 
surface that connects the upper and lower bases.
3. Unfolded Lateral Surface of a Cylinder: When the lateral surface of 
a cylinder is unfolded, it forms a rectangle or a square. If the unfolded 
surface is a rectangle, its length is the circumference of the circular 
base, and its width is the height of the cylinder; if the unfolded surface 
is a square, it means the height of the cylinder is equal to the 
circumference of the circular base.

Description:

Expanded View of Cylinders

1. An expanded view of a cube is a two-dimensional representation of 
the cube, formed by unfolding the cube along its edges into a plane. It 
shows the arrangement of all six faces of the cube on the same plane.
2. An expanded view of a cube can have different arrangements, but it 
usually consists of one central square surrounded by four adjacent 
squares, with an additional square connected to the central square. 
Common shapes include "T" shape, "cross" shape, and "L" shape.
3. Each square in the expanded view represents one face of the cube, 
and every two adjacent squares in the expanded view are also 
adjacent faces in the cube.
4. There are a total of 6 squares in the expanded view, and each 
square has equal side lengths.

Description:

Expanded View of Cubes

1. The base of a cone is a circle, and the lateral surface of a cone is a 
curved surface.
2. The distance from the apex of the cone to the center of the base is 
the height of the cone.
3. When the lateral surface of a cone is unfolded, it forms a sector.
4. The line segment from the apex of the cone to any point on the edge 
of the base is called the slant height of the cone, and all slant heights 
are equal in length.

Properties of Cones
Description:

1. The top and bottom surfaces of a cylinder are called the bases.
2. A cylinder has a curved surface called the lateral surface.
3. The distance between the two bases of a cylinder is called the 
height.
4. A cylinder is formed by rotating a rectangle 180° around one of its 
edges.
5. The bases of a cylinder are circular.
6. The heights of all cylinders are equal.

Properties of Cylinders
Description:

1. A rectangular cuboid has six faces, all of which are rectangles.
2. The opposite faces of a rectangular cubed have equal area, and of 
the 12 edges, the lengths of the 4 opposite edges are equal.
3. A rectangular cuboid has 8 vertices.
4. The lengths of the three edges intersecting at one vertex of a 
rectangular cuboid are called length, width, and height.
5. The edge where two faces of a rectangular cuboid meet is called an 
edge.
6. The point where three edges of a rectangular cuboid meet is called 
a vertex.
7. When placed on a table, a rectangular cuboid can show at most 
three faces.
8. The total area of the six faces of a rectangular cuboid is called its 
surface area.

Description:

b
a

h

1. A cube has six faces, all of which are squares.
2. All six faces of a cube have equal area.
3. A cube has 12 edges, and all edges are of equal length.
4. A cube has 8 vertices.
5. A cube can be considered a special type of rectangular cuboid.

Properties and Understanding of Cubes

Description:

a

a

a

Understanding of Solid Figures
Observing Objects

Properties and Understanding of Rectangular Cuboids

Figure 60: The description of the knowledge concept "Understanding of Solid Figures".
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1. The sum of the interior angles of a quadrilateral is 360°, and the 
sum of the interior angles of a pentagon is 540°.
2. The sum of the interior angles of a polygon = 180° × (number of 
sides - 2).
3. The sum of the interior angles of an n-sided polygon = (n - 2) ×
180°.
4. A polygon with all sides of equal length and all interior angles 
equal is called a regular polygon.

Description:

108°

Sum of Interior Angles of Other Polygons

1. The sum of the interior angles of any triangle is 180°.
2. According to the exterior angle theorem, an exterior angle of a 
triangle is equal to the sum of the two non-adjacent interior angles.

Sum of Interior Angles of Triangles
Description:

1. Sum and difference of angles: Adding multiple angles gives the 
total angle, and subtracting gives the difference angle.
2. The size of an angle is not related to the length of its two sides, but 
only to the size of the angle's opening.
3. Comparison of angles: The size of angles can be compared 
directly by their degrees. Straight angle > obtuse angle > right 
angle > acute angle.

Description:

Calculation and Comparison of Angles

180°

1. The area of a parallelogram is equal to the base times the height, 
S = ah.

Description:

h

a

1. Since the area of a sector with a central angle of 360° is the area of 
the circle, S = πr², the area of a sector with a central angle of n° is: 
S = nπr² ÷ 360.
2. There is another formula for the area of a sector: S = 1/2 lr, where 
l is the arc length and r is the radius. The arc length l = nπr ÷ 180
3. Generally, π is taken as 3.14.

Description:
Area of Sectors

n°

r

l

1. If the base is a and the height is h, then the area of a triangle is 
S = 1/2 ah.
2. The area of a right triangle is equal to the product of its two 
legs divided by two.
3. If the area and height of a triangle are known, its base length 
can be calculated. Similarly, if the area and base length of a 
triangle are known, its height can be determined.

Description:

Area of Triangles

h

a

a

b

1. In a trapezoid, the parallel sides are called the bases. The longer 
base is called the lower base, and the shorter base is called the upper 
base. The other two sides are called the legs. The perimeter of a 
trapezoid is the sum of the upper base, lower base, and the two legs. 
The formula for the perimeter is: upper base + lower base + leg + leg, 
denoted as L = a + b + c + d.
2. The formula for the perimeter of an isosceles trapezoid is: upper 
base + lower base + 2 legs, denoted as L = a + c + 2b.

Perimeter of Trapezoids

a

bb

c

Description:
a

db

c

1. The perimeter of a triangle is the sum of its three sides. 
Scalene triangle: C = a + b + c (where a, b, and c are the 
lengths of the three sides of the triangle).
2. Isosceles triangle: C = 2a + b (where a is the length of 
the equal sides, and b is the length of the base).
3. Equilateral triangle: C = 3a (where a is the length of 
any one side).

Description:

a

b c a a

a

a a

b

1. Using the letters a and b to represent the upper base and the lower 
base of a trapezoid, and the letter h to represent the height of the 
trapezoid, the formula for the area of a trapezoid can be expressed as 
S = 1/2 (a + b) × h.

Area of Trapezoids
Description:

h

b

a

1. The area of a circle = pi × radius × radius. S = πr² = π( d/2 )²
2. Generally, π is taken as 3.14.

Area of Circles
Description:

r

1. The area of a rectangle is equal to its length × width, expressed as: 
S = ab.

Area of Rectangles
Description:

b

a

1. The area of a square is equal to the square of its side length: 
S = a * a.
2. The area of a square is equal to the square of the length of its 
diagonal divided by two.

Area of Squares
Description:

a

a

aa

1. A parallelogram has equal opposite sides, and its perimeter is twice 
the sum of its adjacent sides. The formula for the perimeter is C = 2(a 
+ b), where a and b are the lengths of the sides of the parallelogram.

Description:

Perimeter of Parallelograms

a

b

1. Since the area of a sector with a central angle of 360° is the area of 
the circle, S = πr², the area of a sector with a central angle of n° is: S 
= nπr² ÷ 360.
2. There is another formula for the area of a sector: S = 1/2 lr, where 
l is the arc length and r is the radius. The arc length l = nπr ÷ 180
3. Generally, π is taken as 3.14.

Description:

Circumference of Circles

Or

d

Calculation of Plane Figures

1. A rectangle has equal opposite sides, and the perimeter of a 
rectangle = (length + width) × 2 
(C = 2(a+b)).

Perimeter of Rectangles
Description:

b

a

1. A square has four equal sides, and the perimeter of a square = side 
length × 4 (C = 4a).

Perimeter of Squares
Description:

a

a

a

a

Area of Parallelograms

Perimeter of Triangles

Figure 61: The description of the knowledge concept "Calculation of Plane Figures".
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1. A triangular ruler is a triangular-shaped tool commonly used for measuring angles, 
drawing straight lines, and performing geometric constructions.
2. There are two types of triangular ruler: Isosceles right triangular ruler: One angle 
is 90°, and the other two angles are 45° and 45°. Scalene right triangular ruler: One 
angle is 90°, and the other two angles are 30° and 60°.

Description:

Understanding Triangular Rulers

30°

60°

45° 45°

1. In a plane, a circle is defined as the set of all points that are at a fixed distance from a fixed point.
2. A circle is an axisymmetric figure.
3. The center of the circle is called the center, usually denoted by the letter O. A line segment 
connecting the center to any point on the circle is called the radius, usually denoted by the letter r.
4. A line segment that passes through the center and has its endpoints on the circle is called the 
diameter, usually denoted by the letter d. The diameter is the longest line segment within the circle, 
and it is twice the length of the radius.
5. All radii of a circle are equal in length, and all diameters are equal in length.

O
r

Understanding Circles

Description:

1. The line segment between two points is the shortest distance between them.
2. In a plane, the length of the line segment with these two points as endpoints is the 
distance between the two points.
3. If two lines are parallel, then the shortest distance between them is perpendicular 
to both lines.

Description:

Distance Between Two Points

a b

1. A rectangle is a plane figure and a parallelogram with one right angle. A rectangle is 
also defined as a parallelogram with all four angles being right angles. A square is a 
special type of rectangle where all four sides are equal in length.
2. Properties of a rectangle: The two diagonals are equal in length; the two diagonals 
bisect each other; both pairs of opposite sides are parallel; both pairs of opposite sides 
are equal in length; all four angles are right angles; there are two axes of symmetry; it 
is unstable (prone to deformation); the square of the length of a rectangle's diagonal is 
equal to the sum of the squares of its two sides; the quadrilateral formed by sequentially 
connecting the midpoints of a rectangle's sides is a rhombus.

Properties and Understanding of Rectangles

Description:

1. A parallelogram is a closed shape in a plane formed by two pairs of parallel line 
segments.
2. A quadrilateral with two pairs of opposite sides parallel is called a parallelogram.
3. Rectangles, rhombuses, and squares are special types of parallelograms.
4. In a parallelogram, both pairs of opposite sides are equal in length, both pairs of 
opposite angles are equal, adjacent angles are supplementary, the height (distance 
between the parallel lines) is the same everywhere, and the diagonals bisect each other.
5. The height of a parallelogram is the perpendicular segment drawn from a point on one 
side to the opposite side, and this segment is called the height of the parallelogram.
6. To draw a parallelogram, first draw two parallel and equal-length line segments, then 
connect the endpoints of these two segments to form a quadrilateral.

Description:

1. A line has no endpoints and can extend infinitely in both directions.
2. A ray has one endpoint and can extend infinitely in one direction.
3. A line segment has two endpoints, a fixed length, and can be measured.
4. Among all the lines connecting two points, the line segment is the shortest.

Description:

Understanding Line Segments, Lines, and Rays

1. A sector is a shape formed by a circular arc and the two radii connecting the 
endpoints of the arc to the center of the circle.
2. All radii in a sector are equal in length.
3. The part of the circle between two points A and B is called an "arc".
4. An angle with its vertex at the center of the circle is called a "central angle".

Description:

Understanding Sectors

A

B

arc

r

r

o

1. Understanding angles from a static perspective: An angle is a figure formed by two rays 
originating from a single point.
2. Understanding angles from a dynamic perspective: When a ray rotates around its vertex to 
another position, the figure formed by these two rays is called an angle. Two rays with a 
common endpoint form an angle, this common endpoint is called the vertex of the angle, and 
the two rays are called the sides of the angle.
3. Since rays extend infinitely in one direction, the length of the sides of an angle is irrelevant 
to the size of the angle.
4. The size of an angle can be measured and compared.
5. Straight angle: A 180° angle. When the two sides of an angle are on the same line, the angle 
formed is called a straight angle. Specifically, when the ray OA rotates around point O, and 
the terminal side is on the extension line of the initial side OA in the opposite direction, it 
forms a straight angle.
6. Right angle: A 90° angle. When the ray OA rotates around point O, and the terminal side is 
perpendicular to the initial side, it forms a right angle. Half of a straight angle is called a 
right angle.
7. Acute angle: An angle greater than 0° and less than 90°. An angle smaller than a right 
angle is called an acute angle.
8. Obtuse angle: An angle greater than 90° and less than 180°. An angle greater than a right 
angle and less than a straight angle is called an obtuse angle.
9. Full angle: A 360° angle. When the ray OA rotates around point O, and the terminal side 
coincides with the initial side, it forms a full angle..

Understanding and Representing Angles

Description:

O A

O A

AO

AO

360°

AO （B）

1. The positional relationship between two lines in the same plane is either parallel or 
intersecting.
2. Two lines in the same plane that do not intersect are called parallel lines. It can 
also be said that these two lines are parallel to each other.
3. Through a point outside a line, only one line can be drawn parallel to the given line.

Parallel
Description:

180°

1. Perpendicular lines intersect at right angles, and their intersection point is called 
the foot of the perpendicular. If a point on one line intersects another line forming a 
right angle, then this line is perpendicular to the other line.
2. A line is perpendicular to another line if the angle between them is 90 degrees. 
Similarly, a line is perpendicular to a plane if it forms a 90-degree angle with any line 
lying in that plane.
3. The perpendicular segment from a point to a line is the shortest distance from the 
point to the line.
4. From a given point on a line and a point not on the line, only one perpendicular line 
can be drawn to the given line.

Perpendicularity

Description:

90°

1. A triangle is a closed geometric figure formed by three line segments connected end-to-end 
in sequence.
2. By angle classification: Acute triangle: All three interior angles of the triangle are less than 
90 degrees. Right triangle: One of the three interior angles of the triangle is exactly 90 degrees. 
Obtuse triangle: One of the three interior angles of the triangle is greater than 90 degrees.
3. By side classification: Scalene triangle: A triangle where all three sides are of different 
lengths. Isosceles triangle: A triangle with two equal sides. Equilateral triangle: A triangle with 
all three sides equal.
4. The sum of the interior angles of a triangle in a plane is 180 degrees.
5. The sum of the lengths of any two sides of a triangle is greater than the length of the third 
side, and the difference between the lengths of any two sides is less than the length of the third 
side.
6. The height of a triangle is the perpendicular line segment drawn from a vertex to the 
opposite side.
7. To draw the height of a triangle: Choose one side as the base. Find the vertex opposite the 
base. Using a ruler and compass, draw a perpendicular line from the vertex to the base. Ensure 
to mark the right angle symbol, indicating it is the height.
8. Once the lengths of the three sides of a triangle are determined, the triangle is fixed. The 
angles and the area enclosed by the three sides do not change.

Properties and Understanding of Triangles
Description:

h

h

h

1. A trapezoid (or trapezium) is a quadrilateral with only one pair of opposite sides parallel. 
The parallel sides are called the bases of the trapezoid: the longer base is called the lower 
base, and the shorter base is called the upper base; the other two sides are called the legs; 
the perpendicular segment between the two bases is called the height of the trapezoid.
2. A trapezoid with one leg perpendicular to the bases is called a right trapezoid.
3. A trapezoid with both legs equal in length is called an isosceles trapezoid.
4. The height of a trapezoid is the distance between the upper base and the lower base.

Properties and Understanding of Trapezoids
Description:

h

1. A square is a special type of parallelogram. A parallelogram with one pair of adjacent 
sides equal and one right angle is called a square, also known as a regular quadrilateral.
2. Both pairs of opposite sides are parallel; all four sides are equal; adjacent sides are 
perpendicular to each other.
3. All four angles are 90°, and the sum of the interior angles is 360°.
4. The diagonals are perpendicular to each other; the diagonals are equal in length and 
bisect each other; each diagonal bisects a pair of opposite angles.
5. A square is both a centrally symmetric figure and an axisymmetric figure (with four lines 
of symmetry).

Properties and Understanding of Squares
Description:

a

a

a

a

1. Count or identify various shapes within a plane figure. For example, by observing 
the length and number of smaller unit shapes, you can determine the side length or 
area of a larger shape.

Observing Figures
Description:

Understanding of Plane Figures

Properties and Understanding of Parallelograms

Figure 62: The description of the knowledge concept "Understanding of Plane Figures".
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1. Determining Direction: Commonly used basic directions include east, west, south, and 
north, as well as intermediate directions such as southeast, southwest, northeast, and 
northwest. In teaching, the convention is to use "up" for north, "down" for south, "left" for 
west, and "right" for east to identify directions.
2. Determining Angles: Angles are used to describe the relative position between objects or 
the deviation of an object from a standard direction. For example, ”45 degrees west by south" 
describes a direction 45 degrees to the left of due south.
3. Determining Distance: Distance refers to the straight-line length from one point to another. 
When describing a route, it is necessary to indicate how far to travel from the starting point 
along a certain direction.
4. Describing Routes: To describe a simple route, first determine the starting position, then 
describe the direction, angle, and distance from the starting point to the destination based on 
the actual path taken. For example, "Starting from the school, walk 50 meters east to the 
traffic light, then walk 100 meters in a direction 45 degrees south by west to reach the 
library."

Describing Simple Routes Based on Direction and Distance

Description:

east
50m

southwest 45°

100m

Route Map

1. Determining Direction: Common basic directions include east, west, south, and north, as 
well as intermediate directions such as southeast, southwest, northeast, and northwest. In 
mathematics, "up" usually represents north, "down" represents south, "left" represents west, 
and "right" represents east to indicate directions.
2. Determining Angle: Angles are used to describe the relative position between objects or the 
deviation of an object from a standard direction. For example, "30 degrees west of north" 
describes a direction that is 30 degrees to the left of the north direction.
3. Determining Distance: Distance refers to the straight-line length from one point to another. 
When describing a position, it is necessary to specify the distance along a certain direction 
from a reference point.
4. Describing Position: To describe the position of an object, first determine a reference point, 
then describe the direction, angle, and distance from the reference point to the object based on 
its actual location. For example, "The hospital is located 100 meters in the direction 30 
degrees west of north from the library."

Determining the Positions of Objects Based on Direction,  Angle, and Distance

Description:
North

West

library

hospital

100m
30°

Figure 63: The description of the knowledge concept "Route Map".

1. Representation of an Ordered Pair: An ordered pair consists of two 
numbers, with the first number representing the position on the 
horizontal axis (column) and the second number representing the 
position on the vertical axis (row). For example, the ordered pair (2, 4) 
represents the position in column 2, row 4.
2. Method of Determining Position: To find a position based on an 
ordered pair, first identify a reference point on the plane. Then move 
horizontally according to the first number in the ordered pair, and 
move vertically according to the second number. The final position 
reached is the point represented by the ordered pair.

Finding Positions Based on Ordered Pairs

Description: 1. Definition of an Ordered Pair: An ordered pair is a combination of 
two numbers, typically used to represent the position of a point in a 
Cartesian coordinate system. The two numbers in the ordered pair 
represent values on different directions or axes.
2. Composition of an Ordered Pair: In an ordered pair (x, y), the first 
number x represents the column number, which is the horizontal 
position; the second number y represents the row number, which is the 
vertical position. This notation follows the "horizontal first, then 
vertical" convention.
3. Notation of an Ordered Pair: When using an ordered pair to 
represent a point's position, the numbers or letters representing the 
column and row need to be enclosed in parentheses, for example, (2, 5) 
represents the position at column 2, row 5.
4. Uniqueness of an Ordered Pair: Each ordered pair uniquely 
determines a position, and conversely, a position can be uniquely 
represented by an ordered pair.

Representing Positions Using Ordered Pairs

Description:

Correspondence of Coordinates and Positions

Figure 64: The description of the knowledge concept "Correspondence of Coordinates and Positions".
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