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Abstract
Evaluation plays a crucial role in the advance-
ment of information retrieval (IR) models.
However, current benchmarks, which are based
on predefined domains and human-labeled data,
face limitations in addressing evaluation needs
for emerging domains both cost-effectively
and efficiently. To address this challenge,
we propose the Automated Heterogeneous
Information Retrieval Benchmark (AIR-
BENCH). AIR-BENCH is distinguished
by three key features: 1) Automated. The
testing data in AIR-BENCH is automatically
generated by large language models (LLMs)
without human intervention. 2) Heterogeneous.
The testing data in AIR-BENCH is generated
with respect to diverse tasks, domains and
languages. 3) Dynamic. The domains and
languages covered by AIR-BENCH are
constantly augmented to provide an increas-
ingly comprehensive evaluation benchmark
for community developers. We develop a
reliable and robust data generation pipeline to
automatically create diverse and high-quality
evaluation datasets based on real-world
corpora. Our findings demonstrate that
the generated testing data in AIR-BENCH
aligns well with human-labeled testing data,
making AIR-BENCH a dependable benchmark
for evaluating IR models. The resources
in AIR-BENCH are publicly available at
https://github.com/AIR-Bench/AIR-Bench.

1 Introduction

As information retrieval (IR) models grow in com-
plexity and capability, the need for sophisticated
evaluation techniques becomes increasingly criti-
cal. In recent years, a series of milestone works
have significantly advanced the field by introduc-
ing comprehensive evaluation datasets and bench-
marks. Early contributions to IR evaluation include
MS MARCO (Bajaj et al., 2016) and Natural Ques-
tions (Kwiatkowski et al., 2019), both designed

*Corresponding authors

for open-domain question answering (QA) tasks
in English. These datasets have been crucial in
driving progress in monolingual IR systems and
establishing baseline performance metrics. Recog-
nizing the importance of multilingual information
retrieval, researchers developed Mr.TyDi (Zhang
et al., 2021) and MIRACL (Zhang et al., 2023).
These datasets cover ad hoc retrieval tasks in 11 and
18 languages, respectively, facilitating the develop-
ment and evaluation of IR systems capable of han-
dling diverse linguistic contexts. More recently, the
focus has shifted towards creating general-domain,
zero-shot IR benchmarks. BEIR (Thakur et al.,
2021) and MTEB (Muennighoff et al., 2023) rep-
resent this trend by aggregating multiple existing
datasets from diverse tasks and domains. These
comprehensive benchmarks allow researchers to
evaluate the generalization capabilities of IR mod-
els across various scenarios without task-specific
fine-tuning.

Despite their contributions, existing benchmarks
are constrained to pre-defined domains and rely
heavily on human-labeled data, making it challeng-
ing to efficiently address evaluation needs in emerg-
ing domains. With the emergence of powerful large
language models (LLMs), several studies have ex-
plored their application for retrieval evaluation in
retrieval-augmented generation (RAG) systems (Es
et al., 2024; Saad-Falcon et al., 2024; Salemi and
Zamani, 2024), presenting a promising solution
to this challenge. However, a comprehensive IR
benchmark that addresses this limitation remains
insufficiently developed.

In this work, we present the Automated Hetero-
geneous Information Retrieval Benchmark (AIR-
BENCH), which is characterized by three features:

1. Automated: We develop a comprehensive
data generation pipeline to automatically pro-
duce diverse and high-quality testing data with
large language models (LLMs). Therefore, it
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Figure 1: The three-stage data generation pipeline of AIR-BENCH.

is able to instantly support the evaluation of
new domains both cost-effectively and effi-
ciently. Besides, the new testing data is almost
impossible to be covered by the training sets
of any existing retrievers.

2. Heterogeneous: AIR-BENCH is designed to
be a heterogeneous IR benchmark including
diverse tasks, domains and languages. It cur-
rently covers 2 tasks, 9 domains, and 13 lan-
guages, including a total of 69 datasets. This
extensive coverage enables thorough evalua-
tion across diverse scenarios, potentially ac-
celerating advancements in IR technology for
both established and emerging domains.

3. Dynamic: The tasks, domains and languages
covered by AIR-BENCH are planed to be aug-
mented on regular basis. There are currently
two distinct versions, 24.04 and 24.05, with
more anticipated in the future. We hope AIR-
BENCH is able to provide an increasingly com-
prehensive evaluation benchmark for commu-
nity developers.

These features form the foundation of our pro-
posed benchmark and directly address the limi-
tation in existing benchmarks for information re-
trieval systems. To further elucidate the impact
and scope of our work, we summarize our main
contributions as follows: 1) We introduce AIR-
BENCH, a new information retrieval benchmark
highlighted by new features: automated, heteroge-
neous and dynamic. 2) We demonstrate that our
data generation pipeline is able to produce diverse
and high-quality testing data highly consistent with
human-labeled testing data, making AIR-BENCH

a dependable benchmark for evaluating IR models.
3) Additionally, we develop and release software

tools enabling community developers to evaluate
any IR model using AIR-BENCH. To foster col-
laboration and progress in the field, we establish
and maintain a public leaderboard1 to track and
compare model performance across the community.
These contributions collectively advance the field
of information retrieval by providing a versatile, dy-
namic, and comprehensive evaluation framework.

2 Benchmark Construction

The entire data generation pipeline of AIR-BENCH

consists of three stages: 1) Corpora preparation, 2)
Candidate generation, and 3) Quality control.

2.1 Preliminary

AIR-BENCH focuses on the evaluation of infor-
mation retrieval. The information retrieval task
can be formulated as: Given a query q, retrieve
a ranked list of n most relevant documents L =
[d1, d2, · · · , dn] from the corpus D = {di}|D|

i=1.
To clarify the subsequent explanation, Table 1

lists the symbols that appear in this section along
with their corresponding meanings for reference.

2.2 Corpora Preparation

As shown in Figure 1, the first stage involves prepar-
ing diverse corpora. Specifically, given a task, we
collect real-world datasets from diverse domains
and languages, and apply distinct pre-processing
strategies to the raw datasets based on the task re-
quirements (see Appendix A.1 for more details).

The corpus prepared in this stage is denoted as
D0 = {di}n0

i=1, including n0 documents.

1https://huggingface.co/spaces/AIR-Bench/
leaderboard
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Symbol Meaning Symbol Meaning

q query Q queries set

d document d+/d−
positive/negative
document

l relevance label n,m number

D documents set D+/D−
positive/negative
documents set

R relevance labels set R+/R−
positive/negative
relevance labels set

L documents list M re-ranking model

Table 1: Corresponding meanings for the symbols ap-
pearing in this section.

2.3 Candidate Generation

The candidate data for a retrieval dataset consists
of three components: corpus, queries and qrels.
After preparing the corpus in the initial stage, the
candidate generation stage produces the remaining
two components of the dataset: queries and qrels.

Based on the corpus, the candidate generation
process is iteratively executed in a loop. As shown
in Figure 1, the generation process can be summa-
rized as the following steps: 1) Sample one docu-
ment from the raw corpus as the positive document
d+i . 2) Prompt LLM to generate the characters who
might find the document useful. 3) Prompt LLM
to generate the scenarios in which the character
might find the document useful. 4) Prompt LLM
to generate the query ori_qi based on the specific
character and scenario. To diversify the generated
queries, we consider the following attributes when
designing the prompt: query length, query type,
information-based type, and expression style. 5)
Prompt LLM to rewrite the generated query for
multiple times to try to avoid the duplicated tokens
as in the raw corpus, and finally get query qi. 6)
Prompt LLM to generate some hard negative doc-
uments {d−i (j)}mi

j=1 based on the generated query
qi and the positive document d+i . 7) Repeat Step
1-6. Considering both simplicity and the absence
of examples in a new domain, the above prompting
strategies are all zero-shot. For more details, please
refer to Appendix A.2.

After repeating n times of the above loop, we get
the queries set Q, the positive documents set D+,
the hard negative documents set D−, the corpus
D = D0 ∪ D+ ∪ D−, the positive relevance labels
set R+, and the negative relevance labels set R−.

lj is pos lj is neg

Type 1: dj ∈ D+ - *

Type 2: dj ∈ D−
discard dj from D−,
remove (qi, dj , 0) from R−

-

Type 3: dj ∈ D0 \ D+
add dj to D+,
add (qi, dj , 1) to R+

-

Table 2: Specifications of different quality control strate-
gies based on the type of document dj and the relevance
label lj of (qi, dj). Type 1 means that dj is the original
positive document, Type 2 means that dj is the gener-
ated hard negative document, and Type 3 means that
(qi, dj) does not have a relevance label in the second
stage. “-”: Skip. “*”: If the type of dj is Type 1, lj must
be positive since we have filtered low-quality queries.

2.4 Quality Control

In this stage, we design comprehensive quality con-
trol strategies to enhance the quality of the gen-
erated dataset. As shown in Figure 1, the quality
control process can be summarized as two parts.

Filter low-quality queries. Since all of the
queries in the candidate data are generated by LLM,
there are potential low-quality queries. To improve
the quality of generated queries, we utilize LLM
to access the relevance between the query qi and
the positive document d+i . If the LLM prediction is
negative, indicating that qi is a low-quality query,
we discard qi from Q and remove the relevance
labels {(qi, ∗, ∗)} from R+ and R−. For details on
how we utilize LLM to label the relevance, please
refer to Appendix A.3.

Correct the false relevance labels. The false
relevant labels comprise two types of documents:
the first type includes the generated hard negative
documents, and the second type consists of rele-
vant documents that were overlooked in the cor-
pus. Given a query qi, we design a three-step
pipeline to correct the false relevance labels. 1)
Recall with embedding model. Use the embed-
ding model to search top-1000 relevant documents
Lrecall = [d1, · · · , d1000] from the corpus for qi.
2) Pre-label with re-ranking models. Use multi-
ple re-ranking models to re-rank Lrecall. We pre-
label each document dj according to their ranking
rj(M) in the re-ranked top-1000 relevant docu-
ments Lrerank(M) from the re-ranking model M.
Specifically, if rj(M) is higher than the predeter-
mined threshold, the label lj(M) for dj from M
is positive. If more than half of re-ranking models
label dj as positive, we pre-label dj as positive,
otherwise we pre-label dj as negative. After this
step, each document dj in Lrecall has a preliminary
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Figure 2: An overview of the diverse tasks, domains, languages, and datasets in AIR-BENCH 24.04 and 24.05.

label pre_lj . 3) Label with LLM. In this step, we
also utilize LLM to access the relevance between qi
and the documents {dj}mi

j=1 that are pre-labeled as
positive in the last step. The prediction from LLM
is denoted as lj . As shown in Table 2, we catego-
rize dj into three types, and take different actions
by the type of dj and lj . For details on how we se-
lect the embedding model and multiple re-ranking
models, and set the predetermined threshold for
pre-labeling, please refer to Appendix A.3.

After executing the above quality control pro-
cess for each query, we get the new queries set
Q′, the new positive documents set D′

+, the new
hard negative documents set D′

−, the new corpus
D′ = D0 ∪D′

+ ∪D′
−, and the new relevance labels

set R′ = R′
+ ∪R′

−, which form the final dataset.

2.5 Design Motivations

We elaborate the design motivations of the data
generation pipeline of AIR-BENCH as follows.

Reliance on real-world corpora. Real-world
corpora are usually diverse and available. Gener-
ating testing data based on real-world corpora not
only closely aligns with real-world scenarios, but
also significantly reduces the generation cost.

Generation of characters and scenarios. First,
this step brings more transparency and interpretabil-
ity on how a query is generated, compared to the
naive method which directly prompts LLMs for
query generation. Second, the generation of char-
acter and scenario also leads to higher diversity of
queries, which contributes to the comprehensive-
ness of evaluation.

Query Rewriting. Through rewriting, queries
are transformed into different forms while retaining
equivalent semantics, which significantly increases
the difficulty of retrieval tasks.

Generation of hard negatives. Similar to the

Task → QA Long-Doc

Split → dev test dev test
# of datasets → 54 53 4 11

Query Type

HOW 16.4% 17.6% 17.0% 19.7%
WHAT 34.1% 30.9% 28.5% 33.1%
WHEN 4.8% 5.9% 1.1% 1.2%
WHERE 3.0% 3.2% 0.9% 0.8%
WHICH 4.7% 5.3% 4.4% 4.0%
WHO 7.3% 7.6% 8.7% 4.0%
WHY 3.2% 3.2% 6.4% 3.8%
YES/NO 4.2% 4.1% 5.5% 6.9%
CLAIM 22.2% 22.1% 27.5% 26.3%
OTHERS 0.1% 0.1% 0% 0.2%

Table 3: The type distribution of queries in each split
for each task in AIR-BENCH 24.05.

introduction of query rewriting, this step increases
the hardness of evaluation.

Quality Control. This step helps to remove low-
quality queries and correct false relevance labels.
Similar operations were also conducted in previous
benchmark, e.g., the relevance assessment phase in
MIRACL (Zhang et al., 2023).

3 The AIR-BENCH Benchmark

3.1 Overview
LLM for Generation. We use powerful GPT-
42 (Achiam et al., 2023) as the LLM through the
generation pipeline. When prompting GPT-4, we
set the sampling temperature to 1.0 to encourage
more diversity.

Tasks. AIR-BENCH currently covers two re-
trieval tasks to meet the evaluation needs in differ-
ent scenarios: 1) QA. This task focuses on the clas-
sic question answering scenarios (Voorhees et al.,
1999), where the corpus consists of a large col-
lection of documents. Following BEIR (Thakur

2gpt-4-1106-preview: https://platform.openai.com/
docs/models/gpt-4-turbo-and-gpt-4
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et al., 2021), we utilize nDCG@10 as the main
metric for the QA task. 2) Long-Doc. This task
is closely related with today’s LLM and RAG ap-
plications (Lewis et al., 2020), where the corpus
consists of chunks from a lengthy document. Given
that the proportion of positive documents precedes
the ranking of positive documents in the RAG sce-
nario, we utilize Recall@10 as the main metric for
the Long-Doc task. AIR-BENCH will be extended
to cover more retrieval tasks in the future.

Datasets. As shown in Figure 2, AIR-BENCH

currently has two distinct versions, 24.04 and 24.05,
where the latest version 24.05 consists of a total
of 69 datasets, covering 9 domains3 and 13 lan-
guages4 on two retrieval tasks. We hope to incor-
porate more domains and languages in the future
version to provide an increasingly comprehensive
evaluation benchmark for community developers.
The specifications of all datasets in AIR-BENCH

24.05 are available in Table 17, Table 18, Table 19,
Table 20, and Table 21. More details are available
in Appendix B.1.

Software. We develop the AIR-BENCH soft-
ware5 to facilitate the evaluation of any information
retrieval methods. Besides, we maintain a Hugging
Face leaderboard6 with all datasets and models. For
more details, please refer to Appendix C.

3.2 Diversity Analysis

To analyze the query type diversity of AIR-BENCH,
we utilize GPT-4o7 (Achiam et al., 2023) as labeler
to label the type of the generated queries. Specifi-
cally, given a query, we prompt GPT-4o to select
the most suitable type for the query from the op-
tional types. The statistics are grouped by tasks and
splits in Table 3. Based on the results, we can make
the following observations. Firstly, both the QA
and Long-Doc tasks have the highest frequency of
WHAT queries, followed by CLAIM queries as the
second most common, and HOW queries as the third.
Additionally, the QA task exhibits a more balanced
distribution of the other query types, whereas the
Long-Doc task shows a lower frequency of WHEN

queries and WHERE queries. Lastly, a small num-

39 domains: News, Web, Wiki, Science, Finance, Health-
care, Law, ArXiv, Book.

413 languages: English, Chinese, Spanish, French, Ger-
man, Russian, Japanese, Korean, Arabic, Persian, Indonesian,
Hindi, Bengali.

5https://github.com/AIR-Bench/AIR-Bench
6https://huggingface.co/spaces/AIR-Bench/

leaderboard
7gpt-4o-2024-08-06

#corpus #queries #positives

R-MSMARCO 8,841,823 6,980 7,437
G-MSMARCO 8,872,840 6,319 31,447

w/o quality control 8,878,865 7,429 7,429

Table 4: Comparison of R-MSMARCO and G-
MSMARCO. R-MSMARCO is the raw MS MARCO
passage ranking dataset (Bajaj et al., 2016), and G-
MSMARCO is the generated MS MARCO passage
ranking dataset in AIR-BENCH. #corpus represents
the number of documents in the corpus, #queries repre-
sents the number of queries, and #positives represents
the number of positive relevance labels. Since there are
some generated hard negative documents in the corpus
of G-MSMARCO, it is slightly larger than the corpus
of R-MSMARCO.

ber of queries are classified as OTHERS, reflecting
the diverse types of queries present in AIR-BENCH

to some extent. Further diversity analysis of AIR-
BENCH is presented in Appendix B.3.

3.3 Positioning of AIR-BENCH

We analyze the positioning of AIR-BENCH in this
section to highlight extra values of AIR-BENCH

over existing benchmarks. Firstly, as a diverse and
continually evolving benchmark, AIR-BENCH en-
ables comprehensive evaluation of existing retriev-
ers while addressing the saturation issue that many
popular benchmarks (e.g., MTEB (Muennighoff
et al., 2023) / C-MTEB (Xiao et al., 2024)) face due
to intensive in-domain fine-tuning. Furthermore,
as an automated evaluation toolkit, AIR-BENCH

supports ad-hoc evaluations for emerging domain-
specific retrieval applications. We also provide
experimental results in Section 4.2.

4 Experiment

In this section, we aim to address the following
research questions:
RQ1: How well does the LLM-generated testing
data in AIR-BENCH align with the human-labeled
testing data?
RQ2: What additional evaluation function-
alities does AIR-BENCH offer compared to
MTEB/BEIR?
RQ3: How effectively can AIR-BENCH distin-
guish the capabilities of distinct IR models?

4.1 Consistency Analysis (RQ1)

Thomas et al. (2024) have demonstrated that LLMs
like OpenAI’s GPT-4 are as accurate as human
labelers when generating high-quality golden labels
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Model Size
R-MSMARCO G-MSMARCO

nDCG@10 Rank w/ quality control w/o quality control
nDCG@10 Rank nDCG@10 Rank

repllama-v1-7b-lora-passage (Ma et al., 2023) 6.74B 48.000 1 59.625 1 33.434 2
e5-large-v2 (Wang et al., 2022b) 335M 45.232 2 55.260 4 32.581 5
multilingual-e5-large (Wang et al., 2024) 560M 45.119 3 54.431 5 32.099 6
multilingual-e5-base (Wang et al., 2024) 278M 44.130 4 52.581 8 30.870 8
bge-large-en-v1.5 (Wang et al., 2024) 335M 44.122 5 55.513 3 33.119 4
e5-mistral-7b-instruct (Wang et al., 2023) 7.11B 43.787 6 59.015 2 36.186 1
e5-small-v2 (Wang et al., 2022b) 33.4M 43.104 7 51.456 10 30.471 10
e5-base-v2 (Wang et al., 2022b) 109M 43.056 8 51.438 11 30.411 11
bge-small-en-v1.5 (Xiao et al., 2024) 33.4M 42.553 9 51.528 9 30.155 13
bge-base-en-v1.5 (Xiao et al., 2024) 109M 42.388 10 54.292 7 32.067 7
multilingual-e5-small (Wang et al., 2024) 118M 42.253 11 47.989 14 28.579 15
simlm-base-msmarco-finetuned (Wang et al., 2022a) 110M 41.675 12 48.102 13 30.548 9
jina-embeddings-v3 (Sturua et al., 2024) 572M 39.787 13 51.098 12 30.297 12
bge-m3 (Chen et al., 2024b) 568M 39.565 14 54.404 6 33.286 3
contriever-msmarco (Izacard et al., 2022) 109M 36.570 15 47.127 15 29.231 14
msmarco-roberta-base-ance-firstp (Xiong et al., 2021) 125M 33.637 16 42.107 16 24.798 16
BM25 (Robertson and Zaragoza, 2009) - 26.211 17 34.155 17 22.582 17

Spearman Rank Correlation Coefficient (P-value) - 0.8211 (5e-5) 0.6912 (2e-3)

Table 5: The consistency between the testing data generated by the pipeline of AIR-BENCH and the human-labeled
testing data. We use the MS MARCO passage ranking dataset (Bajaj et al., 2016) to evaluate the consistency. For
the public link of the models appearing in the table, please refer to Table 15.

for search system. Based on this conclusion, we
attempt to examine how well the LLM-generated
testing data aligns with human-labeled testing data.

Setup. We utilize MS MARCO passage ranking
dataset (Bajaj et al., 2016) to access the consistency
between the LLM-generated testing data in AIR-
BENCH and human-labeled testing data. Specifi-
cally, we use the positive passages in the raw MS
MARCO dev split as the candidate positives (d+i in
Stage 2, refer to Section 2.3), and finally generate a
new MS MARCO passage ranking dataset. The raw
MS MARCO passage ranking dataset (dev split) is
denoted as R-MSMARCO, and the new generated
MS MARCO passage ranking dataset is denoted as
G-MSMARCO. Table 4 shows the comparison of
R-MSMARCO and G-MSMARCO.

To examine how well G-MSMARCO aligns with
R-MSMARCO, we evaluate 17 IR models on R-
MSMARCO and G-MSMARCO using nDCG@10,
and compute the Spearman rank correlation coeffi-
cient (Spearman, 1961) between their rankings on
R-MSMARCO and G-MSMARCO as the consis-
tency metric.

Main Results. As shown in Table 5, the
Spearman rank correlation coefficient is 0.8211
with a p-value of 5e-5, indicating that the LLM-
generated testing data aligns well with the human-
labeled testing data. Overall, each model achieves

higher nDCG@10 on G-MSMARCO than on R-
MSMARCO. This can be largely attributed to more
comprehensive quality control strategy of AIR-
BENCH, which results in more positives for each
query (see Table 4).

Ablation of Quality Control. To demonstrate
the necessity of the quality control stage in the
data generation pipeline of AIR-BENCH, we also
evaluate the consistency between R-MSMARCO
and G-MSMARCO generated without quality con-
trol. As shown in Table 5, the correlation coeffi-
cient shows a significant degradation (0.8211 →
0.6912). Besides, the nDCG@10 of each model
on G-MSMARCO without quality control also
has a huge drop, due to some low-quality queries
and very limited positives (see Table 4, there are
1,110 low-quality queries and only 7,429 positives).
Therefore, quality control stage is necessary to en-
sure the data generation pipeline a reliable data
generation pipeline.

Robustness of Consistency. To investigate the
robustness of consistency, we simulate 30 gener-
ation processes by randomly sampling 2,000 gen-
erated queries from G-MSMARCO on each occa-
sion. After each sampling, we access the consis-
tency between the sampled G-MSMARCO and R-
MSMARCO. As illustrated in Figure 3, the LLM-
generated testing data exhibits stable and strong
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Model Size

MTEB (English) AIR-BENCH 24.05 (English, test)
Overall Retrieval (BEIR) QA Long-Doc

56 datasets 15 datasets 7 datasets 11 datasets
Avg. Rank nDCG@10 Rank nDCG@10 Rank Recall@10 Rank

LLM-based Embedding Models

NV-Embed-v2 7.85B 72.31 1 62.65 1 53.35 3 73.45 1
bge-en-icl (zero-shot) 7.11B 71.24 2 61.67 2 53.60 2 72.62 3
bge-en-icl-e5data (zero-shot) 7.11B 64.67 11 59.59 6 54.46 1 73.43 2
SFR-Embedding-2_R 7.11B 70.31 3 60.18 5 50.80 7 65.83 9
gte-Qwen2-7B-instruct 7.61B 70.24 4 60.25 3 51.87 5 63.97 10
NV-Embed-v1 7.85B 69.32 5 59.36 7 50.97 6 72.08 4
Linq-Embed-Mistral 7.11B 68.17 6 60.19 4 49.76 9 70.02 5
SFR-Embedding-Mistral 7.11B 67.56 7 59.00 8 52.78 4 68.10 6
e5-mistral-7b-instruct 7.11B 66.40 8 56.87 10 49.88 8 66.91 7

Large-size Embedding Models

jina-embeddings-v3 572M 65.51 9 53.88 12 45.07 13 61.50 13
gte-large-en-v1.5 434M 65.39 10 57.91 9 46.251 11 60.71 14
multilingual-e5-large-instruct 560M 64.41 12 52.47 13 45.39 12 63.96 11
bge-large-en-v1.5 335M 64.23 13 54.29 11 44.91 14 61.86 12
e5-large-v2 335M 62.20 14 50.56 14 46.253 10 66.16 8

Lexical Method

BM25 - - - 40.76 15 39.16 15 53.09 15

Table 6: Comparison of the performance of 15 IR models on AIR-BENCH and MTEB/BEIR. The results on
MTEB/BEIR are directly taken from the MTEB leaderboard. For detailed information of the models appearing in
the table, please refer to Table 15. The detailed results for each dataset in AIR-BENCH are available in Appendix F.2.
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Figure 3: Robustness analysis of the consistency be-
tween the LLM-generated testing data and the human-
labeled testing data. The mean correlation coefficient is
0.8031 with a mean p-value of 1e-4 across 30 simulated
generation processes.

consistency with the human-labeled testing data,
highlighting the robustness of this consistency.

4.2 Comparison with MTEB/BEIR (RQ2)

To investigate what additional evaluation func-
tionalities AIR-BENCH can offer compared
to MTEB (Muennighoff et al., 2023) and
BEIR (Thakur et al., 2021), we compare the per-
formance of 15 IR models on AIR-BENCH and

MTEB/BEIR.

Setup. In addition to 14 large-size and LLM-
based embedding models exhibiting superior per-
formances on MTEB/BEIR, we also evaluate the
performance of lexical method BM25 (Robertson
and Zaragoza, 2009).

Main Results. As presented in Table 6, we
can make the following observations based on the
comparison results. 1) LLM-based embedding
models generally outperform large-size embedding
models on both AIR-BENCH and MTEB/BEIR,
largely due to the superior generalization ability
of LLMs. Besides, BM25 performs worse than
all embedding models on both AIR-BENCH and
BEIR. 2) The QA task and the Long-Doc task
in AIR-BENCH exhibit a level of heterogeneity.
The Spearman rank correlation coefficient between
the rankings of the nine LLM-based embedding
models across the two tasks is only 0.6, with a p-
value of 0.0876. Moreover, as a large-size embed-
ding model, e5-large-v2 even outperforms some
LLM-based embedding models on the Long-Doc
task. 3) By comparing the results on AIR-BENCH

and MTEB/BEIR, we observe that better perfor-
mance on MTEB/BEIR may not indicate better
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Dataset (↓)
mContriever mContriever-finetuned
nDCG@10 nDCG@10 / Training Data

finance_en 39.452
41.281 (↑ 1.829)

FiQA (Maia et al., 2018)

healthcare_zh 14.557
17.351 (↑ 2.794)

cMedQAv2 (Zhang et al., 2018)

law_de 5.614
6.687 (↑ 1.073)

Hoppe et al. (2021)

law_fr 3.102
4.325 (↑ 1.223)

BSARD (Louis and Spanakis, 2022)

web_hi 19.067
30.103 (↑ 11.036)

mMARCO (Bonifacio et al., 2021)

wiki_ar 38.159
43.470 (↑ 5.311)

MIRACL (Zhang et al., 2023)

Table 7: AIR-BENCH can showcase models’ perfor-
mance enhancement in specific domains. The training
process takes 100 steps for cMedQAv2, and 50 steps for
the other datasets.

performance on AIR-BENCH. For example, ac-
cording to Li et al. (2024), bge-en-icl utilizes
more in-domain training data in MTEB/BEIR than
bge-en-icl-e5data and achieves more superior
performance on MTEB/BEIR. However, compared
to bge-en-icl-e5data, bge-en-icl shows per-
formance degradation on AIR-BENCH, including
both the QA task (54.46 → 53.60) and the Long-
Doc task (73.43 → 72.62). This suggests that in-
creased in-domain training data in MTEB/BEIR
may lead to over-fitting, thereby reducing the gen-
eralization ability of embedding models.

In conclusion, as a new benchmark, AIR-
BENCH can offer additional evaluation function-
alities for community developers compared to
MTEB/BEIR.

4.3 Distinguishing Models (RQ3)

To examine how effectively AIR-BENCH can dis-
tinguish the capabilities of distinct IR models, we
evaluate the performance of a single model before
and after fine-tuning to illustrate that AIR-BENCH

can reflect the performance enhancement of IR
models in specific domains.

Setup. We fine-tune mContriever8 (Izacard et al.,
2021) using domain-specific training datasets, and
compare the model’s performance on the corre-
sponding datasets in AIR-BENCH before and af-
ter fine-tuning. Specifically, we fine-tune9 mCon-

8https://huggingface.co/facebook/
mcontriever-msmarco

9The learning rate is 2×10−4, the warmup ratio is 0.1, and
the weight decay is 0.01. The training process takes around a
hundred steps with a total batch size of 64 on 8 A800 GPUs.

triever with FlagEmbedding tool10 to enhance its
domain-specific capabilities. The domain-specific
training data used for fine-tuning is independent of
the corresponding testing data in AIR-BENCH.

Main Results. Table 7 presents the detailed
information about each domain-specific training
dataset and compares the model’s performance on
the corresponding dataset in AIR-BENCH before
and after fine-tuning. For example, after fine-tuning
with the Hindi training data from mMARCO (Boni-
facio et al., 2021), the performance of mContriever
on the web_hi dataset in AIR-BENCH improves
from 19.067 to 30.103. This trend is also observed
in other domains, such as finance, healthcare, law
and wiki. Therefore, AIR-BENCH effectively re-
flects the performance enhancement of IR mod-
els in specific domains following fine-tuning with
domain-specific training datasets.

We also evaluate a diverse set of IR models on
AIR-BENCH to further demonstrate its capability
of distinguishing different models across multiple
dimensions, including model type, domain, and
language. Refer to Appendix F.1 for the details.

5 Related Work

The related works are reviewed from two aspects:
evaluation datasets for IR, and synthetic data gen-
eration for IR.

5.1 Evaluation Datasets for IR

Evaluation datasets are critically important for the
development of IR models.

In recent years, a series of milestone works
have been introduced to the community. As the
earlier contributions, MS MARCO (Bajaj et al.,
2016) includes Bing search questions paired with
human-labeled relevant passages from Web doc-
uments. Natural Questions (NQ) (Kwiatkowski
et al., 2019) consists of Google search queries with
human-labeled relevant Wikipedia pages. Both
MS MARCO and NQ are designed for open-
domain question answering tasks in English. Re-
cent works like Mr.TyDi (Zhang et al., 2021) and
MIRACL (Zhang et al., 2023) focus on multilin-
gual retrieval in non-English languages. Mr.TyDi
covers 11 languages and MIRACL encompasses
an extended 18 languages. BEIR (Thakur et al.,
2021) and MTEB (Muennighoff et al., 2023) are
introduced to benchmark IR models in a general-

10https://github.com/FlagOpen/FlagEmbedding
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domain zero-shot setting, including multiple exist-
ing datasets from diverse tasks and domains.

However, all of these benchmarks, which rely
on pre-defined domains and human-labeled data,
face limitations in addressing evaluation needs for
emerging domains both cost-effectively and effi-
ciently. Recently, several studies have explored
the application of large language models for re-
trieval evaluation in retrieval-augmented genera-
tion (RAG) systems (Es et al., 2024; Saad-Falcon
et al., 2024; Salemi and Zamani, 2024), offering a
promising solution to this challenge. Nonetheless,
a comprehensive IR benchmark that addresses this
limitation remains insufficiently developed.

5.2 Synthetic Data Generation for IR

The tasks and domains in IR applications are often
diverse and dynamic, meaning that the the training
and evaluation data are frequently unavailable for
new tasks and domains. As a result, it becomes
challenging to fine-tune and evaluate IR models in
these contexts.

Several recent works (Bonifacio et al., 2022; Dai
et al., 2023; Jeronymo et al., 2023; Khramtsova
et al., 2024; Thakur et al., 2024) have focused on
addressing the scarcity of domain-specific train-
ing data by prompting LLMs to generate synthetic
training data. Wang et al. (2023) and Chen et al.
(2024a) employ LLMs to generate synthetic task
and training data. Lee et al. (2024b) further refines
the synthetic training data by using LLMs to select
more relevant positives and negatives.

However, there is currently limited research ad-
dressing the scarcity of domain-specific evalua-
tion datasets. Thomas et al. (2024) have demon-
strated that powerful LLMs can generate high-
quality golden labels for search system with ac-
curacy comparable to human labelers, laying a
solid foundation for our work. Our experiment
results also demonstrate that the LLM-generated
testing data aligns well with the human-labeled test-
ing data. To our knowledge, AIR-BENCH is the
first comprehensive IR benchmark that utilizes the
LLM-generated datasets to perform evaluation.

6 Conclusion

In this paper, we introduce a new IR benchmark
AIR-BENCH, which is highlighted for three main
features: 1) Automated, 2) Heterogeneous, and
3) Dynamic. We demonstrate that the generated
testing data in AIR-BENCH is highly consistent

with the human-labeled testing data, which makes
AIR-BENCH a dependable benchmark for evalu-
ating IR models. Additionally, we demonstrate
that AIR-BENCH can offer additional evaluation
functionalities compared to MTEB/BEIR. Last but
not least, we demonstrate that AIR-BENCH can
effectively distinguish the capabilities of distinct
IR models from multiple dimensions.

AIR-BENCH currently covers 2 tasks, 9 do-
mains and 13 languages, including a total of 69
datasets. In the future, AIR-BENCH will be ex-
tended to cover more tasks, domains and languages
to provide an increasingly comprehensive evalu-
ation benchmark for community developers. We
welcome datasets contributions to AIR-BENCH11

as well as the model submissions to our leader-
board12.

Limitations

While AIR-BENCH aims to be a comprehensive
IR benchmark by introducing new features to ad-
dress the limitations of existing benchmarks, it still
has several inherent constraints: 1) Dependence on
real-world corpora. The dataset generation process
in AIR-BENCH begins with corpus preparation. As
a result, access to real-world corpora is essential for
constructing evaluation datasets. Fortunately, this
requirement is typically both feasible and practical
in real-world scenarios. 2) Reliance on capabilities
of LLM. The quality of the generated testing data in
AIR-BENCH largely depends on the LLM’s capa-
bilities. However, This limitation can be mitigated
by the rapid advancement of LLMs. 3) Potential bi-
ases from quality control models. In addition to the
LLM, we incorporate several existing IR models
during the quality control stage. This reliance may
introduce potential biases into the final evaluation
datasets. However, as these models continue to
improve, the impact of such biases can be progres-
sively reduced.

Ethics Consideration

Since AIR-BENCH is built on testing data gener-
ated by LLM, it may inherit potential biases, tox-
icity, and other issues present in the LLM used
during the generation process. Additionally, con-
sidering that the corpora utilized in the generation
process are derived from the real-world sources,

11https://github.com/AIR-Bench/AIR-Bench
12https://huggingface.co/spaces/AIR-Bench/

leaderboard
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they may contain sensitive content. Therefore, the
testing data in AIR-BENCH may only be used for
evaluation purposes.
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A Details on Benchmark Construction

In this section, we provide more details on the
construction of datasets in AIR-BENCH.

A.1 Corpora Preparation
AIR-BENCH currently covers two different tasks:
QA and Long-Doc. For QA task, we directly
use the real-world dataset as the corpus, such
as Wikipedia, mC4(Raffel et al., 2020), CC-
News(Hamborg et al., 2017), etc. We filter out
text that is either too short or too long and make a
straightforward attempt to remove any information
that names or uniquely identifies individuals, as
well as any offensive content. For Long-Doc task,
we first select one long document for each dataset,
such as book, ArXiv paper, legal document, etc.,
and remove table of contents and references. Then
we use the node parser13 tool from LlamaIndex(Liu,
2022) to split the long document into fixed-size
chunks14 as the corpus. All corpora used in AIR-
BENCH are available in Appendix B.1.

A.2 Candidate Generation
A.2.1 Query Generation
To diversify the generated queries, we consider the
following attributes when designing the prompt.

Query Length. This refers to the length of the
query. We consider four different categories based
on word count: less than 5 words, less than 10
words, 10 to 20 words, and at least 20 words. The
ratio of the number of queries in these categories is
1:4:2:1.

Query Type. This refers to the type of the query.
We consider three different types: question, prob-
lem, and claim. Based on our observation, the
“problem” type is usually more difficult than the

13SimpleNodeParser: https://github.com/run-llama/
llama_index

14chunk_size=200, chunk_overlap=50
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“question” type. The ratio of the number of queries
in these three types is 3:1:1. For Long-Doc task,
considering that the chunks in the corpus are de-
rived from the same long document, the topics of
these chunks are highly related. Therefore, we only
utilized two types for Long-Doc task: question and
claim. For the “claim” type, we observe that when
the claim is too short, it will become too ambiguous
to be a high-quality query. Therefore, the query
length for the “claim” type is only sampled from
“between 10 and 20 words” and “at least 20 words”.

Information-based Type. This refers to the type
of the information used when formulating queries.
We consider two different types: queries based
on the overall information in the document, and
queries based on the partial information beyond
the main topic of the document. The ratio of the
number of queries in these two types is 1:1.

Expression Style. This refers to the style of
query formulation. The three attributes mentioned
above are used in Step 4. In Step 5, we consider
different types of expression styles, allowing the
LLM to rewrite the queries using various styles,
thereby enhancing the diversity of query formula-
tions. There are seven different styles in total: con-
cise, casual, informal, formal, professional, compli-
cated, and academic. During the rewriting process,
the sampling probabilities for these styles are in the
ratio of 5:3:3:1:1:1:1.

A.2.2 Hard Negative Generation
To improve the difficulty of the generated datasets,
we prompt LLM to generate 3-7 hard negative docu-
ments based on the rewritten query and the original
positive document. For Long-Doc task, considering
the chunks are extracted from the same long doc-
ument and some of them have been hard enough,
we do not generate additional hard negatives. The
statistics of the number of hard negatives in each
dataset are available in Appendix B.1.

A.3 Quality Control

We present more details on how we use LLM as
labeler to label the relevance, select the embedding
model and multiple re-ranking models, and set the
predetermined threshold for pre-labeling.

Use LLM as labeler. Thomas et al. (2024)
demonstrated that LLMs like OpenAI’s GPT-4
are as accurate as human labelers when generat-
ing high-quality golden labels for search system.
Zhuang et al. (2024) showed that incorporating
fine-grained relevance labels into the prompt for

LLM rerankers significantly improves their perfor-
mance on zero-shot reranking. In our paper, we
use GPT-4 as labeler with a 4-level relevance gen-
eration strategy. The prompt we used is shown in
Table 8.

For the following query and document, judge whether the
document is relevant to the query.

Query:
“‘
{query}
”’

Document:
“‘
{doc}
”’

Your output must be one of the following:
- 0: The document is not relevant to the query.
- 1: The document is superficially relevant but actually not

relevant to the query.
- 2: The document is somewhat relevant to the query.
- 3: The document is relevant to the query.

Do not explain your answer in the output. Your output must
be a single number.

Table 8: Prompt used for LLM to label the relevance.
{query} and {doc} are placeholders of query and docu-
ment, respectively.

Embedding Model. Considering that the cor-
pora in AIR-BENCH are multilingual, we use bge-
m315 as the embedding model to recall the top-
1000 relevant documents.

Multiple Re-ranking Models. For the datasets
in English and Chinese, we use the following
three re-ranking models: bge-reranker-large16, bce-
reranker-base_v117, mmarco-mMiniLMv2-L12-
H384-v118. For the datasets in the other lan-
guages, we use the following three re-ranking mod-
els: bge-reranker-v2-m319, mmarco-mMiniLMv2-
L12-H384-v1, bge-reranker-v2-gemma20.

Predetermined Threshold. For the hard nega-
tive documents, we set the threshold to 20. For the
other documents, we set the threshold to 10.

15https://huggingface.co/BAAI/bge-m3
16https://huggingface.co/BAAI/

bge-reranker-large
17https://huggingface.co/maidalun1020/

bce-reranker-base_v1
18https://huggingface.co/nreimers/

mmarco-mMiniLMv2-L12-H384-v1
19https://huggingface.co/BAAI/

bge-reranker-v2-m3
20https://huggingface.co/BAAI/

bge-reranker-v2-gemma
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A.4 Queries Split

After the quality control stage, we split the gener-
ated queries into different sets. For QA task, we
split the queries in each dataset into dev set and test
set in a 1:4 ratio. For Long-Doc task, we select one
dataset as the dev set for each domain, and remain
other datasets as the test set. Refer to Appendix B.1
for more details.

B AIR-BENCH Datasets

B.1 Specifications

The available versions of AIR-BENCH are listed
in Table 9.

Version Release Date #domains #languages #datasets Statistics

24.04 May 21, 2024 8 2 28 Table 16
24.05 Oct 17, 2024 9 13 69 Table 17-21

Table 9: Available versions of AIR-BENCH.

For each dataset, we use the same format as
BEIR, i.e. corpus, queries and qrels21, which are
all available in the Hugging Face Hub22 of AIR-
BENCH. To avoid the possible data leakage, we
keep the qrels in test splits private. For the qrels
in dev splits, we make them public to enable the
developers to perform evaluation by themselves.

As the initial version, AIR-BENCH 24.04 only
covered 2 languages, English and Chinese. Addi-
tionally, each dataset in AIR-BENCH 24.04 only
contains the test set, which means that the develop-
ers could not know the evaluation results until they
submit their model’s search results to the leader-
board. As for the latest version AIR-BENCH 24.05,
we have covered 13 languages, and included dev
set and test set. The golden labels of dev set are
made public, and the golden labels of test set re-
main private. Furthermore, the corpus size of some
datasets in AIR-BENCH 24.04 is too large (such as
6.7M for wiki_en dataset and 2.4M for finance_zh
dataset in QA task), which makes the download
of datasets and the evaluation of models relatively
inefficient. Therefore, in AIR-BENCH 24.05, we
trimmed the large corpora to maintain a corpus size
of around 1M for each dataset.

For the detailed statistics of all datasets in AIR-
BENCH 24.04 and 24.05, please refer to Table 16
and Table 17-21, respectively. Note that we use

21qrels are the relevance labels for queries. The relevance
label is 1 for the positive document, and 0 for the negative
document.

22https://huggingface.co/AIR-Bench

QA Long-Doc

split → dev test dev test
# of datasets → 54 53 4 11

Query Style

FORMAL 31.3% 35.3% 17.7% 17.9%
INFORMAL 44.3% 44.7% 28.3% 27.4%
PROFESSIONAL 7.0% 6.8% 8.2% 10.3%
CASUAL 0.8% 0.7% 0.5% 0.6%
COMPLICATED 0.5% 0.3% 0.7% 1.4%
CONCISE 8.3% 5.4% 12.3% 12.5%
ACADEMIC 7.8% 6.8% 32.2% 29.8%
OTHERS < 0.1% < 0.1% 0.1% 0.1%

Table 10: The style distribution of queries in each split
for each task in AIR-BENCH 24.05.

the tokenizer23 of OpenAI’s GPT-4o24 to count the
token number for every language.

B.2 Licenses

In Table 16-21, we also list the licenses of the
source corpora used for the dataset generation in
AIR-BENCH. All generated testing data in AIR-
BENCH is licensed under CC BY-NC-SA-4.025.
The testing data in AIR-BENCH may only be used
for evaluation purposes.

B.3 Additional Diversity Analysis

We provide more analysis of diversity to better
characterize AIR-BENCH.

B.3.1 Query Diversity
We also analyze the style diversity of the gener-
ated queries in AIR-BENCH. We still utilize GPT-
4o26 as labeler to label the style of the queries in
AIR-BENCH. The optional query styles include:
FORMAL, INFORMAL, PROFESSIONAL, CASUAL,
COMPLICATED, CONCISE, ACADEMIC, and OTH-
ERS. The statistics are grouped by tasks and splits
in Table 10.

We can make the following observations accord-
ing to the results. First of all, since the optional
styles given to GPT-4o are not mutually exclusive,
the ratio of the number of different styles is not
consistent with the ratio we set in the generation
stage (Step 5 of the Candidate Generation stage).
Secondly, the QA task tends to have more INFOR-
MAL queries, and Long-Doc task tends to have
more ACADEMIC queries, which may be due to

23https://github.com/openai/tiktoken
24https://openai.com/index/hello-gpt-4o/
25https://creativecommons.org/licenses/

by-nc-sa/4.0
26gpt-4o-2024-08-06:
https://platform.openai.com/docs/models/gpt-4o
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Figure 4: Pairwise weighted Jaccard similarity scores between AIR-BENCH English datasets. We use the tokenizer
of GPT-4o to tokenize the corpus of each dataset.

the fact that the long documents in the Long-Doc
task are more academic related, such as ArXiv pa-
pers, books, etc. Finally, PROFESSIONAL queries
and COMPLICATED queries account for a certain
portion, which means that some queries in AIR-
BENCH are probably challenging for IR models.

B.3.2 Corpus Diversity

Following the work of BEIR (Thakur et al., 2021),
we compute the pairwise weighted Jaccard simi-
laity scores between the datasets in AIR-BENCH.
Considering that there are 69 datasets in total, we
only present the results of datasets in English here.
As shown in Figure 4, we can observe that the cor-
pora from different domains have a low weighted
Jaccard similarity word overlap, indicating that
AIR-BENCH is a challenging benchmark where
the IR methods must generalize well to diverse
out-of-distribution domains.

C AIR-BENCH Software

The AIR-BENCH software27 makes it convenient
for the evaluation of any information retrieval meth-
ods. With the provided Python framework, in or-
der to evaluate a retrieval method, users only need
to implement a Retriever that takes the queries
and the corpus as the inputs, and returns the top-k
relevant documents for each query as the outputs.
If the users want to evaluate the performance of
retrieval-then-reranking method, they only need to
additionally implement a Reranker, which takes
the queries, the corpus, and the top-k search results
from Retriever as the inputs, and returns the re-
ranked top-k′ (k′ ≤ k) relevant documents as the
outputs.

We also maintain a Hugging Face leaderboard28

with all datasets and models. To make the leader-
board more readable, we classify the submissions
into three categories: 1) Retrieval Only. It means

27https://github.com/AIR-Bench/AIR-Bench
28https://huggingface.co/spaces/AIR-Bench/

leaderboard
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that this submission only uses a specific retrieval
method to generate the top-k search results. 2)
Reranking Only. It means that this submission
uses BM25 as the retrieval method and then uses
a specific reranking method to re-rank the search
results from BM25 to generate the re-ranked top-k
search results. 3) Retrieval+Reranking. It means
that this submission first uses a specific retrieval
method to generate the top-k search results, and
then uses a specific reranking method to re-rank
to get the final search results. It should be noted
that our leaderboard only maintain the evaluation
results for the test splits, and the evaluations results
for the dev splits will be available on the MTEB
leaderboard29.

To facilitate the evaluation of existing IR mod-
els, we also develop the evaluation scripts based on
two mainstream architectures: HuggingFace Trans-
formers30 (Wolf et al., 2020) and Sentence Trans-
formers31 (Reimers and Gurevych, 2019). These
scripts are all available in our repository32.

D AIR-BENCH Data Examples

We list some examples of the generated testing data
in Table 12-14.

E Evaluation Details

E.1 Models
For detailed information of the models appearing in
this paper, please refer to Table 15. For the BM25
method, we employ the implementation from Py-
serini33 (Lin et al., 2021). For the evaluation of
BM25-based re-ranking models, we evaluate the
performance by re-ranking the top-100 search re-
sults from BM25 with the re-ranking models.

The models used in this paper are all publicly
available (see Table 15 for the public link). We
confirm that we did not violate the license of any
model used in our paper.

E.2 Parameters
When performing evaluation, we set the max length
of both query and passage to 512 tokens. If the
embedding models need task specific instruction,
such as e5-mistral-7b-instruct (Wang et al.,

29https://huggingface.co/spaces/mteb/
leaderboard

30https://github.com/huggingface/transformers
31https://github.com/UKPLab/

sentence-transformers
32https://github.com/AIR-Bench/AIR-Bench
33https://github.com/castorini/pyserini

2023), SFR-Embedding-Mistral, etc., we use the
same instruction for all datasets: “Given a ques-
tion, retrieve passages that answer the question”,
which is denoted as Instr-1. Considering that the
queries in AIR-BENCH include both questions
and claims, we also evaluate the performance of
e5-mistral-7b-instruct with a more reason-
able but more complex instruction: “Given a ques-
tion or claim, retrieve passages that answer the
question or support the claim”, which is denoted
as Instr-2. However, as shown in Table 11, the
performance of e5-mistral-7b-instruct using Instr-
2 is slightly worse than that using Instr-1, which
may indicate that current models are not yet able
to adapt well to more complex instruction.

For the total computational budget, we did not
perform detailed statistics. However, based on our
estimates, all evaluations in this paper required
approximately 2000 GPU hours using 24 A800
(80GB) GPUs.

F More Experiment Results

F.1 Distinguishing Models

We evaluate a diverse set of IR models on AIR-
BENCH to demonstrate its capability of distinguish-
ing different models from multiple dimensions:
model type, domain, language.

Model Type. As shown in Figure 5a and Fig-
ure 5b, we can observe the following three points
on both QA task and Long-Doc task, regardless of
whether the datasets are only in English or multilin-
gual: 1) BM25 performs worse than all embedding
models. 2) BM25 + bge-reranker-v2-m3 achieves
more excellent performance than all of the embed-
ding models. 3) The performance of embedding
models from the same series scales with model
size.

Domain. We evaluate three kinds of embed-
ding models with the same model size (large-size),
and compare their performances in each domain
on AIR-BENCH. As shown in Figure 5c and Fig-
ure 5d, regardless of whether the task is QA or
Long-Doc and whether the datasets are only in En-
glish or multilingual, no model is able to achieve
the best performance on all domains.

Language. We evaluate three kinds of embed-
ding models with the same model size (large-size)
on the multilingual datasets of AIR-BENCH, and
compare their performance on the datasets of each
language. As shown in Figure 5e, we also observe
that no model is able to achieve the best perfor-
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QA (English, test) QA (Multilingual, test) Long-Doc (English, test)
# of datasets → 7 datasets 53 datasets 11 datasets

e5-mistral-7b-instruct (Instr-1) 49.880 48.077 66.908
e5-mistral-7b-instruct (Instr-2) 49.252 47.772 66.766

Table 11: Comparison of performances when using different evaluation parameters on AIR-BENCH. The metric for
QA task is nDCG@10, and the metric for Long-Doc task is Recall@10.

mance on all languages.
Apart from the results of large-size embedding

models in Figure 5, we also perform investiga-
tion with base-size embedding models and LLM-
based embedding models. The additional results
are shown in Figure 6.

F.2 Detailed Evaluation Results
In this section, we provide the detailed evaluation
results of each model on AIR-BENCH 24.05. Ta-
ble 22 presents the detailed evaluation results of
English IR models on AIR-BENCH 24.05. Ta-
ble 23 presents the detailed evaluation results of
multilingual IR models on AIR-BENCH. For de-
tailed information of the models appearing in these
tables, please refer to Table 15.
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Domain: news; Language: English
Original Positive:
“It’s hard to think of a part of the world that hasn’t been touched by robotic advances this year.\n In 2016, strides
were taken in the areas of robotic home delivery, cooking, tough terrain navigation and even attempts to conquer the
beautiful game of football.\n Here are the top five robots of the year.\n While we’re not quite at the singularity yet,
more sophisticated automation is an inevitability of the future.\n The strides in Artificial Intelligence (AI) over the
past decade have been huge, so expect to see a lot more in this area in the coming years.\n We just hope the tech
guys making super AI fit it with an “off” switch so it can be unplugged when it wants to, you know, take over the
world and destroy everything.”

Character: Robotics Engineer

Scenario: Preparing a presentation on the yearly advancements in robotics technology.

Original Query: Which industries implemented robotic home delivery?
Rewritten Query: In which sectors has the implementation of autonomous delivery robots for residential services
been observed?

Hard Negative 1:
“Autonomous technologies have been expanding rapidly across various industries, with drones making headway in
aerial inspections and surveillance. Companies are investing in autonomous flight for package delivery, but
primarily in commercial settings. The convenience and efficiency improvements in logistics are undeniable, but
residential use isn’t widespread yet.”
Hard Negative 2:
“Residential sectors are increasingly relying on technology, with smart homes integrating systems for automated
cleaning, energy management and advanced security. These innovations in domestic tech have redefined the way we
live, promising a future where household chores are managed seamlessly through digital interfaces and remote
controls.”
Hard Negative 3:
“Recent developments in the robotics industry have witnessed significant progress in various sectors, such as
industrial manufacturing, precision agriculture, and automated warehousing solutions. These robots have
revolutionized production efficiency, crop management, and inventory control, enhancing economic output.”
Hard Negative 4:
“In recent years, residential areas have seen an uptick in smart home innovations that include automated climate
control, security systems with facial recognition, and voice-activated appliances. The integration of AI in household
management has significantly enhanced the convenience and efficiency of daily living.”
Hard Negative 5:
“Experts predict an expansion in the use of unmanned vehicles for military logistics and combat support missions.
The autonomous systems being developed are designed for supply transport, surveillance, and even tactical offense,
set to revolutionize battlefield strategies in the near future.”

Table 12: Random sampled examples for the generated testing data. Domain: news, Language: English.
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Domain: healthcare; Language: English
Original Positive:
“Only two patients, 5 and 12 years old, with primary gastric NHL were found. Upper gastroduodenal endoscopy
detected an ulcer in the lesser curvature of the body of the stomach, in both cases. Endoscopy revealed a moderate
chronic gastritis in the antrum of both patients that was H. pylori associated in one of them who also suffered from
chronic gastritis. Biopsy specimens demonstrated infiltration by Burkitt lymphoma (BL). The two patients received
chemotherapy for 6 months. Additionally, one of the two patients received a triple therapy regimen with bismuth,
amoxicillin, and metronidazole for H. pylori. Fifteen and six years later they are in complete remission, free of
symptoms.”

Character: College student

Scenario: Creating a presentation on the clinical manifestations and treatment outcomes of primary gastric
non-Hodgkin’s lymphoma in pediatric patients.

Original Query: How long did the pediatric patients receive chemotherapy for primary gastric NHL?
Rewritten Query: How long were the kids treated with chemo for their stomach lymphoma?

Hard Negative 1:
“In a recent clinical review, five pediatric cases of gastrointestinal complaints were assessed. The patients, ranging
in age from 3 to 14 years, presented with various symptoms including abdominal pain, vomiting, and weight loss.
In-depth medical evaluations, including blood tests, abdominal ultrasonography, and, for three patients, an upper
gastroduodenal endoscopy, were conducted. The endoscopic examination in these three patients showed mild
inflammation in the stomach lining and superficial gastric erosions in the antrum and the lesser curvature. None of
the patients had a history of gastric malignancies, and there were no indications of Non-Hodgkin Lymphoma (NHL)
or any other types of cancer. Helicobacter pylori infection was not detected in any of the cases. The patients’
symptoms were managed with dietary modifications and antacid medications. Symptom relief was noted in all cases,
and follow-up visits over the course of six months revealed significant improvement and no further gastrointestinal
issues. The clinical team concluded that the symptoms were likely due to functional dyspepsia and emphasized the
importance of considering less severe diagnoses when pediatric patients present with gastrointestinal symptoms.”
Hard Negative 2:
“Two young individuals, aged 6 and 11, presented with abdominal discomfort and were subsequently screened for
gastrointestinal disorders. Initial evaluation through pediatric upper gastrointestinal series indicated irregularities in
the stomach lining, prompting further investigation. Comprehensive upper gastrointestinal endoscopies were
performed, illuminating significant gastroesophageal reflux disease (GERD) in both patients, characterized by
distinctive erosions in the esophagus and transient lower esophageal sphincter relaxations. GERD was particularly
pronounced along the greater curvature of the stomach. Their evaluations also included biopsies of the gastric tissue,
which fortunately ruled out malignancy, including lymphomas and other gastric cancers. To manage the GERD,
both patients were placed on a rigorous treatment regimen including lifestyle modifications and proton-pump
inhibitors (PPIs). Each was monitored regularly via follow-up endoscopies which demonstrated gradual
improvements in esophageal tissue integrity. Concurrently, both were tested for H. pylori, with one testing positive.
The H. pylori-positive patient underwent an eradication protocol with a combination therapy of clarithromycin,
amoxicillin, and a PPI, resulting in successful elimination of the infection. Years later, through diligent management
and follow-up, both individuals have achieved excellent control over their symptoms and maintain a good quality of
life.”
Hard Negative 3:
“Numerous pediatric cases have been reviewed to understand the duration and efficacy of chemotherapy in treating
various forms of juvenile cancer. One study outlines the treatment plan for a pair of siblings, aged 7 and 14,
diagnosed with acute lymphoblastic leukemia (ALL). The treatment protocol involved a comprehensive induction
regimen followed by a consolidation phase. During the induction phase, which lasted for about a month, the patients
were administered a combination of vincristine, prednisone, asparaginase, and an anthracycline. The consolidation
phase incorporated methotrexate and 6-mercaptopurine and extended over several months. Intrathecal chemotherapy
was included to prevent CNS disease. Maintenance therapy was subsequently initiated, which is scheduled to
continue for a period of three years, with regular follow-ups to monitor remission status. It was observed that the
older child had to face additional challenges due to the emergence of several therapy-related side effects. Despite
the intensive treatment, both patients are currently responding positively with substantial remission observed in
follow-up examinations. The study emphasizes the importance of a tailored approach to pediatric chemotherapy,
taking into account not only the type of cancer but also individual patient factors and potential long-term outcomes.”

Table 13: Random sampled examples for the generated testing data. Domain: healthcare, Language: English.
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Domain: wiki; Language: English
Original Positive:
“Caffeine/ergotamine (trade name Cafergot) is the proprietary name of a medication consisting of ergotamine
tartrate and caffeine. This combination is used for the treatment of headaches, such as migraine headache.\n\n
Use\n\n Correct timing of use is important. Cafergot is an abortive headache treatment, which prevents the
development of the headache, rather than a treatment for an established headache. The medication should be
administered at the first sign of headache.\n\n There exist some limitations as to the maximum number of tablets
that can be taken per day per week. Different sources of drug information may carry different information, and
patients are encouraged to ask their pharmacist or prescriber about such details.\n\n Cafergot is currently available
as a generic drug (ergotamine tartrate/caffeine)\n\n Mechanism of action\n\n According to a topic review on
UpToDate, ërgotamine and dihydroergotamine (DHE 45) bind to 5HT 1b/d receptors, just as triptans do.T̈his along
with binding to other serotonergic and dopaminergic receptors is their presumed mechanism of action in treating
migraine.\n\n Adverse effects\n\n Because the vasoconstrictive effects of ergotamine and caffeine are not selective
for the brain, adverse effects due to systemic vasoconstriction can occur. Cold feet or hands, angina pectoris,
myocardial infarction, or dizziness are some examples. \n\n It has also been shown to be associated with mitral
valve stenosis.\n\n References \n\n Antimigraine drugs\n Combination drugs”

Character: Pharmacist

Scenario: Advising a patient on the proper usage of Cafergot, including timing and dosage limits.

Original Query: What is the optimal timing for administering Cafergot to treat migraine headaches?
Rewritten Query: At which temporal juncture is it considered most optimal to commence administration of
Cafergot for the alleviation of cephalalgic discomfort characteristic of a migraine?

Hard Negative 1:
“The importance of adherence to a prescribed treatment regimen cannot be overstated, especially when managing
chronic conditions such as hypertension and diabetes. Medications for these diseases, while different in function
and timing from migraine treatments like Cafergot, require consistent and timely dosing to maintain health and
prevent complications. For example, antihypertensive drugs must be taken daily to effectively control blood
pressure and reduce the risk of heart attack and stroke. Similarly, diabetic patients must monitor their blood sugar
levels regularly and administer insulin or oral hypoglycemic agents as directed to avoid hyperglycemic or
hypoglycemic episodes. Although the precise timing may differ from abortive headache therapies, the principle of
timing in medication administration is universally critical. Patients are advised to follow the specific instructions
provided by their healthcare provider or pharmacist to achieve the best outcomes from their medication regimen.
Furthermore, lifestyle modifications, such as diet and exercise, also play a vital role in the management of these
conditions and should be initiated in conjunction with pharmacotherapy for an integrated approach to treatment.”
Hard Negative 2:
“Caffeine and its Role in Pain Relief: An Overview\n\n Caffeine, a central nervous system stimulant, has been
widely recognized for its ability to increase alertness and alleviate fatigue. Commonly found in various beverages
such as coffee, tea, and energy drinks, caffeine is also included in certain pain relief medications. Its application in
pain management is based on its pharmacological properties that enhance the efficacy of other analgesic
compounds.\n\n Although not a primary treatment for migraine pain, caffeine is sometimes combined with
analgesics like acetaminophen or aspirin to increase their effectiveness. The precise timing for administration of
such combination therapies is generally flexible and tailored to individual patient needs. Unlike migraine-specific
treatments, these over-the-counter remedies aim to reduce the severity of pain after onset of symptoms.\n\n
Research into caffeine’s role in pain relief extends beyond headaches to muscle soreness and other types of pain.
While it possesses some anti-inflammatory properties, the exact mechanism through which caffeine exerts its effect
on pain pathways is still being investigated. However, it is thought to involve adenosine receptor antagonism.\n\n
Knowing the right amount of caffeine consumption for pain relief is crucial since excessive intake can cause side
effects such as jitteriness, insomnia, and an increased heart rate. As with any medication or supplement, users
should consult healthcare professionals to determine the appropriate dosage for their condition.”

Table 14: Random sampled examples for the generated testing data. Domain: wiki, Language: English.
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(d) Domain dimension comparison results (Multilingual,
large-size embedding models).
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(e) Language dimension comparison results (Multilingual, large-size embedding models).
Figure 5: AIR-BENCH can distinguish models in different dimensions, including model dimension, domain
dimension, and language dimension. For detailed information of the models appearing in this figure, please refer to
Table 15. The detailed metric value and additional results on other model size are all available in Appendix F.2.
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(b) Domain dimension comparison results (Multilingual, base-
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(c) Domain dimension comparison results (English, LLM-
based embedding models).
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(d) Domain dimension comparison results (Multilingual,
LLM-based embedding models).
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(e) Language dimension comparison results (Multilingual, base-size embedding models).
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(f) Language dimension comparison results in multilingual datasets (LLM-based embedding models).
Figure 6: Additional results indicating that AIR-BENCH can distinguish models in different dimensions. For
detailed information of the models appearing in this figure, please refer to Table 15.
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Model Size Model Link

Lexical Method

BM25 (Robertson and Zaragoza, 2009) - https://github.com/castorini/pyserini

English Embedding Models

bge-small-en-v1.5 (Xiao et al., 2024) 33.4M https://huggingface.co/BAAI/bge-small-en-v1.5
bge-base-en-v1.5 (Xiao et al., 2024) 109M https://huggingface.co/BAAI/bge-base-en-v1.5
bge-large-en-v1.5 (Xiao et al., 2024) 335M https://huggingface.co/BAAI/bge-large-en-v1.5
bge-en-icl (Li et al., 2024) 7.11B https://huggingface.co/BAAI/bge-en-icl
bge-en-icl-e5data (Li et al., 2024) 7.11B https://huggingface.co/BAAI/bge-en-icl-e5data
e5-small-v2 (Wang et al., 2022b) 33.4M https://huggingface.co/intfloat/e5-small-v2
e5-base-v2 (Wang et al., 2022b) 109M https://huggingface.co/intfloat/e5-base-v2
e5-large-v2 (Wang et al., 2022b) 335M https://huggingface.co/intfloat/e5-large-v2
gte-small (Li et al., 2023b) 33.4M https://huggingface.co/thenlper/gte-small
gte-base (Li et al., 2023b) 109M https://huggingface.co/thenlper/gte-base
gte-large (Li et al., 2023b) 335M https://huggingface.co/thenlper/gte-large
gte-large-en-v1.5 (Li et al., 2023b) 434M https://huggingface.co/Alibaba-NLP/gte-large-en-v1.5
repllama-v1-7b-lora-passage (Ma et al., 2023) 6.74B https://huggingface.co/castorini/repllama-v1-7b-lora-passage
SFR-Embedding-Mistral 7.11B https://huggingface.co/Salesforce/SFR-Embedding-Mistral
SFR-Embedding-2_R 7.11B https://huggingface.co/Salesforce/SFR-Embedding-2_R
NV-Embed-v1 (Lee et al., 2024a) 7.85B https://huggingface.co/nvidia/NV-Embed-v1
NV-Embed-v2 (Lee et al., 2024a) 7.85B https://huggingface.co/nvidia/NV-Embed-v2
Linq-Embed-Mistral (Kim et al., 2024) 7.11B https://huggingface.co/Linq-AI-Research/Linq-Embed-Mistral
simlm-base-msmarco-finetuned (Wang et al., 2022a) 110M https://huggingface.co/intfloat/simlm-base-msmarco-finetuned
msmarco-roberta-base-ance-firstp (Xiong et al., 2021) 125M https://huggingface.co/sentence-transformers/msmarco-roberta-base-ance-firstp
contriever-msmarco (Izacard et al., 2022) 109M https://huggingface.co/facebook/contriever-msmarco

Multilingual Embedding Models

bge-m3 (Chen et al., 2024b) 568M https://huggingface.co/BAAI/bge-m3
bge-multilingual-gemma2 (Li et al., 2024) 9.24B https://huggingface.co/BAAI/bge-multilingual-gemma2
jina-embeddings-v3 (Sturua et al., 2024) 572M https://huggingface.co/jinaai/jina-embeddings-v3
e5-mistral-7b-instruct (Wang et al., 2023) 7.11B https://huggingface.co/intfloat/e5-mistral-7b-instruct
multilingual-e5-small (Wang et al., 2024) 118M https://huggingface.co/intfloat/multilingual-e5-small
multilingual-e5-base (Wang et al., 2024) 278M https://huggingface.co/intfloat/multilingual-e5-base
multilingual-e5-large (Wang et al., 2024) 560M https://huggingface.co/intfloat/multilingual-e5-large
multilingual-e5-large-instruct (Wang et al., 2024) 560M https://huggingface.co/intfloat/multilingual-e5-large-instruct
gte-multilingual-base (Zhang et al., 2024) 305M https://huggingface.co/Alibaba-NLP/gte-multilingual-base
bce-embedding-base_v1 (NetEase Youdao, 2023) 278M https://huggingface.co/maidalun1020/bce-embedding-base_v1
gte-Qwen2-1.5B-instruct (Li et al., 2023b) 1.78B https://huggingface.co/Alibaba-NLP/gte-Qwen2-1.5B-instruct
gte-Qwen2-7B-instruct (Li et al., 2023b) 7.61B https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct

Re-ranking Models

bge-reranker-large (Xiao et al., 2024) 560M https://huggingface.co/BAAI/bge-reranker-large
bge-reranker-v2-m3 568M https://huggingface.co/BAAI/bge-reranker-v2-m3
bge-reranker-v2-gemma 2.51B https://huggingface.co/BAAI/bge-reranker-v2-gemma
bce-reranker-base_v1 (NetEase Youdao, 2023) 278M https://huggingface.co/maidalun1020/bce-reranker-base_v1
mmarco-mMiniLMv2-L12-H384-v1 118M https://huggingface.co/nreimers/mmarco-mMiniLMv2-L12-H384-v1

Table 15: Detailed information on all of the models appearing in our paper.
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https://github.com/castorini/pyserini
https://huggingface.co/BAAI/bge-small-en-v1.5
https://huggingface.co/BAAI/bge-base-en-v1.5
https://huggingface.co/BAAI/bge-large-en-v1.5
https://huggingface.co/BAAI/bge-en-icl
https://huggingface.co/BAAI/bge-en-icl-e5-data
https://huggingface.co/intfloat/e5-small-v2
https://huggingface.co/intfloat/e5-base-v2
https://huggingface.co/intfloat/e5-large-v2
https://huggingface.co/thenlper/gte-small
https://huggingface.co/thenlper/gte-base
https://huggingface.co/thenlper/gte-large
https://huggingface.co/Alibaba-NLP/gte-large-en-v1.5
https://huggingface.co/castorini/repllama-v1-7b-lora-passage
https://huggingface.co/Salesforce/SFR-Embedding-Mistral
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/nvidia/NV-Embed-v1
https://huggingface.co/nvidia/NV-Embed-v2
https://huggingface.co/Linq-AI-Research/Linq-Embed-Mistral
https://huggingface.co/intfloat/simlm-base-msmarco-finetuned
https://huggingface.co/sentence-transformers/msmarco-roberta-base-ance-firstp
https://huggingface.co/facebook/contriever-msmarco
https://huggingface.co/BAAI/bge-m3
https://huggingface.co/BAAI/bge-multilingual-gemma2
https://huggingface.co/jinaai/jina-embeddings-v3
https://huggingface.co/intfloat/e5-mistral-7b-instruct
https://huggingface.co/intfloat/multilingual-e5-small
https://huggingface.co/intfloat/multilingual-e5-base
https://huggingface.co/intfloat/multilingual-e5-large
https://huggingface.co/intfloat/multilingual-e5-large-instruct
https://huggingface.co/Alibaba-NLP/gte-multilingual-base
https://huggingface.co/maidalun1020/bce-embedding-base_v1
https://huggingface.co/Alibaba-NLP/gte-Qwen2-1.5B-instruct
https://huggingface.co/Alibaba-NLP/gte-Qwen2-7B-instruct
https://huggingface.co/BAAI/bge-reranker-large
https://huggingface.co/BAAI/bge-reranker-v2-m3
https://huggingface.co/BAAI/bge-reranker-v2-gemma
https://huggingface.co/maidalun1020/bce-reranker-base_v1
https://huggingface.co/nreimers/mmarco-mMiniLMv2-L12-H384-v1


Ta
sk

D
om

ai
n

L
an

gu
ag

e
D

at
as

et
N

am
e

So
ur

ce
of

C
or

pu
s

#c
or

pu
s

Av
g

#t
ok

en
of

co
rp

us
Sp

lit
#

of
qu

er
ie

s
Av

g
#t

ok
en

of
qu

er
ie

s
#

of
po

si
tiv

es
#

of
ha

rd
ne

ga
tiv

es
N

am
e

IS
O

C
od

e
L

in
k

&
C

ita
tio

n
L

ic
en

se

qa

ar
xi

v
E

ng
lis

h
en

de
fa

ul
t

lo
ng

-s
um

m
ar

iz
at

io
n

(C
oh

an
et

al
.,

20
18

)
A

pa
ch

e
2.

0
22

2,
87

7
33

4
te

st
1,

73
1

19
5,

34
0

6,
28

8

fin
an

ce
E

ng
lis

h
en

de
fa

ul
t

R
eu

te
rs

-2
15

78
(L

ew
is

,1
99

7)
C

C
B

Y
4.

0
26

,2
26

20
2

te
st

1,
58

5
17

3,
35

7
5,

59
5

C
hi

ne
se

zh
de

fa
ul

t
D

ux
ia

om
an

-D
I/

Fi
nC

or
pu

s
A

pa
ch

e
2.

0
2,

39
8,

09
5

1,
61

6
te

st
1,

80
5

29
7,

83
6

7,
21

1

he
al

th
ca

re
E

ng
lis

h
en

de
fa

ul
t

Pu
bM

ed
Q

A
(J

in
et

al
.,

20
19

)
M

IT
84

7,
39

5
10

3
te

st
1,

70
7

19
5,

05
2

7,
02

3

C
hi

ne
se

zh
de

fa
ul

t
H

ua
tu

o-
26

M
(L

ie
ta

l.,
20

23
a)

A
pa

ch
e

2.
0

36
0,

21
8

75
1

te
st

1,
87

4
31

10
,0

29
7,

33
6

la
w

E
ng

lis
h

en
de

fa
ul

t
Pi

le
of

L
aw

(H
en

de
rs

on
*

et
al

.,
20

22
)

C
C

B
Y

-N
C

-S
A

4.
0

14
1,

67
8

1,
50

9
te

st
1,

80
1

19
5,

37
2

6,
57

4

ne
w

s
E

ng
lis

h
en

de
fa

ul
t

C
C

-N
ew

s
(H

am
bo

rg
et

al
.,

20
17

)
U

nk
no

w
n

57
4,

41
7

53
1

te
st

1,
61

4
16

5,
79

8
6,

78
4

C
hi

ne
se

zh
de

fa
ul

t
in

tfl
oa

t/m
ul

til
in

gu
al

_c
c_

ne
w

s
U

nk
no

w
n

93
5,

16
2

1,
26

3
te

st
1,

69
7

31
7,

38
1

6,
61

8

w
eb

E
ng

lis
h

en
de

fa
ul

t
m

C
4

(R
af

fe
le

ta
l.,

20
20

)
O

D
C

-B
Y

2,
45

9,
58

7
84

0
te

st
1,

70
7

16
5,

54
3

7,
43

9

C
hi

ne
se

zh
de

fa
ul

t
m

C
4

(R
af

fe
le

ta
l.,

20
20

)
O

D
C

-B
Y

95
6,

69
9

1,
20

8
te

st
1,

68
3

29
6,

25
0

6,
72

1

w
ik

i
E

ng
lis

h
en

de
fa

ul
t

W
ik

ip
ed

ia
20

24
01

01
C

C
B

Y
-S

A
3.

0,
G

FD
L

6,
73

8,
49

8
66

7
te

st
1,

72
7

17
4,

26
0

7,
88

2

C
hi

ne
se

zh
de

fa
ul

t
W

ik
ip

ed
ia

20
24

04
01

C
C

B
Y

-S
A

3.
0,

G
FD

L
1,

16
1,

22
6

55
7

te
st

1,
67

9
30

4,
74

5
6,

96
3

w
eb

(m
sm

ar
co

)
E

ng
lis

h
en

de
fa

ul
t

M
S

M
A

R
C

O
(B

aj
aj

et
al

.,
20

16
)

M
IT

8,
87

2,
84

0
81

te
st

6,
31

9
16

31
,4

47
26

,8
28

lo
ng

-d
oc

ar
xi

v
E

ng
lis

h
en

ge
m

in
i

Pa
pe

ro
fG

em
in

i
C

C
B

Y
4.

0
27

6
13

6
te

st
24

9
18

24
9

0

gp
t3

Pa
pe

ro
fG

PT
-3

ar
X

iv
.o

rg
pe

rp
et

ua
l,

no
n-

ex
cl

us
iv

e
lic

en
se

1.
0

51
5

13
7

te
st

33
7

16
49

6
0

lla
m

a2
Pa

pe
ro

fL
la

m
a

2
ar

X
iv

.o
rg

pe
rp

et
ua

l,

no
n-

ex
cl

us
iv

e
lic

en
se

1.
0

56
6

13
6

te
st

32
6

18
63

5
0

llm
-s

ur
ve

y
Su

rv
ey

of
L

L
M

ar
X

iv
.o

rg
pe

rp
et

ua
l,

no
n-

ex
cl

us
iv

e
lic

en
se

1.
0

1,
14

4
13

5
te

st
35

7
17

92
4

0

bo
ok

E
ng

lis
h

en
a-

br
ie

f-
hi

st
or

y-
of

-t
im

e_
st

ep
he

n-
ha

w
ki

ng
A

B
ri

ef
H

is
to

ry
of

Ti
m

e
U

nk
no

w
n

77
8

12
7

te
st

37
0

16
87

6
0

or
ig

in
-o

f-
sp

ec
ie

s_
da

rw
in

O
n

th
e

O
ri

gi
n

of
Sp

ec
ie

s
U

nk
no

w
n

1,
75

8
12

6
te

st
36

6
16

1,
14

5
0

he
al

th
ca

re
E

ng
lis

h
en

pu
bm

ed
_1

00
K

-2
00

K
_1

lo
ng

-s
um

m
ar

iz
at

io
n

(C
oh

an
et

al
.,

20
18

)
A

pa
ch

e
2.

0
89

9
13

3
te

st
37

2
20

1,
00

8
0

pu
bm

ed
_1

00
K

-2
00

K
_2

lo
ng

-s
um

m
ar

iz
at

io
n

(C
oh

an
et

al
.,

20
18

)
A

pa
ch

e
2.

0
87

2
13

6
te

st
35

5
18

98
0

0

pu
bm

ed
_1

00
K

-2
00

K
_3

lo
ng

-s
um

m
ar

iz
at

io
n

(C
oh

an
et

al
.,

20
18

)
A

pa
ch

e
2.

0
87

3
13

3
te

st
35

7
19

97
8

0

pu
bm

ed
_3

0K
-4

0K
_1

0-
m

er
ge

d
lo

ng
-s

um
m

ar
iz

at
io

n
(C

oh
an

et
al

.,
20

18
)

A
pa

ch
e

2.
0

2,
15

4
13

3
te

st
36

8
18

1,
48

5
0

pu
bm

ed
_4

0K
-5

0K
_5

-m
er

ge
d

lo
ng

-s
um

m
ar

iz
at

io
n

(C
oh

an
et

al
.,

20
18

)
A

pa
ch

e
2.

0
1,

73
1

13
6

te
st

33
6

21
1,

04
6

0

la
w

E
ng

lis
h

en

le
x_

fil
es

_3
00

K
-4

00
K

L
ex

Fi
le

s
(C

ha
lk

id
is

et
al

.,
20

23
)

C
C

B
Y

-N
C

-S
A

4.
0

2,
79

7
13

7
te

st
33

9
15

1,
30

7
0

le
x_

fil
es

_4
00

K
-5

00
K

L
ex

Fi
le

s
(C

ha
lk

id
is

et
al

.,
20

23
)

C
C

B
Y

-N
C

-S
A

4.
0

3,
32

0
13

7
te

st
33

3
17

1,
42

7
0

le
x_

fil
es

_5
00

K
-6

00
K

L
ex

Fi
le

s
(C

ha
lk

id
is

et
al

.,
20

23
)

C
C

B
Y

-N
C

-S
A

4.
0

4,
08

7
13

6
te

st
34

6
17

1,
32

4
0

le
x_

fil
es

_6
00

K
-7

00
K

L
ex

Fi
le

s
(C

ha
lk

id
is

et
al

.,
20

23
)

C
C

B
Y

-N
C

-S
A

4.
0

5,
04

9
13

8
te

st
33

8
18

1,
44

2
0

Ta
bl

e
16

:S
ta

tis
tic

s
of

al
ld

at
as

et
s

in
A

IR
-B

E
N

C
H

24
.0

4.

20015

https://github.com/armancohan/long-summarization
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https://github.com/armancohan/long-summarization
https://github.com/armancohan/long-summarization
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Dataset (↓) BM25
BM25 +

bge-reranker-v2-m3
multilingual-e5-* gte-Qwen2-*-instruct

bge-m3
multilingual-e5-

large-instruct
e5-mistral-
7b-instruct

bge-multilingual-
gemma2

gte-multilingual-
base

bce-embedding-
base_v1

jina-
embeddings-v3small base large 1.5B 7B

QA Task (Multilingual, 53 Datasets)

arxiv_en 33.18 50.30 32.98 34.17 37.84 42.15 41.33 41.64 39.52 46.06 24.00 41.28 22.60 39.65
finance_ar 35.78 51.78 36.17 43.82 45.34 44.12 43.55 45.76 48.95 44.59 50.25 45.59 25.00 46.32
finance_en 45.13 58.04 47.32 50.29 49.05 55.21 59.23 52.92 52.79 55.90 50.08 53.24 41.67 51.70
finance_fr 27.63 52.08 25.90 33.83 36.41 36.52 39.57 41.44 42.73 38.98 51.10 35.47 19.27 37.14
finance_zh 22.43 42.35 30.46 32.07 34.71 34.28 34.61 40.23 37.72 33.10 39.23 36.84 25.72 33.96
healthcare_de 50.02 63.43 43.90 47.34 46.14 46.34 53.91 49.00 52.06 53.12 55.40 50.68 25.55 49.86
healthcare_en 34.84 53.76 44.21 49.16 50.63 52.11 54.46 49.05 54.02 56.24 47.48 47.48 29.89 49.42
healthcare_es 31.25 50.85 45.67 50.30 54.91 49.49 53.78 53.05 51.74 47.67 63.13 46.35 29.90 52.75
healthcare_fr 28.02 50.99 19.75 28.53 32.40 33.86 30.29 39.29 36.64 37.28 45.13 34.92 6.39 32.68
healthcare_zh 18.10 43.58 28.97 28.08 33.62 39.13 38.66 42.31 39.76 36.05 42.35 37.94 25.84 38.91
law_de 12.33 22.95 11.93 13.35 13.56 12.81 13.18 20.11 15.59 14.77 15.75 12.65 5.72 11.71
law_en 19.50 34.17 14.61 15.76 19.71 20.19 22.75 26.95 16.90 19.61 22.60 11.44 8.67 16.78
law_fr 13.16 23.19 7.34 10.30 9.94 12.72 13.15 20.20 15.12 14.38 14.29 11.68 2.64 9.76
news_ar 26.54 50.17 32.16 37.49 40.64 35.93 37.63 44.93 48.20 38.95 48.41 39.13 13.43 44.04
news_bn 29.33 41.60 44.97 46.48 52.17 20.27 61.31 59.03 49.31 25.50 58.77 56.00 17.90 53.73
news_de 38.52 55.11 39.06 43.70 43.34 43.08 44.89 47.87 47.84 46.48 52.05 43.93 21.15 46.39
news_en 39.72 57.63 38.70 43.05 43.48 47.44 52.74 47.34 44.27 47.89 50.29 47.55 30.74 45.61
news_es 33.09 54.65 36.14 38.88 40.41 39.90 45.21 44.70 45.99 45.34 49.90 40.47 19.76 42.94
news_fa 24.95 52.02 33.07 36.70 40.03 26.40 30.09 43.81 45.59 29.72 43.40 39.05 15.79 37.90
news_fr 41.20 60.79 28.56 40.51 36.59 45.60 49.76 49.52 50.59 49.61 56.80 45.86 22.75 46.56
news_hi 31.93 54.95 32.96 32.85 39.12 23.39 30.28 42.12 39.66 29.82 44.89 36.64 14.02 40.02
news_id 42.82 66.52 35.87 41.26 41.03 34.82 46.44 47.45 48.59 45.93 50.65 41.27 19.20 44.86
news_ja 38.12 57.95 37.42 39.06 45.24 41.95 44.13 47.09 47.60 43.47 51.51 42.62 21.44 41.96
news_ko 34.79 59.22 40.05 43.16 47.79 44.55 47.19 48.13 50.52 46.47 51.64 40.39 20.70 45.18
news_ru 31.67 55.72 37.90 42.06 43.24 43.09 46.55 48.31 48.81 46.59 51.48 42.93 20.56 46.65
news_zh 15.22 30.61 27.34 36.24 39.67 36.43 43.17 41.00 35.46 35.98 43.42 36.20 27.56 40.56
science_ru 39.78 62.84 43.70 47.01 51.87 54.04 45.21 55.18 56.86 53.07 44.13 48.69 26.06 50.24
web_ar 39.15 60.85 41.15 46.78 47.74 48.85 55.56 52.53 56.40 49.56 59.97 47.12 18.89 53.40
web_bn 47.47 68.73 44.65 46.71 51.10 38.37 51.45 55.53 56.17 46.83 59.68 50.89 25.03 55.55
web_de 46.14 61.30 45.06 45.90 46.89 47.73 48.62 51.89 50.87 50.88 57.72 47.22 26.31 48.06
web_en 41.46 60.51 38.71 43.24 42.81 52.68 58.99 53.88 41.58 52.08 56.48 52.05 30.55 47.38
web_es 42.52 60.89 42.57 46.04 46.44 50.69 54.11 51.78 52.24 54.45 58.20 49.56 26.77 49.42
web_fa 42.61 64.98 45.91 48.44 50.45 41.71 49.55 55.81 58.68 45.86 62.43 49.70 21.83 52.84
web_fr 46.62 63.48 30.61 43.13 39.56 51.60 55.16 51.46 50.20 54.52 59.54 50.34 26.94 48.80
web_hi 50.70 71.06 50.53 51.50 56.44 40.53 53.06 57.06 56.32 49.43 64.50 56.30 25.22 58.79
web_id 48.80 67.23 39.52 46.37 44.80 48.32 55.51 53.14 54.49 55.17 60.00 50.50 21.02 52.76
web_ja 47.41 64.53 45.49 47.36 52.21 52.21 57.27 54.75 54.89 51.80 60.26 51.18 27.65 50.10
web_ko 44.73 61.51 45.07 46.53 53.59 52.48 57.54 55.28 55.81 54.22 59.64 47.41 23.53 51.87
web_ru 42.92 63.59 42.85 47.59 48.51 52.35 55.88 54.53 54.97 53.85 60.12 49.77 28.24 50.51
web_zh 33.69 52.96 42.14 44.27 48.17 47.48 51.66 50.20 47.06 45.68 53.04 46.75 35.66 47.66
wiki_ar 43.66 63.82 50.61 54.35 60.65 47.74 59.44 59.65 63.21 52.98 63.42 54.40 19.38 57.89
wiki_bn 55.80 72.97 53.57 53.13 60.33 51.35 58.17 64.33 64.45 56.84 69.48 58.12 25.81 62.81
wiki_de 61.20 73.32 56.58 57.89 59.70 56.30 63.97 64.68 65.81 65.40 67.91 62.83 30.17 62.08
wiki_en 60.27 75.46 61.89 62.78 63.85 66.45 73.59 69.70 68.62 71.38 72.80 69.12 30.97 64.96
wiki_es 57.24 73.70 59.53 59.41 61.61 60.94 67.62 65.40 68.10 69.49 71.79 63.42 34.99 63.65
wiki_fa 48.02 67.43 54.07 56.47 59.69 44.29 57.05 61.15 64.20 51.77 67.57 53.24 27.63 57.75
wiki_fr 62.71 76.51 50.94 59.04 60.71 61.90 70.32 66.04 69.72 69.29 71.28 66.69 33.14 64.67
wiki_hi 57.81 74.76 62.73 63.59 68.59 51.57 60.54 69.02 71.81 63.93 75.39 67.62 32.02 68.74
wiki_id 58.14 75.16 59.00 60.95 61.82 54.47 61.81 66.30 66.36 66.23 68.91 62.79 25.92 62.75
wiki_ja 56.43 72.90 54.32 51.31 61.07 55.97 62.88 60.86 64.12 57.72 68.29 57.62 20.26 58.26
wiki_ko 43.93 67.17 55.75 56.26 62.64 54.89 59.17 62.36 64.79 60.30 66.78 55.63 20.96 58.28
wiki_ru 53.99 68.60 53.80 52.96 58.16 53.45 62.95 60.18 62.57 58.70 64.15 57.03 28.08 59.41
wiki_zh 40.24 63.51 53.63 59.44 61.83 58.33 67.50 63.52 62.82 57.19 68.64 61.86 35.46 62.70

Long-Doc Task (English, 11 Datasets)

arxiv_en_gemini 63.85 82.33 75.10 74.70 76.71 75.10 73.09 82.33 76.71 77.51 81.53 74.70 71.89 72.69
arxiv_en_gpt3 56.13 74.56 67.21 70.23 73.71 73.39 71.61 71.93 69.12 76.85 75.12 72.13 69.98 71.39
arxiv_en_llm_survey 47.76 68.77 54.11 58.05 60.29 53.63 50.33 61.25 58.87 62.28 59.65 57.89 52.85 55.96
book_en_origin_of_species_darwin 42.07 65.42 50.12 55.93 59.39 63.02 58.39 59.41 61.94 64.50 67.08 57.78 48.53 62.20
healthcare_en_pubmed_100k_200k_1 60.21 78.17 58.56 63.94 63.47 60.54 62.06 65.64 62.97 64.40 71.48 64.40 48.08 58.33
healthcare_en_pubmed_100k_200k_2 61.78 82.29 59.41 61.79 63.94 66.71 69.05 67.31 64.42 71.40 79.21 68.32 50.88 57.63
healthcare_en_pubmed_30k_40k_10_merged 65.45 84.12 66.44 70.90 70.36 70.47 70.75 70.98 72.13 74.65 79.78 73.03 58.36 67.06
healthcare_en_pubmed_40k_50k_5_merged 53.90 72.44 55.84 57.31 60.13 56.65 59.22 56.45 59.07 62.91 66.72 60.10 45.09 53.67
law_en_lex_files_400k_500k 42.75 68.51 51.85 58.70 64.56 58.70 61.84 63.59 59.82 58.61 66.14 59.56 47.08 60.64
law_en_lex_files_500k_600k 42.99 67.93 56.03 61.41 67.72 60.78 64.33 64.12 60.90 62.73 69.83 64.56 49.92 60.82
law_en_lex_files_600k_700k 47.12 71.70 52.92 57.33 62.50 58.61 63.04 60.60 57.67 60.15 69.03 60.17 42.74 56.06

Table 23: Detailed evaluation results of multilingual IR models on QA (Multilingual, test) datasets and Long-Doc
(English, test) datasets of AIR-BENCH 24.05.
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